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Abstract
Wearable sensors play a crucial role in real-world
scenarios, such as human activity recognition,
sleep monitoring and electrocardiogram monitor-
ing. However, deploying classifiers on them is
challenged by distribution shifts across users and
devices. Unsupervised domain adaptation (UDA)
is proposed to address this, yet existing methods
mostly focus on feature distribution shift, neglect-
ing the potential misclassification due to label shift.
In this paper, we propose Domain adaptation un-
der label shift for Wearable sensor with Learnable
Reweighting (DWLR) to handle both feature and
label shifts. Specifically, DWLR employs learn-
able reweighting to align label distributions be-
tween source and target domains. It incorporates el-
ements of information gain during the reweighting
process to counter potential distribution shift that
could emerge from over-reliance on data with high-
confidence pseudo labels. Importantly, since wear-
able sensor data is time-series data, and can be sub-
jected to distribution shifts originating from either
the time domain, the frequency domain, or both,
DWLR performs reweighting and alignment sepa-
rately in these two domains to more robustly handle
potential feature distribution shifts. Extensive ex-
periments on three distinct wearable sensor datasets
demonstrate the effectiveness of DWLR, yielding
a remarkable average performance improvement of
5.85%.

1 Introduction
Wearable sensors play a crucial role in various real-world sce-
narios, such as human activity recognition [Qian et al., 2019;
Hu et al., 2023], sleep monitoring [Kwon et al., 2021],
electrocardiogram monitoring [Longoni et al., 2018], etc.
It is always challenging to obtain high performance for
modeling wearable sensors in real applications. Recently,
deep learning-based models designed for wearable sensor
data have show promising achievements [Qian et al., 2019;
McClure et al., 2020]. Additionally, since most wearable
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sensor data are time series, some time series approaches can
also be used to model wearable sensor data [Bai et al., 2018;
Chung et al., 2015]. Most deep learning-based works typ-
ically require a large amount of labeled data to train their
models and achieve satisfactory performance. However, la-
beled data are scarce in real-world applications due to the la-
borious labeling process. Furthermore, deep learning-based
methods often assume that the training data (i.e., source do-
main) comes from the same distribution as the test data (i.e.,
target domain). Nevertheless, this assumption usually does
not hold due to variations in the physical environment and
behavior patterns of users, which is also known as domain
shift.

In order to address the substantial cost of labeling and the
inherent domain shift problem, previous works have trained
their models on labeled source domains and subsequently
transferred them to unlabeled target domains, a method
commonly referred to as Unsupervised Domain Adapta-
tion (UDA) [Patel et al., 2015]. Numerous UDA works
have demonstrated remarkable success across various ap-
plications [Bousmalis et al., 2018; Bousmalis et al., 2017;
Saito et al., 2017]. Some discrepancy-based approaches
align the feature distributions of target and source domain
by minimizing a divergence that measures the distance be-
tween the two distributions [Shen et al., 2018; Lee and Ra-
ginsky, 2018; Sun et al., 2016; Kang et al., 2019]. Recently,
drawing inspiration from Generative Adversarial Aetworks
(GANs), several works have employed adversarial learning
methods to acquire domain-invariant features for effective
knowledge transfer [Long et al., 2015; Tzeng et al., 2017;
Liu and Tuzel, 2016]. Moreover, UDA methods for mod-
eling cross-user wearable sensors have exhibited substantial
success [Hu et al., 2023; Qian et al., 2019]. Given that
the majority of wearable sensor data comprises time series
data, UDA methods tailored for such data have made signifi-
cant progress [Purushotham et al., 2017; Tonutti et al., 2019;
Wilson et al., 2020; Ragab et al., 2022; Ozyurt et al., 2023;
Liu and Xue, 2021].

While most existing works are based on the assumption
that the source and target domains have the same label distri-
bution, this assumption is usually inapplicable in real-world
applications, leading to an inevitable problem in application
scenarios, namely label shift. For instance, as depicted in
Figure 1 (a), in human activity recognition tasks where dif-
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Figure 1: (a)The proportion of behavior categories of different users. (b) Align source and target domains without regard to label shift. (c)
Domain shift may occur in either the time domain or the frequency domain.

ferent users are treated as different domains, significant dif-
ferences in the proportions of certain categories, such as run-
ning and sitting for different individuals like sports enthu-
siasts and avid readers. Despite this, most existing works
solely focus on aligning the feature distributions, ignoring
label shift, which may degrade the performance of models
on the target domain [Zhao et al., 2019]. Figure 1 (b) pro-
vides an example where there are numerous circular sam-
ples but relatively few triangular samples in the source do-
main (orange). Conversely, in the target domain (blue), there
are relatively few circular samples but many triangular sam-
ples. As a result, some triangular samples in the target do-
main may be incorrectly classified as belonging to the circu-
lar category due to the label shift problem. Recently, there are
methods aligning feature distributions and label distributions
using pseudo labels with high confidence [Tan et al., 2020;
Shi et al., 2022]. Nevertheless, as shown in Figure 1 (b),
exclusively selecting examples with high-confidence pseudo
labels may overlook samples (depicted with dashed borders)
at the classification boundary, resulting in a distribution shift
problem. Existing studies indicate that data at the classifi-
cation boundary may contribute more to the model, as they
provide more information to the model, a concept referred to
as information gain [Mukherjee and Awadallah, 2020].

Furthermore, most of these models handle wearable sen-
sor data, which can be viewed as time series data, primar-
ily focusing on the time domain. This focus may potentially
overlook valuable information from the frequency domain,
which can offer an alternative perspective for modeling time
series [Cohen, 1995; He et al., 2023]. In addition, the domain
shift may occur in either the time domain or the frequency
domain. As shown in Figure 1 (c), the frequency of patterns
of source and target data in the walking category is consistent
(three similar patterns are repeated in both source and target
domains), and domain shift mainly occurs in the time domain.
While for the running category, domain shift obviously also
occurs in the frequency domain.

To address the above challenges, we propose Domain adap-
tation under label shift for Wearable sensor with Learnable
Reweighting (DWLR). DWLR adopts a learnable reweight-
ing method to address the problem of UDA with both feature
shift and label shift for wearable sensor. Specifically, DWLR
aligns the label distributions through learnable reweighting
combined with maximization of not only confidence but in-
formation gain, which select data that contribute more to the

model training [Mukherjee and Awadallah, 2020] and avoids
the distribution shift problem caused by only select data with
high-confidence pseudo labels. Then, DWLR uses adver-
sarial learning to extract domain-invariant features to align
source and target domain. Furthermore, considering that
the time and frequency domains can provide different per-
spectives and that domain shift may occur in either domain,
DWLR performs reweighting and alignment from the time
and frequency domains, respectively. We summarize our con-
tributions as follows:

• We propose a learnable reweighting method DWLR to
align label distributions, which adress the problem of la-
bel shift that reduces the performance of UDA method.

• We utilize information gain to constrain the process
of learnable reweighting, avoiding the distribution shift
problem caused by only selecting data with high-
confidence pseudo labels.

• We consider the different information and domain shift
from the time and frequency domains, and perform
reweighting and alignment from each domain respec-
tively.

• Extensive experiments demonstrate the effectiveness of
DWLR with an average improvement of 5.85%. 1

2 Related Work
Unsupervised Domain Adaptation (UDA) can be viewed as
a special instance of transfer learning [Patel et al., 2015].
In UDA, the data distributions of the source and target do-
mains are different, while the target task remains the same
as that of the source domain, and only the source data is la-
beled [Bousmalis et al., 2018; Bousmalis et al., 2017]. Some
discrepancy-based approaches aim to align the distributions
by minimizing a divergence that measures the distance be-
tween two feature distributions [Long et al., 2015; Shen et
al., 2018; Lee and Raginsky, 2018]. In recent years, Genera-
tive Adversarial Networks (GANs) [Goodfellow et al., 2014]
have been developed rapidly. Inspired by GANs, some ap-
proaches incorporate adversarial training [Long et al., 2015;
Tzeng et al., 2017; Liu and Tuzel, 2016], which use a do-
main discriminator to confuse the features of different do-
mains through adversarial objectives. Some UDA methods

1Supplementary material is available at https://github.com/
JuRenGithub/DWLR.
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use auxiliary self-supervised tasks, such as contrastive learn-
ing and reconstruction, to capture the common semantic in-
formation of source and target domains [Kang et al., 2019;
Tang et al., 2021; Ghifary et al., 2016].

Some UDA methods designed for cross-user wearable sen-
sors modeling has achieved great success. [Hu et al., 2023]
proposes SWL-Adapt, which considers the difference among
samples by calculating sample weights of each sample. Con-
sidering the wearable sensor data are almost time series data,
Variational Recurrent Adversarial Deep Domain Adaptation
(VRADA) [Purushotham et al., 2017] and Recurrent Do-
main Adversarial Neural Network (R-DANN) [Tonutti et al.,
2019] leverage recurrent neural network as the feature ex-
tractor. [Wilson et al., 2020] proposes Convolutional deep
Domain Adaptation model for time series sensor data (Co-
DATS). [Ragab et al., 2022] proposes a SeLf-supervised
AutoregRessive Domain Adaptation (SLARDA) framework,
which designs an auxiliary task to capture the transferable
feature of source domain data. [Cai et al., 2021] proposes
Sparse Associative Structure Alignment (SASA) to align the
sparse associative structure of the sequential sensor data. Ad-
versarial Spectral Kernel Matching (AdvSKM) [Liu and Xue,
2021] incorporates a hybrid sepectral kernel network to im-
prove domain matching performance. Contrastive Learning
for Unsupervised Domain Adaptation (CLUDA) [Ozyurt et
al., 2023] introduces contrastive learning for UDA.

Recently, several works [Tan et al., 2020; Jiang et al.,
2020; Shi et al., 2022] have emerged focusing on UDA under
label shift, a more practical domain adaptation setting, where
feature shift and label shift both exist. [Tan et al., 2020]
proposes COAL to achieve collaborative alignment of feature
and label distributions through pseudo labels. [Jiang et al.,
2020] adopts a sampling-based approach to implicitly align
feature distributions to deal with UDA under label shift. [Shi
et al., 2022] propose a data-augmentation method which can
be integrated into existing UDA models to tackle with the la-
bel shift problem. [He et al., 2023] proposes alignment and
correction strategy to address feature and label shift problem
in universal domain adaptation.

3 Method
Problem definition. In the setting of cross-user wearable
sensor UDA under label shift, two different data distributions
exist, where P is from the source domain (source user) and Q
is from the target domain (target user). We are given a source
domain P = {(xs

i , y
s
i )}N

s

i=1 with Ns labeled data, where ysi ∈
{1, . . . , k} represents the label of data xs

i , and a target domain
Q = {xt

i}N
t

i=1 with N t unlabeled data. For brevity, we omit
the subscript i hereafter. And x ∈ RL×M contains L time
points of sensor data with M channels. Our goal is to build an
end-to-end deep network that transfers the knowledge learned
from P to Q and predict the label ŷt of each data xt ∈ Q.

3.1 Model Overview
The framework of the proposed DWLR is shown in Figure 2.
The cornerstone of DWLR is learnable reweighting , which
aims to reweight the target data to align label distributions.
Subsequently, DWLR aligns the feature distributions through

adversarial training. Specifically, DWLR first trains the en-
coder and task classifier with labeled source data. Consid-
ering that the wearable sensor data are primarily time series
data, DWLR incorporates information from both the time and
frequency domains to effectively model the wearable sen-
sor data. Then, a learnable reweighting network WNet(·)
conducts a reweighting process on the target data based on
the features extracted by the shared encoder from both the
time and frequency domains, with the aim of aligning the la-
bel distributions. Furthermore, to address the issue of dis-
tribution shift resulting from selecting only data with high-
confidence pseudo labels, WNet(·) utilizes information gain
to constrain the learnable reweighting process. Finally, based
on the reweighting result, DWLR utilizes the discriminator to
align the feature distributions.

3.2 Backbone and Task Learning
As mentioned in Section 1, the time domain and frequency
domain can provide different perspectives on wearable sen-
sor data modeling [Cohen, 1995]. Additionally, domain shift
may occur in either the time domain, the frequency domain,
or both. Therefore, we have developed two encoders, Ft(·)
and Ff (·), which take into account the time domain and fre-
quency domain, respectively.

ft = Ft(x), ff = Ff (x) (1)

As Eq 1 shows, the representation ft in the time domain and
the representation ff in the frequency domain are obtained
from the time-domain encoder Ft(·) and the frequency-
domain encoder Ff (·). In this work, Ft(·) is implemented
using convolutional neural networks (CNNs) To capture fea-
tures from the frequency domain, we apply the Discrete
Fourier Transform (DFT) [Winograd, 1978] to each channel
of x with a length of L:

v[j]m =

L−1∑
l=0

x[l]m · exp(−i2π
jl

L
) (2)

where j is the frequency index, m is the channel index, and v
is a complex vector Then we extract the amplitude a and the
phase p from v:

a[j]m =

√
Re(v[j]m)2 + Im(v[j]m)2

L

p[j]m =arctan(
Im(v[j]m)

Re(v[j]m)
)

(3)

where Re(·) and Im(·) are the imagery and real part. After
that we employ CNNs on a and p:

Ff (x) = Conv(Conv(a)⊕ Conv(p)) (4)

where ⊕ is concatenate operation.
To ensure the relevance of the extracted features f to down-

stream tasks, we guide Ft(·) and Ff (·) using two task classi-
fiers, Ct(·) and Cf (·). The task classifier outputs probability
scores for each class, h = C(f), where h ∈ Rk. Conse-
quently, we predict the label ŷ as the class with the highest
probability score, i.e., ŷ = argmax

i∈{1,··· ,k}
hi. We use the source
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Figure 2: Framework of DWLR. It models sensor from both the time and frequency domains. DWLR aligns the label distributions through
learnable reweighting, where the shades of target features indicate the weight. By utilizing information gain, the process of learnable reweight-
ing is constrained. DWLR performs reweighting and alignment in the time domain and frequency domain, respectively.

data to train the classifier and encoder from both the time and
frequency domains with a cross-entropy loss function:

Ltask = E(xs,ys)∈PLce(h
s, ys) (5)

Note that we omit the subscripts t and f here because this
process is the same for the time and frequency domains, and
this convention will continue to be followed.

3.3 Learnable Reweighting
In our scenario, both feature shift and label shift exist. As
illustrated in Figure 1 (b), if we directly align the feature
distributions, ignoring the problem of label shift, some data
from the target domain will be misclassified. To address
this problem, DWLR chooses to first align the label distri-
butions by reweighting data from the target domain. It is in-
tuitive to assign more weight to the target data with a smaller
class proportion compared to the source data and assign less
weight to the target data with a larger class proportion than
the source data. Since labels are unavailable in the target do-
main, DWLR addresses this challenge by using pseudo labels
ŷt obtained from the shared classifier C(·).

To ensure the reliability of pseudo labels, many studies
have opted to select data with high-confidence pseudo la-
bels [Tan et al., 2020; Ragab et al., 2022], where the pre-
dicted probability ht

i indicates the confidence level for the
i-th class. Previous research has demonstrated that high-
confidence data tend to cluster around the class centers in the
feature space [Liu et al., 2022] However, if we only select
data with high-confidence pseudo labels, there is a risk of ne-
glecting the target data that exhibit low confidence and reside
near the classification boundary. This ignored data still has
feature-shift problem with the source data, which can hinder
the classifier’s ability to effectively distinguish them. Further-
more, existing studies have shown that data at the classifica-
tion boundary may contribute more to the model [Mukherjee
and Awadallah, 2020]. This data can provide more informa-
tion to the model and is referred to as information gain, which
can measure the reduction of uncertainty of the model when
given a random variable [Cover, 1999].

To select appropriate data, we introduce a learnable
reweighting network, WNet(·). It assigns a weight w to each
target data based on its corresponding feature f t:

[w1, w2, · · · , wNt ] = WNet(Batch(f t)) (6)

where WNet(·) is implemented by MLP and Batch(·)
means to reweight the data one miniBatch containing N t

data at a time, as we need to normalize the weights. Also,∑Nt

i=1 wi = N t, which means the total weight of the data re-
mains unchanged after reweighting. Based on the reweighted
results W = [w1, w2, · · · , wNt ] and pseudo labels Ŷ t =
[ŷt1, ŷ

t
2, · · · , ŷtNt ], we can obtain the reweighted label distri-

bution of the target domain as Q̂′
y = {(wi, ŷ

t
i)}N

t

i=1. Since the
label distribution of the source domain Py is known to us, we
opt to minimize the KL-divergence between the distributions:

Llabel = KL(Py||Q̂′
y) (7)

In addition to aligning the label distributions, it is also im-
portant to give larger weight to data that provides substan-
tial information gain. However, it is difficult to compute the
information gain directly for a given f . [Gal et al., 2017]
proposes a method to compute the information gain approx-
imately using Monte-Carlo Dropout (MC-Dropout), which
leverages dropout, a regularization technique in deep learn-
ing models, to provide an estimation of the information gain:

IG(f) =−
k∑

i=1

(
1

T

T∑
τ=1

hτ
i ) log (

1

T

T∑
τ=1

hτ
i )

+
1

T

k∑
i=1

T∑
τ=1

hτ
i log h

τ
i

(8)

where hτ
i is the τ -th predicted probability of representation

f for the i-th class out of a total of T predictions. We use
the classifier C(·) with dropout to implement MC-Dropout.
Therefore, our objective is to maximize the information gain
of reweighted data.

LIG = − 1

N t

Nt∑
i=1

IG(f ti ) · wi (9)

As the data with large information gain tend to have lower
confidence, their pseudo labels could be wrong. To ad-
dress this problem, we give more weight to data with high-
confidence pseudo labels by maximizing confidence.

Lconf = − 1

N t

Nt∑
i=1

ĥt
i · wi (10)



Where we use the predicted probability ĥt
i ·wi to quantify the

confidence of f ti . The overall loss function for WNet(·) is

Lweight = Llabel + LIG + Lconf (11)

3.4 Adversarial Training

We use a discriminator D(·) to align feature distributions by
adversarial training, which is commonly used in some exist-
ing works [Long et al., 2015; Tzeng et al., 2017; Liu and
Tuzel, 2016]. Specifically, the goal of the discriminator is to
distinguish whether the feature f is extracted from the source
or target domain. We use cross entropy loss to train the dis-
criminator. For the data xs from the source domain, the cross-
entropy can be calculated by logds, where ds is the output
of D(fs). While for the target domain, we need to multiply
log (1− dt) by the obtained weight w. Therefore, the objec-
tive function of the discriminator is

Ldis = −(
1

Ns

Ns∑
i=1

logds
i +

1

N t

Nt∑
i=1

wi log (1− dt
i)) (12)

Meanwhile, it is desirable for the representation f extracted
by the encoder to be as domain-invariant as possible. There-
fore, we can employ the opposite objective to Ldis to guide
the encoder training, which is called adversarial training:

Ladv = −(
1

Ns

Ns∑
i=1

log (1− ds
i ) +

1

N t

Nt∑
i=1

wi logd
t
i) (13)

Ldis and Ladv can be implemented by a gradient reversal
layer[Ganin et al., 2015].

3.5 Model Learning

Given wearable sensor data from the source and target do-
mains, we first pretrain the encoder and classifier by Ltask

with the labeled source data. Then, WNet(·), F (·), C(·),
and D(·) are trained iteratively through two stages. In the
first stage, the WNet(·), F (·) and C(·) are trained by Lnet.

Lnet = Ltask + αLadv + βLweight (14)

During learnable reweighting, C(·) is used for obtaining
pseudo-labels and calculating information gain, but the gra-
dient of Lweight will not be propagated to C(·). In the sec-
ond stage, the D(·) is trained by Ldis. Note that the above
two stages are carried out separately in time and frequency
domain, and F (·), C(·), WNet(·), D(·) are not shared in
time and frequency domain. Additionally, when making pre-
dictions on the target domain, we combine prediction scores
from the time and frequency domain by adding them together
for the final prediction.

4 Experiment
In this section, we conduct extensive experiments to verify
the effectiveness of our proposed model.

4.1 Experiment Setup
Dataset. In our experiments, we use three real-world wear-
able sensor datasets (i.e., WISDM [Kwapisz et al., 2011],
UCIHAR [Anguita et al., 2013] and HHAR [Stisen et al.,
2015]). And we also conduct experiment on a human sen-
sor dataset, SleepEDF [Goldberger et al., 2000]. For each
dataset, we treat different users as different domains. In addi-
tion, we randomly select multiple pairs of users as the source
domain and the target domain. More details and category dis-
tribution can be found in the supplementary material.

Baseline. In this experiment, we compare our method with
three types of baseline methods. The first type of approach
is a method designed for wearable sensor modeling with-
out domain adaptation, Distribution-Embedded Deep Neural
Network (DDNN) [Qian et al., 2019]. The second type of
approach is UDA method suitable for wearable sensor data,
including SWL-Adapt [Hu et al., 2023], RDANN [Tonutti
et al., 2019], CoDATS [Wilson et al., 2020], VRADA [Pu-
rushotham et al., 2017], SLARDA [Ragab et al., 2022],
SASA [Cai et al., 2021], AdvSKM [Liu and Xue, 2021] and
CLUDA [Ozyurt et al., 2023]. The third type of approach
is designed for UDA under label shift including COAL [Tan
et al., 2020], PAT [Shi et al., 2022], RAINCOAT [He et
al., 2023], and Implicit Class-Conditioned Domain Align-
ment [Jiang et al., 2020], which is abbreviated as ImMMD
as it uses MMD as discrepancy measure.

Implement detail. Considering that the datasets we use are
not balanced, we adopt the macro AUC-ROC score to mea-
sure the model performance, since it does not take label im-
balance into account. For each baseline and our model, we
repeat the experiment 10 times and take the average value as
the final result. For our model, the α is set to 0.5 and β is set
to 2.0. For WISDM, HHAR and UCIHAR the feature extrac-
tor and classifier are pretrained for 10 epochs. For SleepEDF,
the pretrain epoch is set to 50, and we also adjust the baseline
pretrain epoch if pretrain is required. The batch size is set to
256. We employ the AdamW optimizer with a learning rate
of 1e-3 and a weight decay of 1e-3.

4.2 Performance Comparison
Table 1 provides a summary of the performance of DWLR
with other baseline models on three wearable sensor datasets,
WISDM, UCIHAR, and HHAR, and a human sensor dataset,
SleepEDF. One of the core aspects of the SASA method
is to capture the relationships between variables. Since
SleepEDF is a univariate dataset, SASA has not been tested
on SleepEDF. Overall, our proposed DWLR outperforms the
other baseline models by an average improvement of 5.85%
across the four datasets. It is important to note that DDNN,
designed for wearable sensors without domain adaptation,
serves as a lower bound for positive transfer. And DDNN
performs the worst on most of the experimental results. We
attribute this to the possibility of DDNN overfitting the source
data, resulting in worse performance in the target domain.
This highlights the presence of a domain shift between the
source and target domains. However, SLARDA and SASA
without considering label shift problem, perform worse than
the source-only baseline in some experiments. Additionally,



s→t DDNN RDANN VRADA CoDATs SLARDA SASA AdvSKM SWL-Adapt CLUDA COAL PAT ImMMD RAINCOAT DWLR

WISDM
20→6 83.02 87.37 95.05 94.29 84.70 84.81 82.31 90.10 86.37 91.11 86.89 83.56 90.55 95.57
20→12 73.76 68.52 76.43 86.71 79.42 71.95 90.95 87.57 76.13 85.45 59.15 92.17 95.61 97.09
24→21 53.06 83.63 85.55 91.40 86.79 63.05 69.80 90.70 83.16 88.99 68.08 88.75 72.47 94.36
5→18 68.00 87.30 86.70 83.03 72.20 85.29 78.11 82.95 79.75 88.69 63.70 79.75 89.36 96.07
8→24 74.43 77.87 77.82 78.12 68.32 72.04 65.54 83.94 75.31 82.89 63.64 69.74 84.27 93.83
13→6 71.34 87.80 92.51 87.78 82.20 60.73 72.54 81.11 81.18 91.79 79.28 79.17 87.80 95.52

UCIHAR
3→10 57.17 60.94 68.82 72.06 52.67 57.58 67.07 52.15 61.58 72.09 59.60 65.46 71.81 79.06
28→12 63.02 76.04 75.40 83.10 71.33 65.86 83.96 89.26 81.91 79.11 67.41 66.93 76.72 92.16
8→20 66.86 70.96 81.73 80.41 71.00 70.71 79.99 87.73 83.78 83.94 75.82 81.96 82.91 94.28
4→19 68.03 85.08 87.79 89.96 89.45 69.77 89.32 68.85 88.39 90.67 76.69 86.09 88.25 82.68
27→7 63.95 98.04 98.49 93.69 96.30 89.32 82.43 97.54 97.75 99.19 80.71 99.49 83.55 99.92
25→16 61.84 79.69 74.48 83.12 65.70 69.86 83.26 80.27 84.92 86.34 61.12 82.01 75.58 93.20
16→10 61.52 68.90 77.21 77.17 75.35 59.75 86.72 64.64 76.49 66.19 63.60 71.41 92.50 87.15

HHAR
a→c 58.85 69.09 70.60 83.26 61.78 70.39 68.36 68.37 86.06 77.95 66.20 66.48 70.00 89.29
e→b 55.89 82.21 71.38 68.06 66.04 54.27 73.72 80.44 91.33 86.81 74.19 75.88 74.02 90.02
d→g 76.96 74.25 74.24 75.57 88.76 69.61 89.03 93.76 90.97 87.94 79.83 88.91 80.90 94.33
e→d 70.47 88.93 85.44 93.01 91.58 57.77 79.19 93.73 95.81 96.16 78.66 89.58 77.76 97.86
h→f 83.12 87.30 85.05 94.58 65.57 65.73 75.46 84.10 85.56 86.48 68.97 88.49 83.16 87.15
i→g 59.09 71.29 66.80 73.95 87.28 66.64 89.24 88.66 89.69 87.38 78.48 73.87 73.69 94.19
h→i 63.99 71.25 64.56 60.86 66.15 71.98 71.44 78.60 80.91 82.67 65.48 70.56 76.63 89.60

SleepEDF
4→8 70.86 65.73 52.74 78.94 50.85 - 68.02 79.50 58.84 79.50 55.58 73.44 62.28 81.19
10→17 67.72 70.30 50.75 77.07 48.73 - 60.19 70.87 53.29 74.17 57.50 66.85 62.43 82.75
7→13 75.89 87.26 77.09 90.50 52.82 - 83.97 81.48 64.63 86.40 61.36 82.72 68.88 89.64
3→12 69.06 53.96 50.83 77.67 51.48 - 65.65 74.03 57.05 78.02 56.54 73.83 60.79 79.36
15→1 75.21 82.42 67.77 86.38 47.29 - 75.97 77.32 60.64 81.58 54.44 77.18 62.86 82.73
19→0 71.92 85.14 62.92 87.30 56.86 - 75.14 79.62 61.24 84.23 60.46 81.71 61.42 88.84
Average67.88 77.74 75.31 82.60 70.41 68.85 77.21 81.05 78.18 84.45 67.86 79.00 77.16 90.30

Table 1: AUC-ROC on WISDM, UCIHAR, HHAR and SleepEDF. Best in bold, second underlined.

these two baselines are both newer methods and are inferior
to some other older baselines in our experiment. We think
this is because these newer methods can align the feature dis-
tributions better, which yet leads to worse performance when
the label shift cannot be ignored. The performance of base-
line PAT and ImMMD, designed for UDA under label shift,
is relatively poor. This could be attributed to their design for
computer vision tasks, while wearable sensor datasets consist
of sequential data with temporal dependencies and other char-
acteristics. The RAINCOAT primarily focuses on address-
ing the label shift problem in universal domain adaptation,
albeit our experimental setup differs. Therefore, its perfor-
mance is not as good. For the experimental results where
DWLR does not perform well, particularly on users 3 to 10 in
UCIHAR and users 3 to 12 in SleepEDF, we observed inade-
quate accuracy in pseudo-labeling. The accuracy of pseudo-
labeling directly impacts the alignment of label distribution,
leading to suboptimal performance, with an AUC-ROC score
of only 79%. For the human sensor dataset SleepEDF, despite
some declines in the performance of certain baselines such as
CLUDA, PAT, and RAINCOAT, the performance of DWLR
still remains optimal.

4.3 Ablation Study

Method WISDM UCIHAR HHAR

w/o freq 90.31 87.31 86.73
w/o time 92.14 87.76 86.24

merge 94.49 88.96 87.31
DWLR 95.41 89.78 91.78

Table 2: Ablation study of time and frequency domain.

DWLR performs learnable reweighting and alignment sep-
arately in the time domain and frequency domain. To inves-
tigate the impact of the time and frequency domain on the
performance of DWLR, we removed the time domain part
(w/o time) and the frequency domain part (w/o freq). Addi-
tionally, we merged the representations of the time domain
ft frequency domain ff , and applied learnable reweighting
and alignment to the merged representation, exploring the ef-
fects of not separating the time and frequency domain. As
shown in Table 2, the performance decreases the most when
the frequency domain component is removed. Merging the



Dataset w/o Llabel w/o LIG w/o Lconf DWLR

W
20→6 91.94 92.36 92.49 95.57
5→18 89.37 93.45 92.47 96.07

20→12 92.31 93.08 94.12 97.09

U
16→10 79.92 83.34 84.01 87.15
3→10 71.12 73.87 72.33 79.06

28→12 82.59 85.16 84.76 92.16

H
e→b 86.37 87.43 88.01 90.02
i→g 89.98 91.81 90.45 94.19
h→i 81.31 84.64 86.83 89.06

Table 3: Ablation study of learable reweighting.

frequency domain and the time domain leads to a certain de-
gree of performance degradation. This indicates that the fre-
quency domain information is crucial for the UDA of wear-
able sensors. Modeling the time and frequency domain sep-
arately enables the capture of information from different per-
spectives, enhancing the overall understanding of the sensor
data.

As mentioned in the Method section, the cornerstone of
DWLR is learnable reweighting, of which the objective func-
tion Lweight consists of three parts: Llabel, LIG, and Lconf .
Thus, we conducted an ablation study to demonstrate the ef-
fectiveness of each part on three wearable sensor datasets,
where W represents the WISDM dataset, U represents the
UCIHAR dataset, and H represents the HHAR dataset. The
results in Table 3 show that the alignment of label distribution
plays the most important role in DWLR, which is also consis-
tent with our motivation for designing the model. Moreover,
maximizing information gain and confidence also indeed help
DWLR achieving better performance.

4.4 Analysis of Learnable Reweighting

Confidence
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n 
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Figure 3: Information gain is negatively correlated with confidence
(the blue regression line). Lighter colors indicate larger weight.

In the learnable reweighting component, we constrain the
reweighting process with information gain and confidence.
To investigate the validity of these constraints, we examine
the relationship between the weight and information gain as
well as confidence on target data. In the Figure 3, the hori-
zontal axis represents confidence, the vertical axis represents
information gain, the color depth indicates the weight on the
target data, where lighter colors indicate larger weights. It
shows that data with higher information gain and confidence

source
target
weighted target

Figure 4: Source, target and weighted target label distributions.

have higher weights, supporting the description in the Method
section. Moreover, a negative correlation between informa-
tion gain and confidence suggests that only considering data
with high-confidence pseudo labels may lead to the neglect
of informative data.

Furthermore, to verify the effective alignment of learnable
reweighting on label distributions, we present in Figure 4 the
label distributions of the source domain and the target domain
before and after reweighting. These distributions are based on
a randomly selected pair of users from the UCIHAR dataset.
Figure 4 illustrates that after reweighting, while the label dis-
tribution of the target domain does not perfectly match that of
the source domain, it is much more similar to the source do-
main label distribution compared to the original distribution.

4.5 Model Efficiency

Method WISDM UCIHAR HHAR Avg

w/o WNet(·) 4.90 4.51 10.57 6.66
DWLR 6.14 5.37 13.22 8.24

Table 4: Time costs (second) per epoch of with and w/o WNet(·).

We use MC-Dropout to compute the information gain ap-
proximately in our learnable reweighting component, which
may increase the time complexity of DWLR. To evaluate
this, we conduct experiments on three wearable datasets with
and without WNet(·), and compare their time costs. As Ta-
ble 4 shows, without WNet(·), each epoch costs an average
of 6.66s. And with WNet(·), the time cost is 8.24s, which
just adds 23.8% extra time. This means the learnable sam-
pling module does not significantly increase the training time.
More details are in the supplementary material.

5 Conclusion
Our paper proposes a learnable reweighting-based approach
DWLR for wearable sensor UDA under label shift. DWLR
aligns label distributions and gives large weight to data with
high information gain and confidence. Considering that wear-
able sensor data carries distinct perspectives in both the time
and frequency domains, as well as the possibility of do-
main shifts occurring in either domain, the DWLR conducts
reweighting and alignment separately in the time and fre-
quency domains.
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