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Figure 1: We propose a colorization method focusing on persons that considers fine grained semantic parsing and correct color

of images. Our method performs better on historical images.

ABSTRACT

In industry, there exist plenty of scenarios where old gray photos
need to be automatically colored, such as video sites and archives.
In this paper, we present the HistoryNet focusing on historical
person’s diverse high fidelity clothing colorization based on fine
grained semantic understanding and prior. Colorization of histor-
ical persons is realistic and practical, however, existing methods
do not perform well in the regards. In this paper, a HistoryNet
including three parts, namely, classification, fine grained semantic
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parsing and colorization, is proposed. Classification sub-module
supplies classifying of images according to the eras, nationalities
and garment types; Parsing sub-network supplies the semantic for
person contours, clothing and background in the image to achieve
more accurate colorization of clothes and persons and prevent color
overflow. In the training process, we integrate classification and
semantic parsing features into the coloring generation network to
improve colorization. Through the design of classification and pars-
ing subnetwork, the accuracy of image colorization can be improved
and the boundary of each part of image can be more clearly. More-
over, we also propose a novel Modern Historical Movies Dataset
(MHMD) containing 1,353,166 images and 42 labels of eras, na-
tionalities, and garment types for automatic colorization from 147
historical movies or TV series made in modern time. Various quan-
titative and qualitative comparisons demonstrate that our method
outperforms the state-of-the-art colorization methods, especially
on military uniforms, which has correct colors according to the
historical literatures.
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1 INTRODUCTION

Image colorization is a classic image editing problem and has al-
ways been a research hotpot in the field of image editing. Many
black-and-white military photos were left in the war years. The
color restoration of these photos can better understand the history
and have great significance. Also, automatic colorization has a very
wide range of applications in industry. There are a large number of
images that need to be colored with modern technology to present
better visual effects in some video websites such as YouTube. Many
archives and museums also have similar requirements. However,
so many colorization methods are not suitable for repairing these
photos, they do not consider the fine grained semantic parsing of
military uniform and the classification of clothing, which makes
the coloring result poor. In this paper, the superiority of Histo-
ryNet network to the colorization of person’s clothing is shown
mainly through the colorization of military uniform, which has
more practical significance.

Traditional colorization methods [3, 6, 25, 26] propose methods
with semantics of input text and language description. Although
these methods obtain the semantic segmentation information of
reference images, they ignore the boundary of person and back-
ground, and also don’t consider the human parsing of each part.
With the advances of deep learning, many researchers use CNN or
GAN to extract information of grayscale images for colorization
such as [5, 18, 20, 23, 27, 28, 36, 40]. These methods often realize the
natural color matching, which means the colorization is a subjective
problem. However, the colorization of historical military uniform
is realistic and practical. In addition, most of the existing modern
color image datasets lack the old content or information of real
gray historical images, especially the colors of the garments of the
historical persons. This will also lead to the poor performance of
current colorization methods in military uniforms, as shown in the
second line of Figure 1.

To address these shortcomings, we propose a new HistoryNet
architecture and a MHMD dataset. First, there are a great variety
of military uniform in history and we can obtain the eras, nation-
alities and garment types information of an image. According to
these, we design the labels of images and classification subnetwork.
Classification submodule supplies classifying of images according
to the eras, nationalities and garment types labels. In addition,
we have designed a classifier submodule in discriminator, which
joint classification subnetwork to constrain loss for getting more
suitable colorization. Inspired by InfoGAN [8], we have designed

classifier subnetwork that can better present the classification in-
formation. Second, we have designed fine grained semantic parsing
subnetwork, which supply the semantic understanding of historical
person’s clothing. Through this subnetwork, the historical person’s
each part (such as face, arms, hair and so on) will be separate and
obtain a clear boundary finally. In the training process, based on
U-net [30], we connect the up-sample layers of image features on
the parsing subnetwork with the generator network of colorization.
And in the future, we also hope to apply relevant research meth-
ods to video colorization. Third, we propose a new dataset called
Modern Historical Movies Dataset (MHMD) for automatic image
colorization. We randomly select 2,000 images from ImageNet [11]
and MHMD datasets to caculate their average values on H channel
of HSV. MHMD dataset focus on blue and red yellow of color area
and ImageNet dataset is distributed in all color areas, especially
in yellow and blue areas. This shows that MHMD dataset consid-
ers the old content and information of real gray historical images,
which are mostly dark blue and red yellow. However, the distribu-
tion of ImageNet dataset is more balanced in H value. Therefore,
our method can perform well in colorizing old images. Finally, the
contributions of this work include:

(1) Semantic parsing subnetwork can accurately obtain the se-
mantic information of various parts of person, which makes
the image colorization boundary and the human semantic
parsing more accurate.

(2) In HistoryNet, we have designed classifier and classifica-
tion subnetworks. Info information of classifier subnetwork
and classification labels jointly achieve HistoryNet coloring
accuracy and classification labels more precise.

(3) We propose a dataset of persons colorization which is called
MHMD: Modern Historical Movies Dataset. MHMD contains
1,353,166 images and the 42 labels of eras, nationalities, and
garment types, which have great influences on the coloriza-
tion of old images.

2 RELATED WORK

Reference Image-based Methods Manga also called Japanese
comic is popular all over the world. Most of them are monochrome.
Therefore, many manga colorization methods appeared which are
based on a reference image of sketch and line art. [31] propagate
the colors of the reference manga to the target manga by represent-
ing images as graphs and matching graphs. [41] integrate residual
U-net to apply the style to the grayscale sketch with auxiliary
classifier generative adversarial network (AC-GAN) [29]. [10] pro-
pose a novel deep conditional adversarial architecture for scribble
based anime line art colorization. [17] propose a manga coloriza-
tion method based on conditional Generative Adversarial Networks
(cGAN) and require only a single colorized reference image for
training. [13] colorize a whole page (not a single panel) semiauto-
matically, with the same color for the same character across multiple
panels. In addition, [38, 39] focus on the texture and luminance in-
formation of the reference image to achieve colorization. [19, 34, 43]
are other methods based on reference image. [19] colorize images
from pixel level. [34] propose a dual conditional generative adver-
sarial network which considers contour and color style of images.
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Semantics-based Methods Researchers have propose many
semantic-based methods to deal with the colorization problem of
grayscale images. [3, 6, 25, 26] colorize gray images based on seman-
tics of input text and language description. [48, 49] both propose
a method based on scene sketches and semantic segmentation.
[33, 44] learn object-level semantics to guide image colorization.
[44] propose to exploit pixelated object semantic to guide image
colorization, which also consider the semantic categories of objects.
[12] achieve auto image colorization by learning from examples.
[22] propose a Tag2Pix GAN architecture which takes a grayscale
line art and color tag information as input to produce a quality
colored image.

Deep Learning-based Methods Cheng et al. [9] first propose
a neural network method for automatic colorization. With the de-
velopment of CNN, [18, 23, 27] use CNN to extract information
of images. In the work of Iizuka et al. [18], the colorization net-
work can obtain both local and global features of the image. In the
research of Mouzon et al. [27], the distribution statistical method
is combined with the variational method to calculate the possible
color probability for each pixel of the image. [23] train a VGG to
learn the color histogram of each pixel.

Many existing GAN have the ability to learn the probability
distribution of high dimensional spatial data, which can be applied
to colorization tasks. The method in [20] use conditional GAN to
map the input grayscale image to the output colorized image. Nazeri
et al. [28] attempt to fully generalize the colorization procedure
using a conditional DCGAN. [5] leverage the conditional GAN
to automatically obtain a variety of possible colorization results
through multiple sampling of the input noise. [36] propose an
adversarial learning colorization approach coupled with semantic
information. [40] present a novel memory-augmented colorization
model Memo-Painter that can produce high-quality colorization
with limited data.

3 ARCHITECTURE AND TRAINING LOSSES

According to the description of the HistoryNet network structure,
we define the total loss function as:

L(Go.Dw) =Ly (G}, ) + AetsLets (G3,) (1)

+AparLpar (GgS) + L (Gél,DW) + AinfoLinfo (Gél)

The first three terms in the formula are the loss values of the
generator, we denote them by Gy = (Gll, G§2, Ggg), where 60 =
(01, 02, 03) stand for all the generator parameters. The last two
terms are the loss values of the discriminator which we denote by
D,,.

Generator Network The generator network mainly generates
(a, b) channel images. We define its loss function as:

L (G, ) = Ect.apr-r, |G, (1) = arb) IB] @

Where (L, ar, by) is the representation of the color image in the
CIE L,y color space, and Py is the distribution of the color image.
[| - ]|2 is the Euclidean distance. By calculating the Euclidean dis-
tance between Gél (L) and (ay, by), the resulting image can better
perceive the color difference with the real image in the L, color

space. L2 loss has enough ability to constrain the network to obtain
more realistic colorization results.

Parsing Network While many methods consider the semantic
segmentation for colorization, they are not suitable for the histor-
ical person’s diverse clothing colorization, thus we propose fine
grained semantic understanding for this issue. Under the guidance
of human parsing as ground truth, the parsing feature of the image
is obtained by continuously up-sampling and based on U-net [30],
we concatenate the up-sampling information of parsing network
with the generator network (the blue G1). Through this way, the
generator network can obtain the fine grained semantic parsing
information of images. For example, the person’s face, hat, hands
and clothes are separated to ensure the colorization boundary is
clear and accurate. As shown in Figure 6. The parsing network loss
we defined is:

Lpar (G3,) = E(sapi)-r, |IIG], (5) = (arb) IB] )

In (S, ar, by), S is the image before parsing, and (ar, by) is the
parsing image. Calculating the Euclidean distance between the
image generated by the parsing network and the actual parsing
image and minimize it. In this way, the image input to the parsing
network is closer to the real image and finally the colorization result
is more accurate.

Classification network As shown in red in Figure 2, classifi-
cation network is designed to obtain the high-level features of the
image and the category label information of the image colorization.
The convolution of four modules are then divided into two parts
of full connection layers. The gray fully connected layers on the
right side obtain a 42-dimensional vector that represents the 42
classification labels in the dataset we developed. 42 labels consider
the eras, nationalities and garment types of historical person’s im-
ages. The detailed labels of classification improve the accuracy of
image colorization such as the navy clothing is mainly white. The
second part (as shown in the red part) is concatenated together
with the blue G1 convolution layer above. This part can obtain 256-
dimensional vector which is corresponding to classifier network
to constrain the loss for correct color classification of images. The
loss function is defined as:

Lets (G3,) = Euep,, | KL (101163, )| @

Where Py is the distribution of the input grayscale image. y, €
R™ is the classification vector obtained by the VGG network clas-
sifying the images in the dataset, and m is the number of image
classifications. KL divergence calculate the loss due to y, fitting
ng (L). The input grayscale image is processed by the classifica-
tion network so that the coloring network can choose color more
correctly.

Classifier Network In general colorization methods, the loss of
colorization is required to be minimized as much as possible, so that
the colorization result is closer to the real image. For example, when
we want to colorize a certain object blue sky, no matter how many
images are trained, the final average color value is blue so that the
colorization image is still blue of sky. However, due to the nation-
ality variations, garment types and era differences, these factors
will hinder the calculation of color loss value of historical person’s
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Figure 2: HistoryNet network structure diagram. Overview of our model, it combines a low-level feature network Gy (in yellow),
a Generator network G; (include yellow, blue, red and orange layers), a classification network Gz (in red), a parsing network
G3 (in orange) and a Discriminator network. The discriminator network is divided into two parts which are D; (in green) and

D3 (in purple).

images especially military uniform. According to the traditional
method of calculating the minimum loss between the colorization
image and the real image, the color of the final colorization image
will tend to be gray after averaging. So, classifier network adopt
InfoGAN [8], which can make good use of the information of image
latent code to achieve better performance of images. After obtaining
the (a, b) channel of image through the generator, we input it into
the classifier network, and finally obtain a 256-dimensional vector
through the fully connected layers. The KL divergence between
the 256-dimensional vector obtained in classification network Go
is expected to minimize the fitting loss so that the generated image
can better present the classification information.

During this way, final colorization images can have correct color
for each part of garment. In addition, the interior coloring of each
part of the garment is continuous. As shown in Figure 7. The loss
we designed is:

Linfo (Ggl) = Er-p, [KL (infoGANHGél (L))] )

Discriminator Network As shown in Figure 2, Dy is based
on the Markov discriminator architecture. The PatchGAN [20]
discriminator can track and capture the high-frequency structure
of the generated image, thereby making up for the high-frequency
information loss caused by the use of L2 loss in G1. For this reason,
we define each patch as true or fake.

In this paper, based on WGAN [2], we design the loss of discrim-
inator. WGAN [2] uses the Earth-Mover distance to minimize the
possible and true distribution of the generator. Using this feature
of the WGAN [2] network can avoid gradient disappearance and

mode collapse during the training process and eventually achieve
stable training and obtain better-colored images. Also, we use Kan-
torovich - Rubinstein duality [21, 35] and add the gradient penalty
term to constrain the L2 norm of the discriminator relative to its
input, thus defining D,, € D, where D denotes the set of 1-Lipschitz
functions.

L (Gél,Dw) =Ej p, [DW (f)]

= Eab)~pgy [Dw (L, a,b)]
1

5[l 1]

Where PG1 is the model distribution in G1 (L) of L ~ Pyy. As

in [15], P; is a straight-line uniform samphng which is between
the pairs of points sampled along the data distribution P, and the
generator distribution PG1 .

(6)

According to the formula (1) (total loss function) proposed above,
we train the networks G and D by calculating the following expres-
sions. During the training process, We take the hyperparameter
values A, Apar, /19, Ainfo as: 0.003, 0.003, 0.1, 0.003.

min max L (Gg, D
Go DeD ( 0 w)

™)

4 DATASETS

The colorization of historical person’s clothing is of practical signif-
icance, especially the colorization of historical military uniform. At
present, most of the existing modern color image datasets contain



modern objects or scenes but lack old content or information of
real gray historical images, especially the colors of the garments of
the historical persons. Therefore, we build a dataset called MHMD:
Modern Historical Movies Dataset. MHMD can meet the require-
ments of garment types, eras and nationalities. First of all, we
search for 147 historical movies and TV series in modern time. Sec-
ond, after preprocessing, the MHMD dataset obtains 1,353,166 im-
ages,including 1.2M images on training dataset and 100001 images
on testing dataset. We classify the images into 42 labels according
to above types, as shown in Figure 3. The 42 labels are divided by us
have solved the problem of different military uniforms of different
countries in different periods. Detailed classification of labels is
helpful to obtain accurate information for network structure. On
this basis, we design the HistoryNet network structure to realize
the colorization of historical military uniforms and the restoration
of old historical photos. More details about MHMD can be found
on https://github.com/BestiVictory/MHMD.

| military uniform | 41997
America | During WWWII — 5151
{ non-formal 28590

{ military uniform | 105782
L Aferwwwil —{  formal | 18512
{ non-formal 135748

— Before WWWII

Figure 3: The picture shows the U.S. military uniform, for-
mal and non formal labels and the corresponding number
of pictures before, during and after World War II in MHMD.

4.1 Collecting Methods

We present MHMD of approximately 1.3M images with image-level
labels and localization instructions. We mainly download TV series,
movies and documentaries from various websites. Because we are
focusing on the colorization of historical person’s images and in
order to ensure the quality of the films (such as definition, etc.),
we have formulated the film selection criteria: color films taken
after the 1990s, the content of the film is mainly about history, war,
person and objects of various countries before 1990.

4.2 Processing Methods

First, we cut the film into images, and use the program to remove
black and white images, images with too low pixel blur. For the
goal of focusing on persons, we use Yolov3 to judge whether there
is a person in the image and delete the images without people or
too many people. Through these preprocessing, the diversity of
the content and the clarity of the image are guaranteed. Secondly,
through an image, we can obtain the eras, nationalities and garment
types information of it. According to this, we have designed 42 kinds

of labels and divide them into three categories: era, nationality and
garment type. The era label is divided into: before, during and
after World War II. Nationality labels are: China (divided into the
Communist Party and the Kuomintang), Japan, the United States,
Germany, Britain and Russia. There are three types of garment
type: military, formal (such as suits) and informal. Thirdly, We
randomly extract 1% of the images from the dataset, which is the
same distribution as the original dataset, and then we label the 1%
images manually. The 1% images and data augmentation of these
images (such as horizontal image mirroring and Gaussian blur)
will be inputted to ResNet [16] for training. After the training, we
input other images in the dataset into ResNet [16] for automatic
classification to obtain labels. The accuracy of classification can
reach 98% or more. The categories of MHMD and the comparison
with other colorization datasets are shown in table 1.

5 EXPERIMENTS

In this section, we evaluate our methods quantitatively and qual-
itatively on MHMD we designed. We compare our experimental
results with, Deoldify [1], lizuka et al. [18], Larsson et al. [23], Chro-
maGAN [37], Su et al. [33], and use LPIPS [42], PSNR and SSIM
indicators to quantitatively compare our experimental results with
those of the most advanced methods. Finally, we carry out ablation
experiments on parsing network and classifier network, and prove
that they have positive effects on the improvement of network
performance.

5.1 Implementation Details

We train HistoryNet for a total of eight epochs and set the batch size
to 16, on the 1.3M images from MHMD resized to 224x224. A single
epoch takes approximately 28 hours on a Nvidia titan X pascal
GPU. We minimize our objective loss using Adam optimizer with
learning rate equal to 2x10~° and momentum parameters 5 = 0.5
and fo = 0.999. We alternate the optimization of the generator Go
and discriminator Dj. The first stage of the network (displayed in
yellow in Figure 2), takes as input a grayscale image of size 224 X
224, and is initialized using the pre-trained weights of the VGG-16
[32] trained on ImageNet.

5.2 Quantitative Comparisons

We use three metrics, LPIPS [42], PSNR and SSIM. LPIPS [42] is a
measurement method of perceptual similarity proposed by Zhang
et al. that can achieve good perceptual judgment in challenging
models of visual prediction and other tasks. The lower the LPIPS
[42] value, the smaller the perceived difference between the image
and the original image. PSNR and SSIM are two commonly used
indexes in image quality evaluation. PSNR is peak signal to noise
ratio, which is usually used as an evaluation index of the quality
of an image before and after compression. The higher the PSNR
value is, the better the quality of the generated image will be. SSIM
is structural similarity index, which is an index to measure the
similarity between two images. Table 2 shows the comparison of
our experimental results with Deoldify [1], lizuka et al. [18], Larsson
etal. [23], ChromaGAN [37], Su et al. [33]. In the above methods, We
have successfully applied the network structures of ChromaGAN



Table 1: Comparison of MHMD with other colorization datasets

The labels of the dataset
Dataset Scene Era Nationality Garment Type Total
Chinese | 753,473 .
Before WWII | 66,900 American | 934415 Military | 707,771
MHMD . Russi 45,291 1,353,166
“ | During WWII | 547,318 |00 Formal | 104,763
German 59,015
Japanese | 110,562
After WWII | 738,948 English | 46,641 Informal | 540,632
ImageNet [11] v x x x about 1,300,000
COCO-Stuff [4] v x x x about 164,000
Places205 [45] v x x x 20,500
Original Gray Ours Deoldify lizuka et al. Larsson et al. ChromaGAN Suetal.

Figure 4: Contrastive experimental diagram. Some qualitative results, from left to right: Original, Gray, Ours, Deoldify [1],

lizuka et al. [18], Larsson et al. [23], ChromaGAN [37], Su et al. [33]. The results are comparable.

[37] and Su et al. [33] to MHMD for training, and the training details
are shown in the supplementary.

As can be seen from table 2, our method have better perform
in these metrics. The lower LPIPS value indicates that our results
are more similar to the source image. The higher PSNR and SSIM
values means that the quality of the generated image is better and
is similar to the original image.

5.3 Ablation Experiments

We have trained ChromaGAN on MHMD dataset as a baseline. As
can be seen from table 3, LPIPS, PSNR and SSIM perform better
after the parsing and classifier networks are added. This is enough

Table 2: Quantitative comparison of experimental

Method LPIPS| PSNRT SSIMT
lizuka et al. [18] 0.134 25.779 0.956
Larsson et al. [23]  0.147  24.527  0.946
Deoldify [1] 0.127 26.321 0.957
ChromaGAN [36] 0.118 29.487 0.951
Su et al. [33] 0.132 25.951 0.941
HistoryNet 0.101 30.638 0.962




Original Gray Ours

Deoldify

lizuka et al. Larsson et al. ChromaGAN Suetal.

Figure 5: The colorization comparison of natural scenery and person on HistoryNet. Our method also works well in natural

scenes.

to show that the parsing network plays a positive role in image
colorization and classifier network can be better used in image col-
orization network after obtaining the information of image latent
layer. It can be seen from the last row of table 3 that our proposed
method can perform well on all three parameters, which fully shows
that our method has a positive effect on colorization. We also per-
form three ablation tests: Baseline + Parsing, Baseline + Classifier
and our method.

Table 3: Ablation experiments

Method LPIPS| PSNRT SSIM?T

ChromaGAN 0.123 27.093 0.946
Baseline+Parsing 0.121 28.992  0.948
Baseline+Classifier  0.119  29.828  0.951
HistoryNet 0.107 30.585 0.959

5.4 Qualitative comparisons

Effect of fine grained semantic parsing There exist kinds of
image segmentation methods in the literatures [7, 14, 24, 46, 47].
In this paper, we use Human Parsing [14] and Deeplab-v3 [7] sep-
arately for semantic segmentation. Deeplab-v3 [7] only separate
persons and background, but can’t focus on details of persons’ each
part, such as face and hands. Therefore, we adopt instance-level
human parsing [14] for semantic segmentation, which is focus on
recognizing each semantic part for example arms and hair. Due
to the limit of equipment and time, we separately adjust 75,837
images of human parsing and Deeplab-v3 [7] manually and use
them as the ground truth for parsing network. Through training
on HistoryNet, it can be seen in Figure 6 that human parsing focus
on fine grained semantic parsing so its segmentation accuracy is
better than semantic segmentation. Because of this, the result of

using human parsing as ground truth training is better than that
of Deeplab-v3. For example, in the third line of the Figure 6, the
person’s hands are separated by Human Parsing that the right hand
of the person is light green, the left one is light blue. By taking
human parsing as the ground truth of parsing network, parsing
network can accurately guide the acquisition and colorization of
color information of each part. Therefore, the boundary of Parsing
Result is more clear and the colorization effect is closer to Original
images. However, Semantic Result can not achieve accurate seg-
mentation, which leads to the color fusion of hands and background
and presents the same green of the background.

Figure 6: The picture shows that the segmentation of human
parsing is more accurate than semantic segmentation.

Ablation experiments In HistoryNet, there are two main sub-
modules: parsing and classifier subnetworks, so we do the corre-
sponding ablation experiments. As shown in Figure 7, baseline
consists of Gg, G1, G2 and D1 in Figure 2 of HistoryNet structure.
From the Figure 7, we can see that parsing can better segment the



boundary, so as to make the colorization more accurate. For exam-
ple, in the first column, Baseline+Parsing can accurately separate
the two clothes and the boundary of the clothes is more precise,
while Baseline+Classifier does not perform due to the lack of fine
grained semantic parsing of person. Although the parsing results
have better boundary of person, the color of the images is not cor-
rect and nature, such as the third column in the figure. Compared
with Baseline+Classifier, Baseline+Parsing is not classified, so the
color of the neck is not natural.

Original

HistoryNet

Baseline+Parsing

BaselinesClassifer

Figure 7: Some qualitative comparisons of ablation exper-
iments. Parsing submodule can obtain the clear boundary
through fine grained semantic parsing; Classifier submod-
ule can help choose correct color for colorization.

Results on old photos We design MHMD suitable for coloriz-
ing historical images, especially military uniforms and suits of
historical images. In addition, our method can restore old photos,
remove the background noise and colorize the yellowing back-
ground to the normal color. As shown in Figure 8. We also colorize
some legacy black and white images. As shown in the Figure 9, we
can see our method is still applicable and has good effect for black
and white photos.

Original

Figure 8: HistoryNet can correct the color and finally
achieve a better colorization result. For example, this histor-
ical photo appears yellow and green as a whole.

Comparisons with state-of-the-art Figure 4 shows the exper-
imental results of the five best current methods. It can be seen

Figure 9: HistoryNet also apply for some legacy black and
white images.

from the Figure 4 that our method has a good performance on
the accuracy of the image color and boundary of each part, while
other methods have problems such as inaccurate colorizing of the
images and discontinuous lumpiness of the color on the clothes.
From the first and fourth line of Figure 4, we can see that each
element (such as clothes, face etc.) in our colorization results have a
clear boundary and achieve the consistency within the region block,
that is, the clothes part is of the same color, From this comparative
experiment, we can see the advantages of designing parsing and
classifier submodules in HistoryNet. Parsing subnetwork can solve
the problem of boundary segmentation and classifier subnetwork
can achieve the consistency and continuity of the overall coloring
of the persons clothing.

In addition, our method is not only suitable for the colorization
of military uniform, but also for the colorization of other natural
landscapes and characters, as shown in the Figure 5.

6 CONCLUSIONS

In this paper, we propose a new HistoryNet architecture, which
contains parsing, classification and classifier subnetworks. Seman-
tic parsing subnetwork can help the colorization boundary more
accurate. Classifier subnetwork can help choose correct color. In
addition, we propose a dataset called MHMD that focus on the real
gray historical images. To the best of our knowledge, the proposed
MHWD dataset is the largest dataset of historical image coloriza-
tion. The MHWD can be accessed by request. Through relevant
qualitative and quantitative comparison, our method is superior
to the state-of-the-art colorization network in LPIPS, PSNR, SSIM.
Another purpose of our work is to inspire more researchers to make
the gray image colorization technologies more useful in historical
image/video colorization. In the future, related research methods
will also be used in video coloring.
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