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Abstract

The 5G Architecture Working Group as part of the SGPPP Initiative is looking at capturing novel
trends and key technological enablers for the realization of the 5G architecture. It also targets at
presenting in a harmonized way the architectural concepts developed in various projects and
initiatives (not limited to 5GPPP projects only) so as to provide a consolidated view on the
technical directions for the architecture design in the 5G era.

The first version of the white paper was released in July 2016, which captured novel trends and
key technological enablers for the realization of the 5G architecture vision along with harmonized
architectural concepts from 5GPPP Phase 1 projects and initiatives. Capitalizing on the
architectural vision and framework set by the first version of the white paper, this Version 2.0 of
the white paper presents the latest findings and analyses with a particular focus on the concept
evaluations, and accordingly it presents the consolidated overall architecture design.
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1 Introduction

The development of the fifth generation (5G) mobile and wireless networks has progressed at a
rapid pace. The third Generation Partnership Project (3GPP) aims to complete the initial non-
standalone option of 5G until the end of 2017. Since mid-2015, the European Union (EU) funds
5G Public Private Partnership (5GPPP) Phase 1 projects® that have played an important role in
establishing a pre-standardization consensus on areas ranging from physical layer to overall
architecture, network management and software networks. Various technologies and innovations
from these projects have substantially contributed to the progress in standards developing
organizations (SDOs). With the aim of consolidating the outcome of 5GPPP projects into an
overall architecture vision and responding to the diverse requirements of 5G use cases and
services, the 5G Architecture Working Group has been active since the start of the 5GPPP
initiative. To this end, the first version of the white paper? was released in July 2016 captured
novel trends and key technological enablers for the realization of the 5G architecture along with
harmonized architectural concepts from projects and initiatives. Capitalizing on the architectural
vision and framework set by the first version of the white paper, this version of the white paper
presents the latest findings and analyses with a particular focus on the concept evaluations.

Various 5GPPP Phase 1 projects have been concluded by June 2017, and Phase 2 projects® have
started in order to be aligned with the accelerated 5G development. The current white paper
highlights the key design recommendations identified by the Phase 1 projects toward the 5G
architecture design. Another goal is to provide baseline architecture to facilitate Phase 2 projects
and accelerate further development.

The 5G system has the ambition of responding to the widest range of services and applications in
the history of mobile and wireless communications categorized in (i) enhanced mobile broadband
(eMBB)), (ii) ultra-reliable and low-latency communications (URLLC) and (iii) massive machine-
type communications (mMTC). In responding to the requirements of these services and
applications, the 5G system aims to provide a flexible platform enabling new business cases and
models integrating vertical industries, such as, automotive, manufacturing, energy, eHealth, and
entertainment. On this basis, network slicing emerges as a promising future-proof framework
adhering to the technological and business needs of different industries. To achieve this goal,
network slicing needs to be designed from an end-to-end perspective, spanning over different
technology domains (e.g., core, transport and access networks) and administrative domains (e.g.,
different mobile network operators) including management and orchestration functions.
Furthermore, security architecture shall be natively integrated into the overall architecture,
satisfying the requirements of services and applications pertaining to safety-critical use cases.
This white paper is organized as follows. In Chapter 2, the overall 5G architecture is presented
highlighting the aforementioned key attributes. The radio access domain is described from the
functional and protocol stack perspectives in Chapter 3, where numerical evaluations are
delineated supporting these perspectives. Various aspects related to the physical deployment in
the edge and transport networks are discussed in Chapter 4. In Chapter 5, the design of the 5G
management and orchestration plane is detailed. Chapter 6 summarises achieved impacts on
various SDOs along with potential impacts marked as ongoing activities within the framework of
this white paper. Chapter 7 concludes the white paper with an initial assessment of the
achievements towards the 5GPPP programme KPIs and provides an outlook into the future.

1 BGPPP Phase 1 Projects - https://5GPPP.eu/5GPPP-phase-1-projects/

2 5GPPPArchitecture WG White Paper v1.0 “View on 5G Architecture” - https://SGPPP.eu/wp-
content/uploads/2014/02/5GPPP-5G-Architecture-WP-July-2016.pdf

8 BGPPP Phase 2 Projects - https://5GPPP.eu/5GPPP-phase-2-projects/
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2 Overall architecture

5G networks will meet the requirements of a highly mobile and fully connected society. The
proliferation of connected objects and devices will pave the way to a wide range of new services
and associated business models enabling automation in various industry sectors and vertical
markets (e.g. energy, e-health, smart city, connected cars, industrial manufacturing, etc.). In
addition to more pervasive human centric applications, e.g., virtual and augmented reality
augmentation, 4k video streaming, etc., 5G networks will support the communication needs of
machine-to-machine and machine-to-human type applications for making our life safer and more
convenient. Autonomously communicating devices will create mobile traffic with significantly
different characteristics than today's dominantly human-to-human traffic. The coexistence of
human-centric and machine type applications will impose very diverse functional and key
performance indicator (KPI)/performance requirements that 5G networks will have to support.
The vision of network slicing will therefore satisfy the demand of vertical sectors that request
dedicated telecommunication services by providing “customer-facing” on-demand network slice
requirement descriptions to operators as depicted in Figure 2-1. The need for mapping such
customer-centric service level agreements (SLAS) to resource-facing network slice descriptions,
which facilitate the instantiation and activation of slice instances, becomes evident. In the past,
operators executed such mapping in a manual manner on a limited number of service/slice types
(mainly mobile broad band - MBB, voice service, and SMS). With an increased number of such
customer requests and according network slices, a mobile network management and control
framework will therefore have to exhibit a significantly increased level of automation for the
entire lifecycle management of network slice instances.

More specifically, slice lifecycle automation must be realized by an architecture and comprising
functions and tools that implement cognitive procedures for all lifecycle phases: preparation
phase, instantiation, configuration and activation phase, run-time phase, and decommissioning
phase. Two fundamental technological enablers include softwarization, e.g., virtualisation of
network functions, as well as software-defined, programmable network functions and
infrastructure resources. Further key elements constitute efficient management & orchestration
procedures and protocols. Finally, scalable, service-centric data analytics algorithms that exploit
multi-domain data sources, complemented with reliable security mechanisms, will pave the way
for deploying customised network services with different virtualised NFs (VNF) on a common
infrastructure in a trustworthy manner.

A recursive structure in 5G context can be defined as a design, rule or procedure that can be
applied repeatedly [2-1]. In a network service context, this recursive structure can either be a
specific part of a network service or a repeated part of the deployment platform and it is defined
as the ability to build a service out of existing services. A certain service could scale recursively,
meaning that a certain pattern could replace part of itself. As with a recursive service definition,
a recursive structure in the (software) 5G architecture can be instantiated and linked repeatedly.
It improves scalability, as the same instance can be deployed many times, at different places at
the same time. Recursiveness also leads to an easier management of elasticity, scalability and
change. Recursiveness by delegating parts of the service to multiple instances of the same
software block, is a natural way to handle more complex and larger workloads or service graphs.
If this recursiveness is taken into account from the beginning of the 5G development, the
advantages of this approach will come at a minimal cost.

In the context of virtual infrastructure, such recursive structure allows a slice instance operating
on top of the infrastructure resources provided by the slice instance below. The tenant (the owner
of a slice instance) can operate its virtual infrastructure as it operates on the physical one,
allocating and reselling part of the resources to other tenants. That means, each tenant can own
and deploy its own MANO system. To support the recursion, a set of homogeneous APIs are
needed for providing a layer of abstraction for the management of each slice and controlling the
underlying virtual resources which is transparent to the level of the hierarchy where the tenant is
operating. Different tenants request the provisioning of slices through these APIs. By means of a
template, blueprint, or SLA, each tenant specifies not only the slice characteristics (topology,
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QoS, etc.) but also some extended attributes such as the level of resiliency, management and
control desired. The provider must take care of meeting the requirements and managing the
available resources.

F Recursive Model
Service |

E2E Secure Service Orchestrator ‘

]

Level ‘
Slice #1: Automotive /|  g=C
Factory A o I /
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Figure 2-1: Overall Architecture

2.1 5G Services, Applications and Use Cases

In the course of identifying the requirements for the 5G network infrastructure a large number of
use cases have been described and analysed in the context of standards bodies, such as 3GPP and
ITU-T, industry forums such as NGMN and last but not least the projects of phase 1 of the 5G
Public Private Partnership (5GPPP). Those projects described use cases that guide the research
and innovation in these projects towards demonstrating their scientific and technological
achievements.
Through the interaction with the community of the industry verticals a number of additional use
cases have been defined. Many available use cases are variations of a small set of basic 5G service
classes, which have been consolidated and agreed in the context of 5GPPP and different SDOs as
follows:

e Enhanced Mobile Broadband (eMBB) — also called Extreme Mobile Broadband

e Ultra-Reliable and Low Latency Communications (URLLC), and

e Massive Machine Type Communications (mMMTC)
Additional use cases are likely to emerge and which are not foreseen today. For future 5G systems,
flexibility is necessary to adapt to new use cases with a wide range of requirements.
Currently five vertical industries have described their requirements in their respective white
papers [2-2]. The requirements have been expressed in the form of vertical industry use cases,
which have been further analysed in the white paper 5G empowering vertical industries of the 5G
vision and societal challenges work group [2-3], In this white paper the verticals use cases are
mapped to technical capabilities of 5G that correspond to the main key performance indicators of
the 5GPPP programme, identified in the 5GPPP contractual arrangement and extended in the 5G
Vision document [2-4].
From a technical architecture perspective version 1 of the View on 5G Architecture [2-5] by the
5GPPP architecture work group introduces the key requirements for 5G networks and presents
the design objectives for the architecture.
The document on 5GPPP use cases and performance evaluation [2-6] provides an overview of the
use cases that are used for evaluation of different 5G radio access network concepts. It refines the
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use case classes provided above, by defining use case family groups in order to better reflect their
use in 5GPPP phase 1 projects. The identified groups are:

Dense urban

Broadband (50+Mbps) everywhere
Connected vehicles

Future smart offices

Low bandwidth loT

Tactile internet / automation

The grouping is based on stated ranges for the metrics for each of the KPIs relevant for the service
experience of the customer, namely:

Device density

Mobility

Infrastructure (related to topology)

Traffic type

User data rate

Latency

Reliability

Availability (related to coverage)

5G service type (eMBB, URLLC, mMTC)

Additional use cases and related KPIs are identified that are relevant from the deployment and
network operational perspective, namely:

Network slicing, which considers the ability to create end-to-end slices on the same
infrastructure for heterogeneous services

Multi-tenancy, which considers the ability to offer connectivity services to multiple
tenants and to combine resources from different operators

Flexibility, which considers the possibility to dynamically configure networks in time
and space, depending on foreseen or unforeseen events

Finally the following capabilities, although expressed from the vertical sectors perspective, are
key for a successful commercialisation:

Service deployment time, defined as the duration required for setting up end-to-end
logical network slices characterised by respective network level guarantees.

Data Volume, defined as the quantity of information transferred per time interval over a
dedicated area.

Autonomy, defined as the time duration for a component to be operational without power
being supplied. It relates to battery lifetime, battery load capacity and energy efficiency.
Security, defined as a system characteristic ensuring globally the protection of resources
and encompassing several dimensions such as, among others, authentication, data
confidentiality, data integrity, access control and non-repudiation.

Identity, defined as the characteristic to identify sources of content and recognise entities
in the system.

In the following table the KPIs and capabilities identified above are assessed with respect to 5G
architecture relevance and mapped to the architecture mechanisms presented in this document.

KPI/capability Architecture relevance Reference to
mechanism

Device density High, RAN level Sec. 3
Mobility High, system level Sec. 3
Infrastructure (related to | High, system level Sec. 4
topology)

Traffic type Medium, RAN and system level Sec. 3

User data rate Medium, RAN and back-/fronthaul level Sec. 3, Sec. 4
Latency High, RAN and system level Sec. 3, Sec. 4
Reliability High, management level Sec. 5
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Availability (related to Low, system level Sec. 4

coverage)

Network slicing Fundamental concept Sec. 2

Multi-tenancy Fundamental concept Sec. 2

Flexibility Fundamental requirement implemented Sec. 5
through complete softwarization

Service deployment time | High, system level Sec. 5

Data VVolume Medium, system level Sec. 4

Autonomy N/A

Security High, system level Sec. 2.5

Identity High, system level Sec. 2.5

2.2 Network Slicing

The industry consensus is that by 2020, 5G network of the future will involve the integration of
several cross-domain networks, and the 5G systems will be built to enable logical network slices
across multiple domains and technologies to create tenant- or service-specific networks. The
network slicing shall realize end-to-end (E2E) vision starting from the mobile edge, continuing
through the mobile transport including fronthaul (FH) and backhaul (BH) segments, and up until
the core network (CN). This will enable operators to provide networks on an as-a-service basis
and meet the wide range of use cases that the 2020 timeframe will demand. In the same context,
a profound relationship is considered between the concept of network slices and 5G integrated
environments.

While legacy systems (e.g., 4G mobile networks) hosted multiple telco services (such as, MBB,
voice, SMS) on the same mobile network architecture (e.g., LTE/EPC), network slicing aims for
building dedicated logical networks that exhibit functional architectures customized to the
respective telco services, e.g., eMBB, V2X, URLLC, mMTC (see Figure 2-2). Moreover, legacy
systems are characterized by monolithic network elements that have tightly coupled hardware,
software, and functionality. In contrast, the 5G architecture decouples software-based network
functions from the underlying infrastructure resources by means of utilizing different resource
abstraction technologies. For instance, well-known resource-sharing technologies such as
multiplexing and multitasking, e.g., WDM or radio scheduling, can be advantageously
complemented by softwarisation techniques such as Network Function Virtualisation (NFV) and
Software Defined Networking (SDN). Multitasking and multiplexing allow sharing physical
infrastructure that is not virtualised. NFV and SDN allow different tenants to share the same
general purpose hardware, e.g., Commercial Off-The-Shelf (COTS) servers. In combination,
these technologies can allow to build fully decoupled end-to-end networks on top of a common,
shared infrastructure, see logical networks comprising CN functions (CNFs) and RAN functions
(RNFs) in Figure 2-2. Consequently, as depicted in Figure 2-2, multiplexing will not happen on
the network level anymore, but on the infrastructure level, yielding better QoE (Quality of
Experience) for the subscriber as well as improved levels of network operability for the mobile
service provider or mobile network operator.

In the following, further elaboration on the slicing definition and motivation is provided. The
functional layers for the implementation of network slicing are highlighted, and the lifecycle
management of network slices is discussed. Inter-slice and intra-slice control mechanisms are
depicted along with implementation examples on the protocol stack. The business realization and
possible extensions to the current network slicing context are captured, as well.
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Figure 2-2: Multi-tenancy in legacy networks and slicing-enabled networks [2-17]

2.2.1 Network Slicing Context, Definition and Motivation

A number of definitions slicing as partitions of connectivity resources were used in the last ten
years within the context of research into distributed and federated testbeds and in future internet
research [2-7]. More recently in research and SDOs revised definitions were used [2-8][2-9][2-
10][2-11][2-12][2-13].

The network slice is a composition of adequately configured network functions, network
applications, and the underlying cloud infrastructure (physical, virtual or even emulated
resources, RAN resources etc.), that are bundled together to meet the requirements of a
specific use case, e.g., bandwidth, latency, processing, and resiliency, coupled with a business
purpose. Following the 5G verticals paradigm [2-14], an infrastructure provider will assign the
required resources for a network slice, that in turn realizes each service of a service provider
portfolio (e.g., the vehicular URLLC network slice, the factory of the future URLLC network
slice, the health network mMTC network slice, see Figure 2-3. Hence, a network slice comprises
a subset of virtual network infrastructure resources and the logical mobile network instance with
the associated functions using these resources. It is dedicated to a specific tenant that, in turn, uses
it to provide a specific telecommunication service (e.g. eMBB). The decoupling between the
virtualised and the physical infrastructure allows for the efficient scaling-in/out/up/down of the
slices, suggesting hence the economic viability of this approach that can adapt the used resources
on demand. The network slices will span the whole protocol stack from the underlying
(virtualised) hardware resources up to network services and applications running on top of them.
This approach is aligned with the industry and telecom perspective, towards 5G [2-15], in order
to meet the demands of extremely diverse use cases. Although, the infrastructure resources could
be shared among several parallel network slices, every provider may use a specific control
framework or/and a specific cloud management system and, in addition, all the configuration
effort and fine-tuning of the components may be left to users. Advanced orchestration and
automation is required to release the configuration burden from users and to enable an integrated
end-to-end solution. Network Slicing is an end-to-end concept covering all network segments
including radio networks, wire access, core, transport and edge networks. It enables the
concurrent deployment of multiple end-to-end logical, self-contained and independent shared or
partitioned networks on a common infrastructure platform.

From a business point of view, a slice includes a combination of all the relevant network
resources, network functions, service functions and enablers required to fulfill a specific business
case or service, including OSS and BSS.

The behaviour of the network slice realized via network slice instance(s). From the network
infrastructure point of view, network slice instances require the partitioning and assignment of a
set of resources that can be used in an isolated, disjunctive or non- disjunctive manner for that
slice.

Network slicing considerably transforms the networking perspective by abstracting, isolating,
orchestrating, softwarizing, and separating logical network components from the underlying
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physical network resources and as such they enhance the network architecture principles and
capabilities.

To support network slicing, the management plane creates a group of network resources, it
connects with the physical and virtual network and service functions as appropriate, and it
instantiates all of the network and service functions assigned to the slice. For slice operations, the
control plane takes over governing of all the network resources, network functions, and service
functions assigned to the slice. It (re-) configures them as appropriate and as per elasticity needs,
in order to provide an end-to-end service. In particular, ingress routers are configured so that the
appropriate traffic is bound to the relevant slice.

The establishment of slices is both business-driven as slices are the support for different types and
service characteristics and business cases, and technology-driven as slices are a grouping of
physical or virtual resources (network, compute, storage) which can act as a sub network and/or
a cloud. A slice can accommaodate service components and network functions (physical or virtual)
in all of the network segments: access, core, and edge / enterprise networks.

Network operators can use network slicing to enable different services to receive different
treatment and to allow the allocation and release of network resources according to the context
and contention policy of the operators. Such an approach using network slicing would allow a
significant reduction of the operations expenditure. In addition, network slicing makes possible
softwarization, programmability and allows for the innovation necessary to enrich the offered
services. Network softwarization techniques may be used to realize and manage network slicing.
Network slicing provides the means by which the network operators can provide network
programmable capabilities to both OTT providers and other market players without changing their
physical infrastructure. Slices may support dynamic multiple services, multi-tenancy, and the
integration means for vertical market players (such as, the automotive industry, energy industry,
healthcare industry, media and entertainment industry).

Network Service Network Service

Tenant A === TenantB (===,

=== NF2 1 === NF2 1

NP oo e LA it iyl
TNF3 NP4 ) TNF3 ANF4

[ Tenant A ] l
™ [Tenam B ] Control
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L —————
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Network Slice 2

Physical Network
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LXF . virtual NF
Forwarding Network
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Figure 2-3: Network Slicing Representation [2-16]

2.2.2 5G Functional Layers

In order to serve all aspects of network slicing, the 5G architecture is divided into different layers
[2-17] as shown in Figure 2-4:

- The Service layer comprises Business Support Systems (BSSs) and business-level Policy
and Decision functions as well as applications and services operated by the tenant. This
includes the end-to-end orchestration system.
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The Management and Orchestration layer includes ETSI NFV MANO functions, i.e.,
the VIM, the VNF Manager and the NFVO. An Inter-slice Broker handles cross-slice
resource allocation and interacts with the Service Management function. Further, the
MANO layer accommodates domain-specific application management functions. E.g., in
the case of 3GPP, this comprises Element Managers (EM) and Network Management
(NM) functions, including Network (Sub-)Slice Management Function (N(S)SMF).
Those functions would also implement ETSI NFV MANO interfaces to the VNF
Manager and the NFVO. The Service Management is an intermediary function between
the service layer and the Inter-slice Broker. It transforms consumer-facing service
descriptions into resource-facing service descriptions and vice versa. It should be noted
that the domain manager, the Inter-Slice Broker and NFVO together constitute the
Software-Defined Mobile Network Orchestrator (SDM-0), that is responsible for the
end-to-end management of network services. SDM-O can set up slices and merge them
properly at the described multiplexing point using the network slice templates. Further
details are provided in Section 2.2.4.

The Control layer accommodates the two main controllers, Software-Defined Mobile
Network Coordinator (SDM-X) and Software-Defined Mobile Network Controller
(SDM-C), as well as other control applications. The SDM-C and SDM-X take care of
dedicated and shared NFs respectively, and following the SDN principles, they translate
decisions of the control applications into commands to VNFs and PNFs. SDM-X and
SDM-C as well as other control applications can be executed as VNFs or PNFs
themselves. Further details are provided in Section 2.2.4.

The Multi-Domain Network Operating System Facilities which includes different
adaptors and network abstractions above the networks and clouds heterogeneous fabrics.
It is responsible for allocation of (virtual) network resources and maintain network state
ensure network reliability in a multi domain environment.

The Data layer comprises the VNFs and PNFs needed to carry and process the user data
traffic.

In addition changes to all functional layers is realised via native softwarisation all network
elements part of network segments: Radio networks, wire access, core, transmission and edge
networks effective integration of communication and computation.
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Figure 2-4: Architecture functional layers

Two main network slicing services can be considered that enable different degrees of explicit
control and are characterized by different levels of automation of the mobile network slices
management:

(1) the provisioning of Virtual Infrastructures (V1) under the control and operation of
different tenants — in line with an Infrastructure-as-a-Service (laaS) model, i.e., creation
of a Network Slice Instance;

(2) the provisioning of tenant’s owned Network Services (NS) as defined by the ETSI NFV
architecture [2-18], i.e., creation of a Service Instance.

In the former service, the deployment of a mobile network deals with the allocation and de-
allocation of VIs. A VI is defined as a logical construct composed of virtual links and nodes,
which, as a whole, “behaves as” and “can be operated-as” a physical infrastructure. The logical
entities within a VI encompassing a set of compute and storage resources are interconnected by a
virtual and logical network. The VIs can be operated by the tenant via different SDN control
models, enabling different degrees of internal control. This service involves dynamic allocation
of a VI, its operation and de-allocation. The actual realization of a VI combines many aspects like
partitioning and book-keeping of resources or the instantiation of connections supporting virtual
links. The provisioning of a VI commonly requires direct hardware element support or its
emulation via software for multiplexing over the shared infrastructure.

In the latter, Network Services (NS) are instantiated directly over a shared infrastructure, and as
a set of interrelated Virtual Network Functions (VNFs). A NS corresponds to a set of endpoints
connected through one or more VNF Forwarding Graphs (VNF-FGs). The allocation of a NS
extends and complements the concept of VI deployment to deliver isolated chains of virtual
services composed of specific VNFs, in an automated manner and exploiting the sharing of a
common physical infrastructure with computing, storage and network resources. The tenant
request usually specifies the type of VNFs (i.e. the desired virtual application components) in the
NS Descriptor, their capabilities and dimensions through one or more VNF Descriptors and how
they must be interconnected through a VNF-FG Descriptor. Such NS templates include the
following attributes: network-slice 1D, nodes, links, connections points, storage resources,
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compute resources, topologies, network services, service specific managers, network functions,
virtual network functions, network function specific managers and predefined function blocks.
Templates for the unified description of these information elements are currently under
standardization process in the ETSI NFV ISG, in OASIS TOSCA standards [2-19] and in IETF
[2-20][2-21].

To enable both services providing different degree of control of network slices, a set of APIs can
be defined:

o Network Service Allocation / Modification / De-allocation API,

e Virtual Infrastructure Allocation /Modification / De-allocation API,

e Virtual infrastructure control API with limited control, and

e Virtual infrastructure control API with full control.

2.2.3 Network Slicing Characteristics and Life-cycle
management

Network slicing enables the operator to create logically partitioned networks at a given time
customized to provide optimized services for different market scenarios. These scenarios demand
diverse requirements in terms of service characteristics, required customized network and virtual
network functionality (at the data, control, management planes), required network resources,
performance, isolation, elasticity and QoS issues. A network slice is created only with the
necessary network functions and network resources at a given time. They are gathered from a
complete set of resources and network /virtual network functions and orchestrated for the
particular services and purposes.

The network slicing reference framework is represented by two distinct levels [2-22]:

o Network slice life-cycle management level, i.e. the series of state of functional activities
through which a network slice passes: creation, operation, deletion, and
o Network slice instances level, i.e. activated network slice level, as shown in next figure.

Functions for creating and managing network slice instances and the functions instantiated in the
network slice instance are mapped to respective framework level.
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Figure 2-5 - Network Slicing Life-Cycle

In order to implement and use network slice functions and operations, there is a clear need to look
at the complete life-cycle management characteristics of network slicing solutions based on the
following architectural tenets:

Governance tenet: A logically centralized authority for all the network slices in a domain.
Separation tenet: Slices may be independent of each other and have an appropriate degree
of isolation from each other.

Capability exposure tenet: Allow each slice to present information regarding services
provided by the slice (e.g., connectivity information, mobility, and autonomicity) to third
parties, via dedicated interfaces and /or APIs, within the limits set by the operator.

In pursuit of solutions for the above tenets with the relevant characteristics within the context of
5G Networking, the followings are expected Network Slicing characteristics and challenges [2-
23][2-24]:

Network Slice Capabilities:

Guarantees for isolation in each of the Data / Control / Management / Service planes.
Having enablers for safe, secure and efficient multi-tenancy in slices.

Methods to enable diverse service requirements for NS, including guarantees for the end-
to-end QoS of a service within a slice.

Recursion, namely methods for NS segmentation allowing a slicing hierarchy with
parent—child relationships.

Methods and policies to manage the trade-offs between flexibility and efficiency in
slicing.

Resources and network functions Optimisation, namely methods for automatic selection
of network resources and functions.

Monitoring the status and behaviour of NS in a single and/or muti-domain environment;
monitoring of NS interconnection.

Capability exposure for NS with APIs for slice specification and interaction.
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e Programmability and control of Network Slices.
Network slice Operations

e Slice management including creation, activation / deactivation, protection, elasticity,
extensibility, safety, sizing and scalability of the slicing model per network for slices in
radio networks and wire access, core, transport and edge networks.

e Autonomic slice management and operation, namely self-configuration, self-
composition, self-monitoring, self-optimisation, self-elasticity for slices that will be
supported as part of the slice protocols.

e Slice stitching / composition by having enablers and methods for efficient stitching /
composition / decomposition of slices: vertically (through service + management +
control planes); horizontally (between different domains as part of access, core, edge
segments); or a combination of vertically + horizontally.

e End-to-end network segments orchestration of slices.

e Service Mapping- dynamic and automatic mapping of services to network slices.

o Efficient enablers and methods for integration of the above capabilities and operations.

2.2.4 Slice Moderation: Inter-Slice/lntra-Slice Control and
Management

Methods for resource sharing involve multitasking, virtualization, and multiplexing. All
three enable the sharing of resources between multiple users by i) decoupling the functionality
from the resources needed to execute this functionality, and ii) partitioning of resources into
isolated execution environments.

This joint property suggests combining hypervisors, multiplexers and multitasking mechanisms
in a common abstraction layer. While hypervisors manage the resources of x86-based servers in
the central cloud and the network edge cloud, multiplexers and multitasking mechanism perform
the same task for other components, like DSPs and accelerators in the base stations and PNF
nodes. In this way, partitioning can be applied to all components in the network, resulting in a
network slicing from end-to-end.

As pointed out in [2-25], multiplexing and multitasking can be applied on different levels of the
ISO-OSI protocol stack as shown in Figure 2-6. As network slicing is business-driven, different
depth of network slicing options as illustrated in Figure 2-6 can co-exist. This primarily depends
on the needs of the verticals associated with the network slices. Depending on the business of a
vertical industry, the depth of network slicing can vary from a complete isolation (e.g., in terms
of the hardware elements or radio resources) toward performance differentiation (e.g., in terms of
SLASs guarantees).
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Figure 2-6: Options for slice multiplexing and their relation to the OSI protocol stack [2-
26]

This yields several options for the design of network slices, ranging from standalone slices with
own HW and spectrum, to slices that are completely unaware of the resources they are using and
hence have no (direct) control on the resource scheduling. The differences between these network
slicing options will be reflected by the templates of the respective network slices.

From the RAN support of network slicing perspective, slicing can be realized as a limited
number of different RAN functions that can serve a specific use case, e.g., uMTC. Different
use cases can use the same combinations of RAN functions. We define this combination of RAN
functions as “RAN configuration mode” (RCM). An RCM can be statically defined or fully
flexible, and this is up to the implementation and the requirements for flexibility and future-
proofness (i.e., in case a totally new use case arises with new unforeseen requirements).

The generic considerations for the RCMs have been presented in details in [2-27] and are captured
Figure 2-7. In brief, it can be foreseen that:

o the different RCMs share an RRM (Radio Resource Management) function for ensuring
the sharing of the common radio resources; also, this function can ensure that, in the case
of the RCMs sharing the lower layer functions the slice isolation can be ensured at least
using QoS classes. However, each slice anyway can apply its own RRM strategies
according the slice specific characteristics.

e At least a common RRC part for all slices will be present, as it is seen there is a shared
part which enables the slice selection. Each slice can have its own RRC functions and
configurations as well so as to tackle the special UC requirements when it comes to
particular functions (e.g., DRX, DTX, measurements reporting, TAU periodicity, cell
selection strategies, etc.) when particular shavings can be achieved. One alternative
implementation of the common part of the RRC could be a common slice which will
provide information for slice selection

e For PDCP and the RLC, depending on the message size, or the delay requirements certain
functions can be either omitted (e.g., header compression, ciphering) or modified (e.g.,
segmentation, re-ordering, ciphering).

o The RCMs that share the lower layers (PHY, MAC, etc.) should have a joint “Unified
Scheduler” for enabling them to share the resources more dynamically.
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Figure 2-7: Example of RCMs with shared and independent functions

On this basis, inter-RCM RRM is a key aspect to fulfil the business-driven service-level
agreements (SLAS) by exploiting the slice-specific QoS enforcement. At RAN level, an efficient
sharing of scarce radio resources among the network slices is the key challenge. The efficient
multi-slice RRM is realized with the help of the AIV agnostic Slice Enabler (AaSE), which
is responsible for monitoring and enforcing SLAs for individual slices by mapping the
abstract slice specific SLA definition to the QoS policies, see Figure 2-8a. It monitors the status
of the SLAs and adapts QoS parameters accordingly. It could, for example, in case of a network
slice with a latency guarantee, assign to all corresponding data flows that are part of it, a certain
QoS class. Using Allocation and Retention Priority (ARP), the importance of individual data
streams can be configured. It is then a task of the multi-AlV resource mapping, interference
management, and real-time resource mapping to realize the corresponding QoS. More details on
the proposed solution as well as simulation results can be found in [2-28].

Furthermore, a key functionality of AaSE can be the adaptive placement of intra-slice RRM
functionalities to the RAN nodes, assuming that schedulers can coordinate clusters of APs. By
taking into account the slice requirements, the backhaul/access channel conditions and the traffic
load, AaSE can assign schedulers to BSs for pre-defined clusters of nodes, as well as RRM
functionalities with different levels of centralization in order to meet the per slice SLASs (in terms
of throughput, reliability, latency).

The simulation results in Figure 2-8b show a comparison of two RANs (subnetworks) with best
effort traffic in terms of user throughput. In the first case (red curves), two dedicated networks
with 10 MHz system bandwidth each are operated for independent businesses. The dedicated
network 1 serves hundred users with a low demand, such that the network is low loaded. In
contrast, the dedicated network 2 serves 710 users causing a fully loaded system with lower
performance per user. In the second case (blue curves), a common RAN for both networks is
operated on 20 MHz system bandwidth. The detailed simulation assumptions can be found in
Annex A.10 of [2-28]. The pooling of resources enables a gain in user throughput as can be
depicted from Figure 2-8 showing that the probability for users in both slices to miss a certain
throughput figure is always well below that of users in both networks (solid curves). By means of
an SLA, it is targeted that users of the virtual network 1 (network slice 1) reach a similar capacity
as in the case of dedicated networks. As the dedicated network 1 reached a mean network
throughput (averaged over time) of 218 Mbps, an SLA was used to a guaranteed network capacity
of 220 Mbps. Network slice 1 achieves a network throughput of 209 Mbps. This is slightly below
the guaranteed capacity due to variations in the traffic pattern that cause a demand of less than
220 Mbps at some time instances. Consequently, the simulation results show that network slicing
can achieve performance gains due to pooling of resources while protecting the performance of
individual network slices.
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Figure 2-8: AaSE for multi-slice RRM (a) and simulation results (b)

In Figure 2-9, one additional evaluation study is shown for the scheduler dimensioning and
placement of RRM functionalities. For different slices we may have different requirements for
spectral efficiency and different RRM centralization requirement. For the example shown in a
practical scenario (see Annex A.11 of [2-28]), for uMTC (termed also as URLLC) more than
1bps/Hz is an acceptable level, while for eMBB more than 2.5bps/Hz spectral efficiency is
required. Thus, we select the level of centralization considering these requirements and the
interference levels (e.g., for cell edge users we might need centralization to benefit from multi-
connectivity at cell edges). The per-AP Spectral Efficiency for this particular simulation setup
can be seen in Figure 2-9. As we can observe from the CDF of spectral efficiency, for the uMTC
slice we do not need to centralize RRM, unless the users are near the cell-edge (e.g., 5 percentile),
since the spectral efficiency KPI is fulfilled. On the other hand, for eMBB the higher the
centralization the higher gain we can achieve.
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Figure 2-9: CDF of Spectral Efficiency — Comparison of different splits

The novel concept of network [2-26] control extends the software-defined routing (switching)
approach to all kinds of mobile NFs from both data and control layer, with a focus on wireless
control functions, such as, scheduling or interference control. For this purpose, controllers apply
the split between the logic of the network function and the part that can be controlled (agent),
implemented by a network function. As illustrated in Figure 2-10, Software-Defined Mobile
Network Controller (SDM-C) and Software Defined Mobile Network Coordinator (SDM-X) take
care of dedicated and shared NFs, respectively. In addition, SDM-O can set up slices and merge
them properly at the described multiplexing point using the network slice templates.
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Each network slice has an SDM-C, responsible for managing the network slice resources and
building the paths to join the network functions taking into account the received requirements and
constraints which are being gathered by the QoS/QoE Monitoring and Mapping module. The
SDMC, based on slice performance reports received by QoS/QoE Monitoring and Mapping
module, may adjust the network slice configuration either by reconfiguring some of the VNFs in
a network slice or by reconfiguring data paths in a SDN-like style. The QoS/QoE module along
with the SDM-C constitute the intra-slice management If the requirements cannot be met by
aforementioned reconfigurations of VNFs or data paths the SDM-O can perform a slice reshaping
e.g., by adding more resources to the given network slice.

The SDM-O has a complete knowledge of the network managing the resources needed by all the
slices of all tenants. This enables the SDM-O to perform the required optimal configuration in
order to adjust the amount of used resources. While the SDM-C directly interfaces with dedicated
NFs, the SDM-X controls shared NFs. Together with the SDM-O the SDM-X constitutes the
inter-slice management. The inter-slice management and orchestration is a key-feature of the
novel 5G architecture as it fosters and supports multi-service and multi-tenancy systems.

Software-defined mobile network orchestration
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Figure 2-10: Inter- and intra-slice MANO framework [2-29]

2.2.5 Business Realization and Stakeholders

In 5G, the mobile service provider (MSP)’s role is central, as illustrated in Figure 2-11 [2-26].
The MSP is intersecting between tenant and InP. There is no direct relationship between InPs and
tenants and the MSP is actually brokering the resources from possibly multiple InPs. The MSP’s
role is to acquire the necessary resources from one or more InPs to build an end-to-end virtual
network (slice) instance according to the needs of the tenant, i.e. a collection of (mobile) network
function instances including their required resources necessary to operate an end-to-end (self-
contained) logical mobile network. The MSP has to ensure that the SLAs he has with the tenants
are satisfied, while being constrained by the availability of resources rented (bought) from
possibly multiple InPs as presented in the figure below. In addition, when also owning the
required resources, i.e., (parts of) the infrastructure (e.g. RAN), the MSP acts as an MNO.

It is worthwhile to mention that multiple tenants can share both physical and virtualised network
functions and their underlying infrastructure resources. A given network slice running for a tenant
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is composed of network function instances dedicated to the sole tenant’s usage and of network
function instances shared among multiple tenants (and therefore among multiple slices).
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Figure 2-11: Relationship between stakeholders and Mobile Service Provider in the core
place

In addition to the support sharing of the common transport infrastructure by multiple tenants, 5G
architecture shall also allow each tenant to own and deploy and have a full degree of control of
its slice. The designed needs to be designed to not only. This case is referred to as recursive
architecture, building a hierarchy of tenants operating on top of slices of virtual infrastructure.
This concept requires support for recursion of the Management and Network Orchestration
(MANO) system to allow multiple instances of the system operating on top of the set of services
provided by the MANO instance below.

Figure 2-12 shows the layered recursive architecture. In the lower layer, the owner of the physical
resources (MNO) instantiates its MANO. On top of the physical infrastructure, different tenants
request the MNO to allocate virtual infrastructures composed of a network subset with virtual
nodes and links (i.e., a slice) through a Multi-tenancy Application (MTA), which orchestrates the
assignment of the available resources. The MTA requests to the Virtual Infrastructure Manager
(VIM) for the creation of a virtual topology according to tenant’s demand.

Each tenant signs a Service Level Agreement (SLA) with the MNO, now the provider must take
care of managing the available resources to meet the individual tenant requirements. The
management on top of the virtual infrastructure is done through an API offered by the MTA with
some defined operations and policies. In a recursive and hierarchical manner each tenant can
operate its virtual infrastructure as the MNO operates on the physical, allocating and reselling
part of the resources to other MVVNOs in a transparent way to the MNO.

Figure 2-12 shows this practice between Tenant#1 and Tenant#2, the infrastructure of MVVNO #2
operates over the virtual network offered by the MVVNO #1 which operates on top of the MNO
infrastructure (the physical one). In case of deploying an OTT tenant over an infrastructure, the
MTA is required to provide the tenant identification while the mapping of the virtual to physical
resource will be done by the VIM through the NFVO.

This architecture also supports deployment of the network services of the OTT tenants on top, by
extending the functions of the NFVVOs such as Open Source Mano and OpenBaton to have the
tenant separation and identify the mapping of a tenant to a network service consisting of a set of
VNFs connected in a forwarding graph. Note that this recursive architecture also follows the
recursion principles of the ONF architecture [2-30].
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Figure 2-12: Recursive architecture [2-31]

The business relationships between MSP, InPs, and tenant have impact on the architecture.
Depending on the situation, the entities of the architecture belong to distinct administrative and
technical domains as depicted in Figure 2-13. Thus, it is important that the cross domain
functional interfaces are carefully designed for possible standardization. Moreover, security
aspects at these interfaces must be covered.
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Figure 2-13: Possible domain ownerships of main functional blocks using the layers
introduced before [2-26]

The resulting technical dependencies between stakeholders are of diverse nature. For example,
the MSP will have to rely on the level of resource availability and utilisation information provided
by the InP(s) exposed through APIs from the VIM to control and manage the network function
and services in higher or lower granularity. This means, the extent of choice for, e.g., selecting a
data path or the location of any given network function will depend on the granularity of topology
information exposed by the VIM of the InP.

Further, the tenant will rely on the SLA it has with the MSP. E.g., the MSP can grant the tenant
partial access to NFV MANO layer functionality through adequately designed APIs of according
entities (e.g. SDM-0, SDM-C, and Service Management) or through dedicated instances of these
entities controlled/operated by the tenant. Besides, the tenant itself can provide some network
function software, possibly accompanied by the respective VNF Manager and network
management entities. The MANO and control framework should handle the case where the SDM-
O /SDM-C should coordinate with VNFs and VNF managers belonging to another
entity/organization.

Based upon the above considerations, we identified five most relevant reference points for cross
domain interfaces in the 5G architecture main blocks.

o Reference point between tenant-operated service layer functions and MSP-operated
service management entity.

o Reference point between InP (or MSP)-operated VIMs and MSP (or tenant) orchestration
Layer entities (e.g. SDM-O, VNF managers).

e Reference point between Tenant-operated SDM-O and MSP-operated SDM-O.
o Reference point between tenant-operated SDM-C and SDM-X operated by MSP/MNO.

2.2.6 Possible Extensions

The considerations so far have been fairly specific to concrete incarnations of the slicing concept,
for example, as it applies to mobile networks. The idea of slicing is, however, powerful enough
to admit a broader consideration of further options, both technological and business-model ones.
This section briefly touches upon such options.
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The first notion to contemplate is that of recursive slicing (also often called “slice-in-slice”). In
principle, it is a straightforward idea: slicing separates and isolates resources of a physical
infrastructure (multiplexing the actual resources between slices, e.g., by time-division
multiplexing a computational resource, aka multitasking), with each slicing offering an interface
that is, ideally, indistinguishable from the actual underlying physical infrastructure. This allows
to install any kind of services inside a slice (e.g., network functions, SDN controllers, cloud-like
services, etc.). If the analogy between the physical infrastructure’s interfaces and the slices’
interfaces are close enough, nothing prevents one from applying the slicing a slice again. This
slice in a slice needs to install its own functions (e.g., network functions, SDN controller) etc. and
can operate inside the resource envelope of its encompassing slice. This idea is illustrated in the
previous Figure 2-12 [2-31].

This form of recursive slicing has, by now, been considered in various forms by multiple projects
such as [2-32]; it is conducive to a number of business models (e.g., reselling, MVNO). It is,
however, a limited model in that the sub-slices only obtain resources from their parent slice but
no functionality — in fact, they are deliberately isolated from their parents in that sense. Practically
speaking, that would mean that any functionality beyond mere resources that is available in a
parent slice is invisible and inaccessible to a sub-slice. For example, a particular mobility
management mechanism used by the parent would not be available to the sub-slice, but the sub-
slice would have to deploy and use its own mobility management mechanism. This raises the
interesting question of feature interaction, yet with proper resource and functional isolation
between slices, this should be manageable.

A more advanced concept of recursive slicing could allow to explicitly expose functionality of
the parent towards the sub-slice. A typical example could be radio resource management: it could
make a lot of sense to keep to the same radio resource management regime within a slice and (all
of) its sub-slices, but there might be good reason to deviate from other behavioural aspects inside
the core network. Such a concept allows sub-slices to inherit functions (with deliberate analogy
to the object-oriented programming paradigm) from parent slices (with proper accounting for
consumed resources) and eases the deployment and configuration burden on the operator of a sub-
slice. This could turn into a very attractive business model (easier market introduction, higher
reselling price as a value-added sub-slice is sold, etc.). However, up to now, this concept has not
investigated in any detail so far and provides opportunities for further research.

A related, yet different concept from recursive slicing is slice composition (also called “slice-
cum-slice”): how to build a slice out of individual slices? This makes obvious sense if the slices
are functionally equivalent (i.e., an identical or at least compatible architecture is deployed inside
them) yet have restricted scope (limited geographically, topologically, by user base, or some other
means). Then, a composed slice naturally can be created by merging these scopes. It is also
relatively easy to imagine slice-cum-slice if the scopes are limited to different functional parts of
a network. For example, one slice could provide specific radio access functionality, another one
has suitable user management functions. Out of them, a new slice can be created with the joint set
of functions. Inside this new slice, additional functions can then be added to commoditize the new
slice further. This model also allows more sophisticated approaches where a slice can be
combined with multiple other slices, creating separate new slices in each case; the first slice has
to be “multi-composable” (as an extension of multi-tenancy) to admit this model. Various
concepts for accounting for the shared resource usage are conceivable here and will have to be
defined in future. In general, the slice-cum-slice model is currently still in its infancy and requires
considerable more research.

2.3 Programmability & Softwarization

In the recent moves of network soft re-architecture, significant attention is currently given to 5G
networks are conceived as extremely flexible and highly programmable with native softwarisation
E2E connect-and-compute infrastructures that are application- and service-aware, as well as time-
location- and context-aware. They represent an evolution of native flexibility and
programmability conversion [2-1] in all radio and non-radio 5G network segments. They will in
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some cases result in the decomposition of current monolithic network entities into network
functions. These functions will constitute the unit of networking for next generation systems, and
should be able to be composed in an “on-demand”, “on-the-fly” basis.

Network Softwarization and Enablers [2-33] which are aiming at providing networking and
communication functionality through programmable software that is separable from hardware
and that would not be restricted to run only as part of a firmware image. Important examples of
such technology include Software-Defined Networking, Network Function Virtualization,
Service Function Chaining, Network Slicing and Network Virtualization and transition from
today’s “network of entities” towards a “network of functions”. Indeed, this “network of (virtual)
functions”, resulting, in some cases, in the decomposition of current monolithic network entities
will constitute the unit of networking for next generation systems. These functions should be able
to be composed on an “on-demand”, “on-the-fly”” basis. In fact, a research challenge consists in
designing solutions which identify a set of elementary functions or blocks to compose network
functions, while today they implemented as monolithic. More generally, it includes any
networking and communications technology that features open programmable interfaces
accessible to third parties, extensibility through software, software development kits, and
separation of data forwarding, control, and management planes.

In addition Programmability in Networks and Enablers allow the functionality of some of their
network elements to be dynamically changed [2-34]. These networks aim to provide easy
introduction of new network services by adding dynamic programmability to network devices
such as routers, switches, and applications servers. Network Programmability empowers the fast,
flexible, and dynamic deployment of new network and management services executed as groups
of virtual machines in the data plane, control plane, management plane and service plane in all
segments of the network. Dynamic programming refers to executable code that is injected into
the execution environments of network elements in order to create the new functionality at run
time. The basic approach is to enable trusted third parties (end users, operators, and service
providers) to inject application-specific services (in the form of code) into the network.
Applications may utilize this network support in terms of optimized network resources and, as
such, they are becoming network aware. The behaviour of network resources can then be
customized and changed through a standardized programming interface for network control,
management and servicing functionality.

The following Figure 2-14 summarizes the 5G softwarisation and programmability abstractions
in the form of a high-level logical design at the network element specific functionality [2-35].
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Figure 2-14: 5G Network Element Softwarisation & Programmability Viewpoint

The following Figure 2-15 summarizes the 5G softwarisation and programmability abstractions
in the form of a high-level logical design at the network level.
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2.4 Management and Orchestration

Driven by the need to serve multiple customers with differing requirements operator
infrastructures in 5G will be programmable to dynamically create typically virtualized network
architectures over the same physical infrastructure. In 5G terminology this concept is referred to
as network slicing. This change from a static architecture in LTE to on-demand dynamically
provisioned architectures in 5G adds complexities in the design of the management plane. As
mentioned in Section 2.3 vendor equipment now is expected to be programmable to support this
scenario. This exposure of programmable interfaces for creation of those network slices contrasts
with the traditional vendor approach of proprietary management interfaces for management of the
network infrastructure.

To be able to uniformly manage the multiple slices that an operator is expected to host,
programming interfaces to the virtualization infrastructures need to be exposed. The
infrastructure needs to be capable of hosting multiple tenants and to be able to distinguish
between the various types of flexibility and control required in the virtualized cloud resources.
Chapter 5 covers these advances in the underlying infrastructure in detail.

Once the underlying infrastructure programmable, there need to exist components to use that
programmability to manage and orchestrate those resources within a domain, across domains,
as well as across providers. Providers in the new business ecosystem are not only limited to
operators but could be specific technology providers, e.g. factory floors wanting to rent out their
resources.

= = Management plane

~— Business Relationship
i L L L Customer

End-customer T ﬁl
*> h Operator |
I Boundary |
: 1 1
1 L
Operator’s I¥ Iy :
management Multi-Domain Management & 1
& Orchestration Orchestration System . Other Management
reyy—
system | Svstem
(Cloud Operator, Ancther operator...)
e
1
1
Domain Specific Domain Specific Domain Specific 1 Other Domain
Management Management Management | y Specific .
(RAN) (Transport) (Core) : ‘“fem"/
Slice Data & : L - Y .
Control Plane L [ )|
I
Y —r ATy
1

Figure 2-16: The perceived 5G Business and Management Ecosystem

Figure 2-16 shows the currently proposed architecture of the orchestration system as an extension
of the ETSI NFV MANO architecture. The architecture is recursively stackable and consists at
the lowest layer of domain-specific management and orchestration entities. The next higher level
in the recursion combines these multiple domain-specific management and orchestration entities
to create a multi-domain orchestration and management entity to coordinate end-to-end service
and slice creation. The abstraction layer at each level exposes a generic set of interfaces while
hiding specific technical and implementation details. The business and management interfaces
are then exposed both northwards to customers as well as in the east-west direction to other
operators.

Leaving the business models aside there is considerable work ongoing within the 5GPPP to realize
the view presented in Figure 2-16. Over interface 1 between the customer and the operator there
is the need of describing the network slices and the services they host accurately. Work done in
5GPPP has reviewed as well as contributed to the development of not only such a service
description such as in [2-19], it has also developed newer mechanisms to on-demand composition
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of services expanding the principles of service function chaining [2-36]. Furthermore, simplifying
the management of services has been investigated in terms of verification mechanisms for the
deployed service where the key question relates to the safety of instantiating of the network
functions is addressed as well as applying cognitive machine learning techniques for predicting
service characteristics.

Once the operator receives the service request the operators’ management and orchestration
system must then parse the description and decide how to realize this service both over
interfaces 2 and 3 in Figure 2-16. In particular, it must place the NFs composing the service or
the slice and the assign appropriate resources or their execution. This is referred to as placement
or embedding algorithms. Within 5GPPP considerable work has been done on placement
algorithms including ILPs, multi-provider embedding, greedy heuristics with backtracking,
applying multiple algorithms simultaneously as well as considerations of future scale-in or scale-
out operations for placing the virtual network architectures. Once the decision has been made on
how to place the service the underlying programmable interface to the architecture are used to
provision the service. This can also happen across operators. The challenges in multi-operator
deployment stem mostly from the fact that one operator may only want to show a limited set of
functionalities, resources and capabilities to another operator. In here 5GPPP considers the
cooperative ecosystem for service deployment wherein the operators are enabled by abstraction
of their internal capabilities to compete as well as cooperate with each other to realize a service.
An additional challenge in inter-operator interface exposure is security over the exposed
interfaces. Once the service is provisioned it enters service assurance phase wherein the service
should be monitored for SLA compliance. This is must be done both within a single domain as
well as across domains and providers.

Finally, 5GPPP work has looked into automated management for simplifying the management
overload that comes with the introduction of network slicing. This is done by the introduction of
long term machine learning mechanisms which act as are intelligent agents to perceive the
network state and its external environment, and use these insights to assist the network
management of the system. The agents analyze on the information collected during the monitoring
phase and (re)configure policies to enact a desired alteration in the network infrastructure.
Consequently, managed network resources, such as the VNFs forming the network slice or service
are realigned by the orchestration based on those policy changes.

2.5 5G Security Architecture

As stated in the introduction to this chapter, 5G is being developed with new architectural
concepts and capabilities to enable new business models and to provide enhanced applications
and services to network subscribers. In order to ensure that 5G fulfils its promise, all security
matters accompanying the 5G architecture need to be addressed. The security architecture
presented here has been developed in the 5G-ENSURE project [2-37] and can be seen as an
evolution based on the existing security architectures for 3G and 4G [2-38][2-39]. The basic
concepts, e.g. domains and strata, remain but have been adapted and extended to fit and cover the
5G environment.

In [2-40] and the 5GPPP (Phase 1) Security Landscape white paper [2-41] the need for a new
security architecture for 5G is discussed and motivated and an initial draft is presented. The work
covered here, backed by the 5GPPP WG on Security, leveraged on what has been described in
both of these documents.

The most important architectural aspects missing in the earlier 3G/4G security architectures are
those of softwarization, virtualization, trust models covering all players in the 5G ecosystem,
multi-domain/multi-tenant (also slice concept) management and orchestration and new mission
critical cyber threats.

In Section 2.5.1, the security characteristics of 5G are described and requirements on the security
architecture are discussed. Then the security architecture is presented in Section 2.5.2. In section

Dissemination level: Public Page 36 / 140



5GPPP Architecture Working Group 5G Architecture White Paper

2.5.3 some observations on the security architecture are discussed and in particular its relation to
the overall 5G architecture.

2.5.1 Security Characteristics of 5G and new requirements

In the design of the new security architecture special care has been taken to ensure that the security
architecture can embrace all new technologies and concepts used in 5G which are significant
evolution steps from 4G.

As stated above, 5G will rely heavily on softwarization and virtualization of the network to
enhance flexibility and scalability. One important development to achieve this is to refine the
network slicing technologies and mobile edge computing (MEC) to more dynamically offer
various Kinds of services to different tenants. Virtualisation is the underlying enabling technology
for this. Another development of equal importance is the large scale introduction of SDN allowing
flexible and dynamic (re-)defining of the networking infrastructure.

The incorporation of many new target use cases [2-42][2-43][2-44][2-45][2-46][2-47] in 5G
brings new business models with many new actors taking part in the provisioning of services.
This means that new, multi-party trust relations will be present and have to be modelled and
handled from a security perspective.

In an environment where many different actors independently manage resources that they own or
lease, all aspects of management become critical from a security point of view. In particular, 5G
has to handle multiparty management of security (e.g. provisioning of keys and credentials) and
security management (e.g. ensuring that secure services are available and runs securely).
Orchestration of virtualized environments, services and SDN’s will also require secure
management.

5G networks will be more complex and dynamic than earlier generations of mobile networks as
e.g. new (virtualized) network nodes and slices can be added to and removed from the network at
any time. To identify and model attack vectors in this dynamic environment and to be able to
offer strong network protection, security control points have to be defined based one establish
boundaries between different actors’ network functions and slices and their interfaces.

With the increasing number of target use cases, the new multi-party trust relations and the new
technologies employed, 5G will comprise an ever increasing number of security and non-security
protocols and network functions. To identify and keep track of threats and attack vectors, and
required protection mechanisms and their coverage, 5G networks have to be modelled in a
structured way together with the security controls that need to be deployed to offer the necessary
trust and confidence. Below we describe the concepts we use for this purpose.

2.5.2 The security architecture

2.5.2.1 Underlying concepts

The basic concepts in our security architecture are domains, strata, security realms, and security
control classes. The definitions of these concepts are:

e A Domain is a grouping of network entities according to physical or logical aspects that
are relevant for a 5G network. This concept is leveraged from TS 23.101 [2-39].

e A Stratum is a grouping of protocols, data, and functions related to one aspect of the
services provided by one or several domains. This concept is leveraged from TS 23.101
[2-39],

e A Security Control Class (SCC) is a new concept introduced that refers to a collection
of security functions (including safeguards and countermeasures) to avoid, detect, deter,
counteract, or minimize security risks to 5G networks, in particular, risks to a network’s
physical and logical infrastructure, its services, the user equipment, signalling, and data.
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e A Security Realm (SR) captures security needs of one or more strata or domains. As
such it is similar to the Security Feature group concept as defined in TS 33.401 [2-38].

The framework of the security architecture is flexible as it can be extended with definitions of
new domains, strata, etc. This makes it possible to adapt the framework to future network
solutions with new functionality and services.

Domains

The basis for the security architecture is the use of domains. The Figure 2-17 illustrates an
instance of a 5G network and depicts the domains defined so far.
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Figure 2-17 Domains in the 5G security architecture. NB: Lines from slice domains down
to Infrastructure Domains denote that VNFs allocated to a slice make use of certain
physical resources.

The domain concept is a cornerstone in the security architecture as it enables the definition of
different types of domains used to represent a 5G network’s different functionalities, services and
actors. The defined domains may occur in multiple instances, and belong to different actors taking
on different roles and responsibilities in the network, which provides flexibility for the modelling
of different 5G network configurations and describing their inherent multi-party trust aspects. By
observing interdependencies and required interactions between domains it becomes a relatively
straightforward task to analyse and model their trust relations and their need for different security
controls.

We use three different types of domains. First there is the Infrastructure Domains focussing on
the relevant physical network aspects, i.e. they contain the “hardware” in the network. Then there
are Tenant Domains which are logical domains executing in infrastructure domains. By this
division into infrastructure and tenant domains, it is easy to map and handle virtualized
environments onto the architecture as these types of domains give a clear division between the
physical platform offering an execution environment and the logical functions and services in the
tenant domain.
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To capture higher order groupings of entities and/or functionality we have defined a third type of
domains, namely Compound Domains. Such domains consist of a collection of other domains,
grouped together according to some 5G relevant aspects, e.g. ownership, joint administration or
the like. With this concept we can map 3G/4G defined domains onto our security architecture in
a simple way.

Of particular importance are Slice Domains. They are compound domains used to capture
network slicing aspects. A slice can cover only some parts of the network, e.g. parts of the Core
Network domain, but are in general defined end-to-end. In this way slicing is explicitly handled.
The use of slice domains also highlights the trust issues appearing between actors controlling a
domain and other actors controlling concurrently operating slices in that domain. The requirement
on strict isolation between domains and slices belonging to different actors is also made clear. We
note that slicing may be implemented without relying on a virtualized system, but in most 5G
systems it is.

The domain figure depicted above also shows so called trust anchors in the infrastructure domains.
These trust anchors are used to capture trust issues appearing in virtualized systems, e.g. how to
get assurance of tenant domain integrity and that a tenant domain executes on a designated and
trusted infrastructure. The trust anchors can also be used to verify infrastructure domains’
integrity and to bind tenant domains to infrastructure domains.

We only have three types of infrastructure domains. They are

1. UICC Domains containing the conventional tamper-resistant module offering protected
storage and processing of long-term subscriber credentials and other security critical
information.

2. Mobile Equipment Hardware (MEHW) Domains containing the hardware support for
the Mobile Equipment (ME). The MEHW domain may include trusted execution
environments (TEE) supporting e.g. other forms of credentials such as certificates.

3. Infrastructure Provider (IP) Domains containing the hardware platforms for the
compute, storage, and networking resources required by both the network/telecom
functionality and the access (radio) specific hardware.

At present, there are 10 tenant domains defined. They are

1. Mobile Equipment (ME) Domains containing the logical functionality required for
using access to network services, for the operation of access protocols by users and for
user applications.

2. USIM Domains containing the logical functionality for USIM operation together with
other hosted security services (it is analogous to the USIM domain of TS 23.101 [2-39]
but only contains the logical functionality).

3. ldentity Management (IM) Domains containing functionality to support alternatives to
USIM-based authentication, i.e. for industry automation use cases (the IM Domain may
contain for example public key certificates. The IM domain preferable obtains security
support from a UICC or from a TEE in the ME HW as discussed above).

4. Access (A) Domains containing the logical functionality which manages the resources
of the access network and provides users with mechanisms to access the core network
domain.

5. Serving (S) Domains containing the logical functionality which is local to the user’s
access point. It also routes calls and transports user data/information from source to
destination. It has the ability to interact with the home domain to cater for user specific
data/services and with the transit domain for non-user specific data/services purposes.

6. Home (H) Domains contains the logical functionality conducted at a permanent location
regardless of the location of the user’s access point. The USIM is related by subscription
to the home network domain. The home network domain therefore contains at least
permanently user specific data and is responsible for management of subscription
information. It may also handle home specific services, potentially not offered by the
serving network domain.
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7. Transit (T) Domains containing the logical core network functionality in the
communication path between the serving network domain and external remote parties.

8. 3rd Party (3P) Domains containing functionality for use cases where a (semi-)trusted
third party such as a factory/industry vertical provides its own authentication services for
e.g. its M2M devices like industry robots and loT-devices.

9. Internet Protocol Service (IPS) Domains representing operator-external IP networks
such as the public Internet and/or various corporate networks. Such networks may be
partially or fully non-trusted.

10. Management Domains containing the logical functionality required for management of
specific aspects of a 5G network. Management domains may cover security management,
management of security, traditional network management, orchestration of SDN and
virtualized environments, and management of user equipment domains etc.

Finally, the compound domains defined are

1. Slice domains (described above).

2. User Equipment (UE) Domains defined by MEHW, ME, UICC, USIM and IM domains
included, i.e. it consists of the equipment used by a user to access network services. The
“Additional UE Domain” in Figure 2-17 is added to capture the so called direct-mode,
UE-to-UE communication.

3. Access Network (AN) Domain defined by the A and IP domains included, i.e. it consists
of the entities that manage the resources of the access network and provides the user with
a mechanism to access the network. It may comprise of different types of accesses, e.g.
both WLAN and 5G-radio accesses.

4. — 6. Serving Network (SN), Home Network (HN) and Transit Network (TN)
Domains include the S, H, T and corresponding IP domains respectively and correspond
to the same concepts in TS 23.101 [2-39].

7. Core Network (CN) Domain defined by the HN, SN, TN and IP domains included, i.e.
it consists of the entities that provide support for the network features and
telecommunication services. The support provided includes functionality such as user
location information, control of network features and services, the transfer (switching and
transmission) mechanisms for signalling and for user generated information.

8. Operator Network (ON) Domain defined by the AN and CN domains included, i.e. it
consists of the physical nodes together with their various functions required to terminate
the radio interface and to support the telecommunication services requirements of the
users.

9. External Network (EN) Domain defined by the 3P, IPS and IP domains included and

10. Network (N) Domain defined by the ON and EN domains included

Strata

Figure 2-18 shows the strata of 5G security architecture. The definitions of the strata are
analogous to the definitions given in TS 23.101 [2-39] except for the management stratum which
is added in the 5G security architecture. The management stratum is graphically drawn to be
behind and cover all other strata because the management stratum will perform management
operations on network functions in all of the other strata. For instance, it will comprise protocols
like OpenFlow for configuring network components. Obviously, there will also be dedicated
protocols, data, and functions related to managing NFVs and network slices.

The strata provide a high-level view of protocols, data and functions that are related in the sense
that they are exposed to a common threat environment and exhibit similar security requirements.
The use of strata thus helps in structuring for which purpose and where different security controls
are needed.
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Figure 2-18: Strata of 5G Security Architecture

The Application Stratum represents the application process itself, provided to the end-user. It
includes end-to-end protocols and functions which make use of services provided by the home,
serving and transport strata and infrastructure to support services and/or value added services.
End-to-end functions are applications which are consumed by users at the edge of/outside the
overall network.

The Home Stratum contains the protocols and functions related to the handling and storage of
subscription data and home network specific services. It also includes functions to allow domains
other than the home network domain to act on behalf of the home network. Functions related to
subscription data management, customer care, including billing and charging, mobility
management and authentication are located in this stratum when end-users are at home network.
When end-users are roaming, then serving network domain is allowed to do mobility management
at serving network level.

The Serving Stratum consists of protocols and functions to route and forward data/information,
user or network generated, from source to destination. The source and destination may be within
the same or different networks. Functions related to telecommunication services are located in
this stratum.

The Transport Stratum supports the transport of user data and network control signalling from
other strata through the network. It includes consideration of the physical transmission, e.g.,
physical transmission format, error correction/recovery, data encryption, resource allocation, etc.

The Access Stratum is a sub-stratum of the Transport Stratum. It is located between the edge
node of the serving network domain and the UE Domain. It provides services related to the
transmission of data over the radio interface and the management of the radio interface.

The Management Stratum comprises aspects related to conventional network management
(configuration, software upgrades, user account management, log collection/analysis, etc.) and,
in particular, security management aspects (security monitoring audit, key and certificate
management, etc.). In addition, aspects related to management of virtualization and service
creation/composition (orchestration, network slice management, isolation and VM management,
etc.) belong to this stratum.

Security control classes

The different security control classes can be found in Figure 2-19. The structure of the Security
Control classes was inspired by the security dimensions found in ITU X.805 [2-48]. Several of
the X.805 security dimensions were adopted, some with minor modifications, and then
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complemented with a few new Security Control classes relevant for 5G networks. The exact
functions and mechanisms to enforce a specific security control are left for consideration in the

detailed design phase.

Security Control Class

Description

Identity & Access
Management

A collection of security functions and mechanisms
addressing access control (authorization), management of
credentials and roles, etc.

Authentication

A collection of security functions and mechanisms serving
to verify the validity of an attribute, e.g. a claimed identity.

Non-repudiation

A collection of security functions and mechanisms serving
to protect against false denial of involvement in a particular
action.

Confidentiality

A collection of security functions and mechanisms
protecting data against unauthorized disclosure.

Integrity

A collection of security functions and mechanisms
protecting data against unauthorized creation or
modification.

Availability

A collection of security functions and mechanisms serving
to ensure availability of resources, even in the presence of
attacks. Disaster recovery solutions are included in this
category.

Privacy

A collection of security functions and mechanisms serving
to the right of an entity (normally a person), acting in its
own behalf, to determine the degree to which it will interact
and share it personal information with its environment.

Audit

A collection of security functions and mechanisms
providing review and examination of a system's records and
activities to determine the adequacy of system controls and
detect breaches in system security services and controls.
The necessary data collection to enable audit (e.g. logging)
is also included.

Trust & Assurance

A collection of security functions and mechanisms serving
to convey information about the trustworthiness of a
system. For a trusted party such information constitutes a
claim which may or may not persuade them to trust the
system, while a trustee would see such information as
evidence of the security level achieved.

Compliance

A collection of security functions and mechanisms provided
to allow an entity or system to fulfil contractual or legal
obligations.

Figure 2-19: Table of Security Control Classes (SCC)

Security Realms

The domains and slices in the security architecture provide boundaries between different network
functions and services and the strata provide information on required security needs for domain
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interaction and communication. A joint analysis of domains and strata will thus enable
identification of required security control points for groups of protocols.

The Access Network (AN) SR captures security needs of the access Network domain and access
stratum as part of the transport stratum - in particular aspects related to users securely accessing
5G services over 3GPP (5G radio) and certain non-3GPP (e.g. WLAN) access technologies.

The Application (App) SR captures security needs of the application stratum. That is, end-user
applications/services provided over the 5G network, either as operator provided services (from
HN or SN Domain), or provided from External Network Domains (3P or IPS Domain with
associated IP domains). Note that when the service is hosted by an External Network Domain,
the services may not always be fully trusted by 5G network operators. Examples of
applications/services include: VolIP, VoLTE, V2X, ProSe, HTTP-based services, etc.

The Management (Mgmt) SR captures security needs of the Management Stratum and
Management Domains, including secure management (secure upgrades, secure orchestration etc.)
and management of security (monitoring, key and access management, etc.). Thus, Management
Security is either a concern related to communication between a Management Domain and some
other (semi-)trusted Domain, or, related to security of the Management Domain itself.

The User Equipment (UE) SR captures security needs of user equipment (UE) domain
comprising the ME, ME HW, UICC, USIM, and IM domains and other UE domains, e.g. visibility
and configurability and security aspects related to communication between these domains.

The Network SR captures security needs of communication in core network domains and
between the core network domains and external network domains - including aspects related to
securely exchanging signalling and user data between nodes in the operator and external network
domain.

The Infrastructure and virtualization (I&V) SR captures security needs of IP Domains, e.g.
for attestation, secure slicing/isolation, and trust issues between tenant domains and tenant
domains and infrastructure domains.

2.5.2.2  Security methods

The defined security control classes provide a structured way to prevent or answer to a risk
identified regarding specific data, functions and services in a network. The defined security realms
capture needs of one or more strata or domains and are there to group different network aspects
with different but area specific security concerns. Bringing these two concepts together by
analysing which security controls that are required in a given security realm will provide a detailed
and structured view of the required security mechanisms to ensure that security requirements are
fulfilled. The security realms should be subdivided with respect to functionality, domains, strata
and end-points of protocols and for each such subdivision a security control mechanism should
be selected. In this way it is possible get a detailed overview of the security mechanisms needed
in a 5G network.

2.5.3 Mapping to overall 5G architecture

In the following we present some considerations regarding the implementation and enforcement
of key security aspects in the 5G architecture. We note that for a security architecture to be useful
beyond a mere “abstract thought experiment”, it must be reflected in the design of real operational
networks. To this end, it must be possible to map the components in the 5G security architecture
on the architectural model of 5G systems and in particular to the high level 5G architecture
presented in this document.

The focus of the high-level architecture depicted in Figure 2-1 is to illustrate the softwarization
of 5G systems allowing efficient management and orchestration procedures providing a flexible
sliced service platform for different types of service verticals running on a common infrastructure.
We see two major features; the first is softwarization and the second is slicing and they are straight
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forward to map onto the security architecture. The softwarization functionality is in essence
management functionality (orchestration, slice control, etc.) and should as such be mapped onto
management domains and the management stratum, i.e. the management security realm. Slicing
relies to a large extent on virtualization and use of shared infrastructure services for compute and
storage. The security needs here would then be covered by the virtualization and infrastructure
security realm.

Architecture enforcement of security objectives (incl. privacy) should be based on
implementation and use of mandatory security controls. The required security controls must be
implemented in all relevant domains, i.e. in all relevant 5G entities, networks and network
functions and platforms on top of which the controls are implemented. Their implementation
should provide strong assurance that the security controls cannot be circumvented. The security
controls should also ensure that 5G entities, networks and network functions are legitimate, can
be authenticated and integrity verified and additionally provide privacy and confidentiality of data
and users. Furthermore, the architecture enforcement should define how infrastructure as well as
tenant domains are securely deployed, integrity verified, protected from outside threats and from
threats coming from other domains.

In general, domains should be isolated and only have well defined entry points where controls
can be implemented so that only legitimate traffic and signalling can take place. However, as
domains in many cases are virtualized the isolation properties and controlled entry points must be
enforced by logical means. This means that infrastructure domains used for network function
virtualisation must provide strong isolation between tenants. Similarly, slice aware tenant
domains must provide strong isolation of and between slices. Furthermore, it is essential that
tenant domains are bound to the infrastructure domain on which they are deployed. The required
form of binding may vary depending on the characteristics of the tenant domain as well as the
infrastructure domain employed. Typically mutual authentication between a deployed tenant
domain and the underlying infrastructure domain would be a relevant requirement. As is clear
from the above, most of the security requirements for support of virtualisation, slicing, and mobile
edge computing have bearings on the Infrastructure provider domain. The domain must fulfil a
number of new security features with the most prominent ones being to provide proof of platform
integrity, isolation between slices and control of services deployment, execution and migration.

The 5G security architecture will certainly reuse components of the existing 4G architecture when
appropriate. Examples of such solutions are the 4G security features developed to cope with
threats to radio base stations in physically exposed locations (e.g. when the AN Domain is
EUTRA) and tampering threats to user credentials in devices (the USIM Domain is protected by
the UICC). Other areas will as discussed above exhibit new aspects of security e.g. less emphasis
on protection at physical and logical domain borders and more on defence-in-depth, the new need
for “roots of trust” in virtualized settings to ensure legitimate use of resources as well as
authenticated points of deployment.
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3 Radio Access

To address 5G challenges a combination and integration of new radio access technologies with
existing technologies is anticipated. New types of frequency bands like micro- and millimeter
waves are expected to be used. These will make small cells even smaller and denser than in current
setups. Also, the adoption of massive MIMO systems will necessitate more efficient interference
management schemes, e.g., by coordinated multi-point (CoMP) techniques. However,
interference between heterogeneous macro and small cells is only an exemplary aspect that has
to be coordinated tightly. Another example is the co-deployment of tightly integrated LTE-A and
novel 5G radio via e.g., multi-connectivity.

While these goals could be reached in conventional D-RANs, C-RAN concepts have been also
proposed. C-RAN promises significant CAPEX and OPEX advantages for operators by
centralizing hardware and by significantly reducing energy consumption, but a key feature of 5G
RAN will be the flexibility to adopt intermediate solutions suitable for the scenario at hand. The
different deployment options are expected to set limits on what RAN technologies can offer in
real deployments. The ability to resolve these dependencies in a real system, by using different
deployment scenarios over a single infrastructure, is a core advance of 5G over previous
architectures.

In this section of the white paper, we cover key architectural aspects of 5G RAN, including RAN
softwarization and programmability concepts, control/user plane split options, protocol stack
integration options, LTE/5G interworking, as well as centralized and distributed radio resource
management approaches. We then present a selection of radio access functions that are enhanced
or completely new in 5G. Table 3-1 presents a summary of those sample functions and sub-
functions covered in this white paper, along with a brief description of each of them.

Table 3-1: Key radio access functions in 5G

Multi-connectivity enabled at different
network layers (micro/macro), spectrum
Multi-connectivity (sub-6  GHz/mm-wave), user plane
e LTE/5G tight integration (MAC/RLC/PDCP), and technologies
(WIiFi/LTE/5G). Particularly relevant is the
tight RAN interworking of LTE and 5G.

Set of CP functions across multiple layers of
the RAN protocol stack and, at some
extent, the CN / RAN interface. Non-
standalone deployments can benefit from
low frequency RAT assistance.

Initial access
e Low-frequency assisted

Unlike LTE, traffic steering may not be
performed in RRC level but rather in a
much more agile way and on a faster time
scale on lower protocol stack layers.

Dynamic traffic steering

Energy-efficient network operation can be
attained by moderation of the RAN access
RAN moderation nodes, i.e., the optimal active-mode
operation, with the help of QoS and
channel quality awareness.
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The 5G mobility framework consists of
several new methods which need to cover
Mobility management use cases with uses in different RRC states.
e Mm-wave cell clustering Furthermore, techniques such as cell
clustering need to be employed to support
mobility in mm-wave enabled RANs

Set of functions to provide technology- and
topology-dependent coverage extension

Self-backhauling and capacity expansion utilizing same
frequency band for both backhaul and
access links,

3.1 SW controlled architecture definition

Software-defined mobile network control (SDMC) extends the SDN paradigm beyond mere
packet forwarding to put the majority of mobile network functions under a centralized control. In
addition, it provides an interface for full network programmability instead of configuration as it
is the case in currently deployed mobile networks. Decomposition into function blocks enables
sharing of network functions among slices for reuse and consistency among slices, or where
common resources must be shared. A slice may be partly composed of a set of common function
blocks to be shared across slices and a set of dedicated function blocks that implement customized
and optimized functionality of a slice.

Accordingly, the control plane is reworked to add network programmability and RAN slicing:
Most control functions run as SDMC-enabled control applications on top of a controller for slice-
dedicated and another coordinating controller for shared functionality. Only time critical and
frequent radio resource control (RRC) and management (RRM) functionalities are kept as
“legacy” distributed network functions.

The 5G control and user plane functions are based on the current 3GPP LTE to equally support
LTE and novel 5G RATSs. For 5G, the data plane is modified and extended specifically at MAC
and PDCP layer for integration of multi-tenancy, multi-service, multi-connectivity and multi-
RAT support.

Future 5G heterogeneous radio access networks need a programmable control and coordination
that offers fine-grain, real-time control without sacrificing scalability. The programmable control
and coordination is driven by a key characteristic, namely abstraction. The control and
coordination plane capitalises abstraction of low-layer resources in radio access networks. The
abstracted resources should allow any RAN operations desired by the network slices while hiding
the configuration details of RAN hardware. More specifically, abstracting RAN resources
manages the complexity and greatly simplifies the implementation and deployment of advanced
control and coordination functions in the RAN, while leveraging on a variety of physical layer
technologies.

Furthermore, functional decomposition enables the function blocks to be (i) selected and (ii)
placed according to its service needs and the concrete deployment scenario, i.e., the available
execution environments such as distributed (edge) or centralized resources, including centralized
RAN and distributed RAN as the two extremes of possible RAN functional splits, as well as
beyond by additional integration of selected core functions to provide e.g. low latency and local
breakout.

The optimal resource utilisation in heterogeneous mobile networks is a challenge. Solutions with
distributed control are scalable and flexible, but often yield sub-optimal results far away from the
expectation. Therefore, new RAN control architecture is needed to adopt a centralised solution,
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SDN in RAN, which could achieve the global optimisation. Furthermore, applying SDN in 5G
RAN enables the programmability. The benefit of global optimisation and programmability
comes at the expense of scalability and latency. To address the scalability and latency issues, the
hierarchy control structure is needed: the centralised controller for network-wide control and
coordination, and the local controller for network functions requiring real-time operation.

The logically centralized controller, designed by the SDN principles, can provide network-wide
control and coordination. For overcoming scalability issue in a large and dense RAN deployment,
or for performance/reliability reasons, the logically centralised control and coordination entity
can be implemented with distributed physical control instances sharing network information with
each other. The distribution of abstraction shields higher layer from state dissemination and
collection, making the distributed control problem a logically centralised one.

One challenge in creating such a software defined radio access network is the inherent delay
between any centralised control entity and individual radio elements. For example, RAN
operations require for real-time control when it comes in Resource Block (RB) scheduling with
the time scale of 1ms. The controller operations for such a network function (RB scheduling)
must be extremely fast and supporting hard real-time applications.

Under such limitation of the inherent latency, the local controller can offer real-time control. The
local controller should be close to the physical radio elements so that it could adjust to rapidly
varying wireless networks. The local controllers in the RAN do not coordinate with each other
and therefore perform distributed control in the RAN.

By separating control functionalities between the centralized controller and the local controller,
the centralized controller makes decisions that affect the logically centralised network states,
while the local controller handles control decisions for latency-sensitive network functionalities
in low layers without coordinating with other local controllers. Moreover, different network slices
contain different network applications and configuration settings. Some application modules in
network slices may be latency-sensitive. For such a slice, these modules are located in the local
controller.

Based on the software defined control architecture, a set of generic RAN APIs are introduced to
allow the control plane to interact with the data plane of the underlying network. These API calls
can be invoked either by the centralized controller or the local controller through the control
protocol. Table 3-2 provides a list of RAN-specific API call [FLEXRAN]. It can be seen that
different type of network applications can be developed including (a) monitoring for a better
decision making (e.g. adaptive video transcoding), (b) control and coordination to optimize
network performance (e.g. joint scheduling, interference management, beamforming, and HO),
and (c) programmability for a higher adaptability and flexibility (e.g. changing functional split,
or even disabling/enabling network functions, slicing).

Table 3-2: RAN-specific API Calls

API Target Direction Example Applications

Configuration eNB, UE, | Centralized UL/DL cell | Monitoring,

(synchronous) Slice cL%r:;tglcﬂler -> téaér:g\:]vflid;&e ORE, Reconfiguration,
controller RSRP/RSRO/TA SON

Statistic, List of | Local CQI measurements, Monitoring,

mzﬁsrl:;zmem’ iJI\IIEB’ cCc;r:]ttrglllii; q > SINR measurements, | Optimization,

(Asynchronous) Slice controller UL/DL performance | SON

Commands Local Centralized Scheduling Realtime Control,

controller controller - | decisions,
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(synchronous) Local Admission control SON
controller
Handover initiation
Event Trigger Centralized | Local TTI, Monitoring,
controller controll_er E UE attachment, Control actions
Centralized
controller Scheduling request,
Slice
created/destroyed
Control Local Centralized Update DL/UL | Programmability,
delegation controller ch:)rl'gf)ller —> | scheduling, Multi-service,
controller Update HO | Slicing
algorithm,

3.2 Control/User Plane Split

This section analyses how the different functional split options can be best mapped to different
deployment scenarios (physical architectures), see [3-1][3-2] for more information. Centralization
of RAN NFs on the one hand provides gains in terms of centralized scheduling and flow control,
etc. but on the other hand increases the x-haul (back-/mid-/fronthaul) requirements in terms of
bandwidth and latency.

In order to simplify the CP/UP NFs have been structured into 3 parts with respect to their position
in the radio protocol stack (-H: high; -M: medium; -L: low) with the following meaning:
e Control Plane network functions:
o CP-H: High-level inter-site/air interface resource coordination like ICIC or slow
load balancing
o CP-M: User and network specific NFs (e.g. RRC, RAN mobility, admission
control)
o CP-L: Cell configurations, Short-term scheduling, PHY layer control
e User Plane network functions:
o UP-H: QoS/Slice enforcement, PDCP
o UP-M: RLC* MAC, Higher PHY
o UP-L: Lower PHY
Figure 3-1 shows the different split options. Five different deployment options are shown: Fully
decentralized CP and UP, fully centralized CP and UP, CP/UP partially centralized, CP fully
centralized and finally CP (almost) fully centralized. The benefits are:
e Fully decentralized CP and UP: simple and no delay and data rate requirements,
coordination via X2 interface without any centralized options.
e CP/UP fully centralized: High degree of freedom for centralized algorithms between
different RU but has very high requirements on the latency and data rate between the RU
and UP/CP NFs.

4 UPNF-H may also consider asynchronous functions of RLC, so only synchronous functions of RLC will remain in
UPNF-M
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o CP/UP partially centralized: Good possibility for centralized handling of asynchronous
(slow) functions while still modest requirements on the latency and data rate.

o CP (only) fully centralized: Higher CP centralized, i.e. the RRC allows for limited
centralized handling of asynchronous NFs. No UP traffic steering functions is possible in
the RAN in this scenario

e CP (almost) fully centralized: correspond to the software defined networking (SDN)
approach. The short-term scheduler can be implemented at the CU which poses strict
latency requirements. No UP traffic steering functions is possible in the RAN in this

scenario
- S1*-C
S1*-U
S1*
CP-H
cp Split optigns M7, M8
UP e}
Split options M1-M3
RU
Decentralized CP and UP  CP/UP Fully centralized CP/UP Partially centralized CP fully CP (almost) fully
Stand-alone BTS Classical baseband pool  Common splitin UP and CP centralized centralized
approach, possibly with  and centralized handling of Higher CP layers E.g. with centralized
improved interface asynchronous functions, centralized (e.g. MAC scheduler,
for good coordination RRC), but classical imposing higher latency
while still relaxing latency stand-alone UP constraints on interfaces
requirements operation

Figure 3-1: Considered UP/CP Split Constellations [3-1][3-2]

Three options of RAN slicing are derived in order to support NW slicing also within the RAN.
Each option targets different use cases and requirements such that the same network may support
and instantiates different RAN slicing options at the same time.

1. Inthe first option, all cell-specific NW functions and above are customized by each NW
slice but only the transmission point specific functions are shared. The multiplexing is
coordinated by the SDM-X controller which makes use of flexible and efficient radio
resource management, e.g., in -resource and user-centric control.

2. In the second option, all user-specific NW function and above are customized by each
NW slice while all cell and transmission point specific functions are shared. The
multiplexing would take place at MAC layer, which is then controlled by the SDM-X
taking into account SLAs.

3. Finally, the third option regards a shared RAN where all NW slices use the RAN
functions but apply individual QoS scheduling as well as individual CN slices.

The key characteristic of 5G networks will be the increased degree of flexibility and adaptability
enabling to cope with huge diversity of radio access technologies, application service
requirements and deployment scenarios. In general, there is a trade-off between centralized
processing (C-RAN) allowing throughput maximization by efficient radio resource and
interference management in dense networks and distributed processing (D-RAN) enabling latency
minimization by leveraging baseband processing at access point. As quality of service
requirements in terms of resiliency, throughput and latency becomes more and more
heterogeneous and application-specific, flexible split and distribution of network functions across
processing resources is inevitable. This, however, pose challenge on design and deployment of
baseband functions due to the highly heterogeneous RAN environment. TUD addresses this
problem within Superfluidity by developing dataflow framework comprising, firstly, a highly
configurable dataflow baseband application enabling flexible functional split while supporting
multi-cell, multi-antenna, multi-band processing, and secondly, multi-platform dataflow runtime
system with dynamic application transformation and resource assignment capability.
Complemented by real-time monitoring system, this approach makes use of runtime state for
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dynamic optimization of application structure and mapping to available processing resources
according to the performance requirements.

The flexible implementation of 5G RAN will be impacted by application performance
requirements and capabilities of computing platform. Unfortunately, the design space and the
exploration effort for implementing application on different platforms explode due to the
multitude of possible application arrangements and diversity of computing platform
characteristics. Therefore, the automatic application adaptability is of high importance. The
proposed dataflow concept allows the application adaptability by leveraging three following
principles:

e Dynamic (5G) dataflow baseband application composition according to specific
operating conditions and use case scenario

e Dynamic dataflow graph transformation i.e. the optimization of the graph structure that
minimizes the structural complexity according to available parallel computing resources

¢ Dynamic resource allocation and scheduling that maps the tasks to processing elements
by exploiting inherent parallelism and data locality

3.3 Protocol stack integration options

There are pros and cons as to which protocol layer is chosen as the aggregation point of a
multitude of RATSs [3-1]. The general consensus in selecting aggregation point is to choose
protocol layers which are time-agnostic to the radio. RRC and PDCP are two protocol layers that
do not have to be time synchronised with the radio and therefore often seen as the preferred layers
that should be harmonised in supporting different RATs. However, none of these is involved in
real-time medium accessing and utilization of the radio resources, and therefore are less powerful
in coordination of the different RATs which is a strength of integration at MAC level. RLC and
MAC on the other hand, are two protocol layers that are not entirely time-agnostic to the radio
and any loss of synchronisation could lead to packet and call drops.

In the case of the PHY, there is a general consensus that a full harmonisation between different
air interface (Al) variants (AlVs) may not be possible at this layer due to the different requirements
and delays of the different baseband processing chains. If the time synchronisation with the radio
can be overcome though proper design concepts, then aggregation of RATS at the MAC layer has
better gains with respect to radio resources utilization and RATs coordination. This is possible
with the MAC framework and functions proposed further down in Section 3.3.2.

3.3.1 PDCP level integration

It is envisioned in 5G that overall Al comprises different AlVs that are optimized, e.g., for the
specific frequency bands of operation (below 6 GHz, millimeter wave, etc.) and for one or more
target 5G use cases [3-4][3-5]. In this regard, a hierarchical RAN control plane (CP) design can
effectively address the 5G requirements. Hence, he higher CP and user plane (UP) protocol
stack layers can be implemented in the access network-outer (AN-O), e.g., at a centralized
unit (CU), and the lower CP and UP protocol stack layers can be implemented in the access
network-inner (AN-I), e.g., at a distributed unit (DU). Each DU may support one or more
AlVs. Considering the multi-connectivity (see Section 3.3), the service flows can be steered
dynamically on the AN-O layer.

Considering the goal of tight interworking between 5G and legacy AlVs, this functional split
option is preferred to be at packet data convergence protocol (PDCP) level not to impact the 5G
specification with legacy AIV constraints, see Section 3.4. A specific protocol stack
implementation along with resource management functions is depicted in Figure 3-2 [3-9], where
two AlVs are exemplarily illustrated. Therein, AlV-overarching mechanisms are located at the
AN-O while AlV-specific mechanisms are located at the AN-I.
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Figure 3-2: Hierarchical CP Design in 5G RAN

For non-standalone mm-wave, to minimise interruption times or ideally even to avoid
interruptions and to guarantee reliability, we foresee that multi-connectivity (MC) will be an
essential or rather a fundamental feature in a 5G-access network. Moreover, a UE must be able to
detect and receive from multiple mmAPs to ensure the possibility of MC, link monitoring, and
fast selection. To provide redundant coverage, multiple mmAPs are placed within the low-band
5G coverage area, building per UE “serving cluster”. Under the consideration of backhaul
capabilities in current and future low-band radio access nodes, i.e., to relax backhauling
requirements with respect to 5G low band access points, we further propose a split between high
and low data rate PDCP. We split the data layer in high data rate and low data rate flows and in
accordance with that, and we define high rate PDCP-H typically hosted in an edge cloud and low
rate PDCP-L hosted in the low band 5GAP. 5GAP additionally hosts RRC and manages the mm-
wave cluster incl. traffic steering from PDCP-H to mmAPs.

3.3.2 MAC level integration

The Extended Dynamic Spectrum Access (eDSA) MAC framework is multi-RAT capable, and is
able to support a multitude of RAT-specific MAC protocols. It is integrated into an architecture
that facilitates this capability, see Figure 3-3. The novel multi-RAT-capable protocol architecture
is developed with LTE-A protocol stack as the base.

Non-Access Stratum layers, such as Mobility Management (MM) etc. and access stratum layers,
as e.g. RRC, PDCP and RLC are beyond the scope of this work on MAC level integration.
However, valid assumptions have to be made for any form of interaction that involves them. The
focus here is however only on MAC and PHY layers. Radio Resource Management (RRM),
though not a visible entity in the LTE-A protocol stack architecture, is a key component with
which the eDSA MAC has to interact in order to intelligently and efficiently utilize the available
radio resources from different spectrum bands. A centralised RRM (cRRM) is proposed, which
is a major paradigm shift from the current distributed RRMs deployed in LTE and 3G Systems.
The cRRM, with the support of the Operations and Administration and Management (OAM)
entity, Spectrum Manager, and other relevant operator-specific network elements, coordinates the
spectrum and the radio resources utilizations among the supported RATs. A multitude of
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frequency spectra from different spectrum regimes are expected to be supported by eDSA systems
— a key requirement of 5G Radio Access Network (RAN) design.

One fundamental question related to the design of a multi-RAT 5G RAN is how the different
RATs or air interfaces can be integrated (or aggregated) such that the complexity of
implementation is minimised and the performance of the individual RAT is not hampered. This
raises questions related to protocol harmonisation and on which layer aggregation should take
place. Different approaches imply different benefits and challenges.

As shown in Figure 3-3, the MAC layer is chosen as the harmonisation point for the different
RATs and air interfaces. This is in sharp contrast to the recently standardised LTE/Wi-Fi
Aggregation (LWA) where the aggregation and/or split point is at the PDCP layer [3-6].

In order to support eDSA and overcome time synchronisation issue between the MAC layer and
the radio, this layer is divided into two sub-layers: Higher MAC (HMAC) and Lower MAC
(LMAC) (see Figure 3-3). There could be many instances of LMAC, each tied to a specific
RAT/air interface, but only a single HMAC that coordinates the inter-RAT and coexistence
functionalities of the different instances of RAT-specific schedulers at the LMAC. In essence,
each LMAC instance which is tied to some RAT is responsible for the real-time scheduling of
user and control traffic, whilst the HMAC coordinates, depending on the load distribution, which
of the RATs should be employed and how much traffic is distributed to each. The LMAC
instances may operate concurrently, each scheduling user traffic independently. The entire eDSA
MAC supports LTE-A and its evolution, WiFi and its evolution, as well as novel 5G air interfaces.
In [3-7], the eDSA MAC design was presented with initial simulation results.

In the proposed design, every LMAC instance interfaces with an instance of a PHY at the PHY
layer, which may not be shared with other LMAC entities. For example, LMAC LTE-A uses a
PHY instance that supports OFDM waveforms and the characteristics of the frequency-time grid
resources, modulation schemes etc. may not apply to WiFi, if this PHY instance is used by a WiFi
LMAC instance.
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Figure 3-3: eDSA MAC Framework Architecture and functional blocks

Several Service Access Points (SAPs) and other interfaces have been defined between the eDSA
MAC and cRRM and the existing protocol layers (e.g. RLC, PDCP and RRC), many of which are
expected to evolve in 5G.

5G-RRC has a control interface with the HMAC. This is a configuration interface relaying RRM
policies and UE configurations, radio bearer or logical channels and other configurations that are
to be applied by the HMAC and the different LMAC instances. There is no 5G-RRC configuration
interface to LMAC. This gives absolute control to the HMAC which interfaces with LMAC in
deciding which RAT-specific LMAC gets configured and activated or deactivated, depending on
the cRRM mid-to-long term policies of the spectrum utilization and the traffic load distribution.

The 5G-RLC interfaces with LMAC to handle the control and the data plane traffic respectively.
A set of logical channels are expected to be statically mapped to each RAT and the traffic on these
logical channels scheduled by the respective LMAC RAT-specific entities.

The LMAC interfaces with the PHY for control and data traffic respectively. As highlighted
above, the LMAC has many instances, each tied to a specific RAT that facilitates adopting a PHY
of any waveform which fits with the objective of the MAC protocol, implementing the 5G use-
case [3-8] of interest. For example, one key waveform of interest is the Filter-Bank Multicarrier
(FBMC). An instance of the LMAC_5G_AIV interfaces with a PHY that has FBMC waveform
implementation and this is expected to operate in the unlicensed spectrum because of its reduced
spectral leakage and high spectral localisation, which in turn leads to lower co-channel
interference. With such flexible protocol architecture and the identified SAPs, higher layers such
as RRC, PDCP and RLC can evolve to be RAT-independent and the eDSA MAC framework can
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offer the flexibility to be enhanced with further air interfaces over time. Flexibility in integrating
air interfaces is one key requirement of 5G RAN design [3-9].

The HMAC has the responsibility of ensuring coexistence of the supported RATS and existing
wireless systems in shared spectrum with coexistence functionalities such as Listen-Before-Talk
(LBT), Carrier Sense Adaptive Transmission (CSAT), Frame Format adaptation, etc. In addition,
it has to intelligently coordinate the utilization of the different RATs with an encapsulation that
makes higher layers RAT-independent, leading to leaner specification and design of those layers.
Besides the control and user plane, a new plane has been introduced to support eDSA, and this is
called the Monitoring Plane. This plane supports sensing and measurements and other relevant
KPIs reporting to the cRRM. With the multi-RAT capable framework, an eDSA system is
supposed to take quick decisions on handover, whilst providing non-interrupted transmission and
reception of data to user equipment (UEs). HMAC is expected to complement 5G-RRC with this
procedure via its KPIl and measurements collection. HMAC can instruct measurement collection
from the UE and cell’s PHY and can relay that to the cRRM, so that cRRM can react promptly
on the utilization of the radio resources with any imminent change in the radio environment. This
is facilitated by the monitoring plane. Moreover, load balancing and traffic steering are further
objectives of the HMAC, leveraging on the coordination capabilities due to the interfaces to the
individual LMAC entities.

LMAC, on the other hand hosts a number of RAT-specific MAC protocols, each providing real-
time scheduling of user and control traffic and operating autonomously when configured and
activated by the HMAC.

The LMAC 5G_AIV shown in Figure 3-3 is an innovation that schedules traffic over a 5G air
interface. It includes a KPI collection function, which can be invoked by the HMAC to collect
statistics of some specific performance indicators to assist HMAC and cRRM to assess the overall
behaviour of the cell and also the spectrum utilization. The LMAC 5G_AIV also supports Carrier
Aggregation of radio frequencies from a heterogeneous set of spectrum bands and depending on
the spectrum of usage, coexistence with incumbent same-tier users are strictly observed, thanks
to LBT/CSAT and Frame Format adaptation functionalities. Besides the coexistence and carrier
aggregation functionalities, the LMAC 5G_AIV also supports RACH, a 5G random access
scheme, specific to the 5G air interface to which it operates and the other functions include
configuration at real-time, radio resource grid settings, frame format for transmitting and
receiving of control and user traffic. Techniques that allow multiple users to utilize same resource
elements of the radio resource grid, often referred to as Non-Orthogonal Multiple Access
(NOMA) [3-11], is also supported by the LMAC 5G_AIV.

With the diversity of the LMAC entities, QoS of cell edge users will be improved, as a multi-
RAT capable UE could have user traffic and control messages steered on RATS experiencing
lower inter-cell interference. The diversity of LMAC entities increases reliability of transmitting
user traffic and control messages.

Full details on the proposed MAC Framework Architecture can be found in [3-12].

3.4 LTE and 5G RAN interworking

The interworking between different radio access technologies (RATSs) has been on the core
network level and based on inter-RAT hard handovers. In the era of 5G, K-DR#Y: it is aimed
that 5G and evolved LTE shall be integrated on the RAN level in the form of a tight
interworking. The tight interworking can be realized through a dual connectivity (DC), where a
user equipment (UE) can connect to evolved LTE and 5G AIVs (UP and CP) simultaneously. As
also depicted in Figure 3-2, the integration can be realized at the PDCP level. DC can increase
the UE throughput due to UP aggregation and make the connection more reliable via CP diversity.
One disadvantage of DC is that it may be less resource efficient than to be connected only to the
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best cell, since DC will transmit packets also on links with relatively bad quality and, thereby,
taking resources from users who could utilize the link better.

An alternative to DC is Fast UP Switching (FS), where the CP is connected to both AlVs at the
same time but the UP is only transmitted via one of the AIVs. If the CP is connected to both the
LTE access node and the 5G access node, no signaling is required when switching AlV, and the
UP switch can be almost instantaneous. The need on the frequency of the radio link feedback
between AN-I and AN-O, and accordingly the speed of FS depends on the radio frequency and
speed of the UE in order to follow the fast fading. An example set of results are provided in Figure
3-4 [3-10]. It is shown that at low load DC performs better; yet, on the high load FS outperforms
DC since DC is impacted by the increased interference due to the simultaneous connection to two
AlVs.

55 X 108 Video traffic UDP 1.0 Mbps, 3 m/s speed.

ey Duial Conn.
= &4 = Fast UP Switch 20ms

Video user throughput [Mbps]

25|

1.5

0 05 1 1.5 2
No. of users per cell

Figure 3-4: Hierarchical CP Design in 5G RAN

In order to fulfil the stringent 5G requirements, NR is being developed to be operational also at
higher frequencies of up to 100 GHz (i.e., at mm-wave frequencies) where significant bandwidth
resources are available. However, the high frequencies bring new challenges in terms of
availability and reliability as a consequence of the reduced coverage due to increased path loss
and signal blockage. The mm-wave system is expected to extend on the concept of dual
connectivity by i) allowing more than two nodes to be connected, ii) enabling a new bearer type
where the traffic is terminated in the SeNB and split into the MeNB and/or the SeNB, and iii)
enabling a tight interworking between LTE and NR

Although the path loss can be mitigated through the use of narrowed directional beams, this may
aggravate the poor coverage in case the directions of the beams are uncertain. Despite the fact
that NR will eventually support standalone operations, where sufficient mm-wave coverage can
be provided, a tight interworking between LTE and NR will allow a gradual deployment of the
mm-wave RAT and leverage on the incumbent LTE installations infrastructure. For instance,
users with good coverage to both LTE and NR can aggregate carriers from both RATS to obtain
even higher throughputs, while edge users requiring large resources to obtain a modicum of
performance can beneficially be served by LTE. To allow this dynamic RAT selection and
utilization, a harmonized set of procedures in LTE and NR will allow an optimized selection and
smooth transition between them.

To evaluate the impact of utilizing mm-wave access, a system evaluation was performed in a
dense urban deployment consisting of 1442 buildings with heights varying between 16 and 148
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m distributed in a 2x2 km2 area, with the taller building located in the centre, as shown Figure
3-5. The evaluations compare legacy LTE at 2.6 GHz with 40 MHz bandwidth to standalone NR
at 15 GHz with 100 MHz bandwidth, as well as non-standalone deployments with co-located LTE
and NR.in a dense urban deployment consisting of 1442 buildings with heights varying between
16 and 148 m distributed in a 2x2 km2 area, with the taller building located in the as shown Figure
3-5. The traffic is served by a macro network with an inner and an outer layer. The inner macro
layer contains 7 sites deployed on the building rooftops with 200 m inter-site distance and the
outer macro layer contains 28 sites deployed at 30 m height with 400 m inter-site distance. The
traffic is generated by deploying 10000 users distributed uniformly randomly in the area with
80% of the traffic generated inside the buildings. Each user downloads a single packet with a size
depending on the traffic load.

Deployment | Surrounding Macro ‘

Center Macro

198

500
0 500

500 500

Figure 3-5: Network layout for LTE-NR tight interworking simulations [3-13].

To avoid boundary issues from users located near the edge of the simulation area, the evaluation
only considered the performance of users located within the central 1x1 km2. The users outside
this area still generate traffic but are only considered as a source of interference. The end-user
performance of the evaluated systems is illustrated in Figure 3-6.
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Figure 3-6: Simulation results for LTE at 2.6 GHz standalone, NR at 15 GHz standalone,
and non-standalone deployment with LTE at 2.6 GHz and NR at 15 GHz. (a) 5th percentile;
(b) median; (c) 95th percentile user throughput.

As the figure shows, LTE standalone cannot cope with the traffic load and cannot provide 50
Mbps for the 5th percentile users, even at very low loads. For NR standalone, the throughput even
for the 5th percentile is increased thanks to the wider bandwidths. However, when employing
both LTE and NR, the throughput is increased for all users to more than the sum of the two
systems. An explanation for this synergy effect is that in the standalone deployment, all UEs
compete for the same resources while for the non-standalone deployment, the UEs can be served
by whichever system gives the best performance. For instance, for a UE in poor coverage, i.e. a
low signal to noise ratio (SNR), require much more radio resource to transfer the same amount of
data as a UE in good coverage as a more robust modulation-coding scheme (MCS) need to be

Dissemination level: Public Page 59 / 140



5GPPP Architecture Working Group 5G Architecture White Paper

used. Consequently, since the UE in poor coverage require more resources, these resources cannot
be used by other UEs whose throughputs are reduced. In addition, as the UEs with poor coverage
have a reduced throughput, they also take longer time to finish their data transfer, meanwhile
generating interference for the other UEs. This will reduce the overall performance as the signal
to interference plus noise ratio (SINR) reduces. When both LTE and NR are utilized, the UEs
with good coverage to both systems get the benefit of receiving the full capacity of both RATs
while the UEs with poor NR coverage are only served by LTE. These edge users in turn also
benefit from NR as a significant amount of traffic is offloaded from LTE to NR, thus reducing
the traffic load as well as the interference.

3.5 Centralised and distributed RRM

The Radio Resource Management (RRM) is a key component in the 5G network architecture.
The RRM framework proposed here consists of two types of components: the cRRM (centralised
part) and dRRM (distributed part). An adaptation layer interfaces southbound to the upper MAC
layer and northbound to OAM, spectrum manager, and KPI collector. A network operator will
have one or more cRRM entities located typically in a gateway entity of the network, controlling
several hundred cells, whereas the dRRM is located in every cell and will communicate with one
or more cRRMs. The dRRMs can communicate with cRRMs from different operators and in this
way the cell becomes multi-tenanted.

The proposed RRM design is capable of incorporating algorithms from multiple vendors whether
those algorithms are centralized or distributed. Moreover, the proposed RRM framework fully
decouples the underlying algorithms by the introduction of an abstraction layer (AL) and supports
multiple interfaces transparently from the algorithmic point of view. This means that
communications with the entities outside the RRM are the responsibility of the AL. The
framework can also work in Cloud Computing environments, as well as in embedded equipment.

Figure 3-7 shows the proposed RRM architecture where dRRM and cRRM are deployed.

Spectrum Manager cRRM (other operator)
I - - i)
cRRM RRM
[ 1
KPI Collector 2 !
arrm|  CELL| |[4rrm| CELL
OAM/OSS 1
KPIs KPIs
5GRRC 5GRRC
5GRLC 5GRLC
5GMAC 5GMAC

Figure 3-7: RRM overview

The most important design requirements of the framework are:

e The RRM is composed of one cRRM and one or more dRRMs.

e The cRRM is always deployed in a network, even if it is only a gateway between the
Spectrum Manager and the cell.

o The dRRM is always deployed in a cell, even if it is only a gateway between cRRM and
cell layers.

e Cells have only one corresponding cRRM per operator.

¢ dRRMs may be connected with more than one cRRM, but exactly one per operator.
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Decisions taken at cRRM have priority over those taken at ARRM. When the cRRM sends
a new configuration, the dRRM resets its status with cRRM information.

Only the cRRM is capable of requesting data from the Spectrum Manager. Any dRRM
request goes through the cRRM.

Cells support RAN-sharing.

A new interface between cRRMs is provided, to support RAN-Sharing.

SON and current 3GPP RRM procedures are part of the RRM algorithms.

Ready for Cloud Computing, through its flexible degree of distributed processing.

High-level design of the RRM framework

The high-level design of the RRM framework is shown in Figure 3-8 below, where the main
blocks are:

RRM configuration: This module contains the entire RRM configuration required for the
functioning of the system. The configuration module contains all the information related
to the configuration, e.g. how temporal data is stored (in a database or RAM memory),
the allowed protocol interfaces, or the authorized algorithms. This entity contains various
parameters, for example, required IP addresses, algorithm order (when executed in
series), different groups of algorithms to be executed in series, priority of the algorithm
when more than one targets the same issue, etc. The information required for secure
connection to the network is also stored in this module. The RRM configuration is
managed by the OAM, which in turn is controlled by the network operator.

Internal KPI collector: The RRM stores KPIs and reports them to the OSS. The network
manager, usually the operator, will define the required KPIs and the algorithms
responsible for providing the information. The proposed framework provides the
mechanisms to allow algorithm to report their KPIs. The network manager (OAM)
configures the periodicity of KPI reporting for each report as multiple reports with
different periodicity may be requested by the operator.

Message constructor: This entity is responsible for mapping the received data to internal
and external format and forwards it to the algorithms or to other entities respectively.
Main functionalities include validation of received data, avoiding errors into the
framework, inspection if new inputs are relevant or not, and mapping internal messages
into output message and vice versa.

Abstraction layer: manages the physical interfaces and translates physical messages
through its SW abstraction layer. The key idea here is to separate higher functions
(especially cRRM, but also dRRM algorithmic operations) from lower layers (RLC,
HMAC etc.). The AL translates all messages passing through it from a SW abstraction
viewpoint, to HW-specific message primitives for the layers below it.

Interfaces: This entity is in charge of managing the physical interfaces required by
algorithms in the RRM. Every entity connected to RRM requires a specific interface
based on as SCTP or TR-69 transport. All the required procedures to establish and
maintain the interface connection are managed by the Message Dispatcher. Interfaces is
also in charge of validating the received data, avoiding RRM malfunctions. It is important
to note that the validation process over the Interfaces is different from the one that is done
in the Message constructor. The Interface validates the data itself while the Message
constructor validates the content of the message.

Algorithms: In addition to supporting legacy RRM algorithms, new algorithms are
proposed for an optimal spectrum usage. The grouped algorithms run sequentially and
the final result is provided when all the algorithms terminate. Some of the algorithms may
require more data from the system to do their calculations when they receive the start
trigger. The algorithms may be grouped and the framework has the capability to run each
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defined group in parallel. The groups of algorithms or the algorithms themselves are
isolated and, as a consequence, each one will provide the best solution. Artificial
Intelligence (Al) technigues can be deployed to make a final selection.

Requester: is used by the algorithms to get data periodically or on-demand. It does so by
scheduling its periodic request, or by issuing requests when the algorithm runs. The entity
has to be configured and is the network operator the one which knows where the
information is stored. On the other hand, it is the algorithm which knows which data is
required. Therefore, an interface is required between the RRM and the OAM to configure
the Requester.

More details can be found in [3-14].
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Figure 3-8: High-level RRM framework. Note the abstraction layer, a critical component of

the design separating higher-level algorithms from internal components.

Finally, an overview of the new RRM algorithms is given.

Algorithm 1 is designed for efficient licensed-assisted access (LAA) operation in small
cells, based on reinforcement learning. Running in the dRRM, the algorithm chooses the
best-unlicensed channels to use on the downlink based on spectrum availability and the
QoS requirements from the cRRM. Simulations show that there is an improvement in the
worst served UEs.
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Algorithm 2 is used for RAT/spectrum/channel selection based on hierarchical machine
learning. Using dRRM it chooses the best option for the downlink taking into account a
pool of bands and various licensing schemes (licensed/unlicensed/lightly-licensed) and
the need to fulfil certain traffic requirements. The focus in the lightly licensed band of
3.5 GHz spectrum.

Algorithm 3 is Radio resource allocation with aggregation for mixed traffic in a WiFi
coexisted heterogeneous network. It performs load balancing across WiFi and licensed
spectrum. Using knowledge of the available capacity on the unlicensed spectrum it
decides which UEs can use WiFi.

Algorithm 4 is a Fuzzy MADM strategy for spectrum management in multi-RAT
environments. Working on the uplink, a connection manager (CM) is introduced on the
UE side to collect the various components of the context and acts according to a policy
that is remotely adjusted by the network manager. Based on this, a fuzzy multiple attribute
decision making (MADM) implementation of the CM is developed to select the best RAT
for a set of heterogeneous applications.

Algorithm 5 is Co-primary spectrum sharing in uplink SC-FDMA networks. The
algorithm takes into consideration the users’ buffer status and real-time delay constraints,
as well as the operator priorities and the constraints of a realistic LTE system in order to
perform uplink resource allocation in a QoS and energy efficient manner.

Algorithm 6 is Dynamic resource allocation algorithm for the coexistence of LTE-U and
WiFi. The algorithm maximizes network throughput in the multi-operator scenario for
5G mobile systems by jointly considering a licensed & unlicensed band, user association
and power allocation subject to minimum rate guarantee and co-channel interference
threshold.

More details can be found in [3-14].

3.6

3.6.1

Enhanced/new network access functions

Initial access

Initial access refers to a set of CP functions across multiple layers of the RAN protocol stack (e.g.
PHY, MAC and RRC) and, at some extent, the CN / RAN interface as in the case of paging and
state handling. In LTE, some of these functions are synchronization (time and frequency, UL/DL),
Cell Search, System information distribution and acquisition, Random access and Paging.

The initial access solutions aim at handling both the initial access bottlenecks due to massive
connectivity and the service prioritization. The proposed components proposed are:

Group based RACH: The devices are being grouped by the network based on their
mobility and their communication characteristics (e.g., data to be transmitted,
packet delay requirements) for reducing the collision rate. The network schedules
the cluster heads’ transmission opportunities based on their transmission
requirements.

URLLC: Combine preambles transmissions from certain UEs to prioritize service
requests in case of collisions.

The RAN based paging concept benefits from the new Connected Inactive which
allows the network be able to page the UE more accurately (fewer NBs broadcasting
the paging).

5G RAN lean design: With on-demand system information, avoiding always on
reference symbols (self-contained with data) and longer time between
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synchronization signals, the 5G system may sustainably decrease the energy
consumption compared to LTE.

From the evaluation results depicted in Figure 3-9 it is observed that using the group based system
access reduces the collision rate significantly. Additionally, the average initial access delay (i.e.,
random access, random access response, terminal identification, and contention resolution) is
reduced, as shown in Figure 3-9, since the devices are accessing the system with fewer collisions
and thus experience fewer retransmissions.

D4 T T T T T T T T

[ —— LTE re1. 12 |
0.35 ' | —&— Group based RACH )

0.3r - b
0.25 1 - 7

0.2 A ]

Average Collision Rate
A
A
%

0.17F B 1 |
0.05 ___:,.:-_-Jg;j'_"____%r--- _

1 2 3 4 il 4] T B 9 10
Number of Devices x10*

Figure 3-9: Group-based initial access gains in terms of average collision rate decrease
[3-1]

L ow frequency assisted initial access

The initial access process comprises the three tasks of downlink timing and frequency
synchronization, system information acquisition and uplink timing synchronization. During initial
access a UE has to establish a RRC connection with the corresponding mm-wave AP. The
performance of this procedure directly impacts the user experience. Therefore, on PHY layer a
beam alignment must be achieved within short time. Exploitation of the limited a-priori
information on the preferred transmission direction at both ends of the link will support this. In a
non-standalone deployment, i.e., a heterogeneous network, as the one illustrated in Figure 3-10,
where mm-wave small cells are located within the coverage area of a macro cell operating at low
frequency, low frequency RAT assistance can improve initial access performance significantly.
Especially UE power consumption and latency can be reduced.
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Figure 3-10: Low frequency-assisted initial access to a heterogeneous network.

In the following, the three mentioned tasks of low frequency RAT assistance are highlighted.

Downlink synchronization

For downlink synchronization the UE exploits synchronization signals transmitted by the AP.
These are in particular time-frequency resources with a certain periodicity, which allow
acquisition of symbol, slot and sub-frame timing. After achieving that, the UE is able to obtain
the cell ID. If the UE is located in a low frequency RAT coverage area, the low frequency RAT
can transmit information about frequency and cell IDs of mm-wave small cells within its coverage
area, by e.g., dedicated signalling to the UE. With this signalling, the UE does not need to perform
an exhaustive search over the whole small cell ID space, but it only tries to detect the signalled
cell IDs. As a consequence, the UE power consumption for downlink synchronization is

significantly reduced.

System information transmission

The second task of the initial access procedure is to acquire the system information which
provides all the essential information for accessing the network to the UE. The coverage of the
system information determines the coverage of the cell. Some of the system information
components, e.g. the system frame number, are changing fast on the basis of one or several mm-
wave RAT frames. Other system information components vary relatively slowly, so information
about system bandwidth, random access resources, paging resources and scheduling of other
system information components is typically semi-static. For this reason, it can be energy efficient
to convey some of the slowly varying system information by exploiting the existing low frequency
RAT. The fast changing system information components, however, need to be transmitted by the

mm-wave RAT.

Uplink synchronization

It is important that efficient uplink (UL) data transmission in the mm-wave RAT is supported as
well, especially for “UL data traffic dominant” use cases, e.g., uploading content, such as high-
resolution videos to social media during sports events, concerts etc. UL synchronization needs to
be achieved prior to any UL packet transmission to ensure that all the co-scheduled UEs’ UL
signals are time-aligned at the eNB. A RACH procedure, similar to that standardized in LTE can
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be used. Based on the RACH preamble transmitted by the UE, the eNB can determine the timing
advance value for the UE. The radio resources for the preamble transmission are typically part of
the system information and such system information can be signalled by the low frequency RAT.
This can be viewed as a basic assistance to the UL synchronization. To ensure a certain UL
preamble coverage, if several preamble formats are supported by the system, the low frequency
RAT can signal a particular preamble format to the UE in order to realize the network assisted
preamble format selection. In case of contention free RACH, the low frequency RAT can signal
the exact preamble sequence to be used by the UE.

During the LTE-like RACH procedure, the RACH response signal can be also transmitted by the
low frequency RAT. In addition to the above mentioned options for UL synchronization
assistance, the low frequency RAT may also offer assistance to the possible beam alignment
operations during the initial UL synchronization procedure.

3.6.2 Dynamic Traffic Steering

The RAN design presented in Section 3.1 enables certain network functions to operate on a faster
time scale in 5G than in legacy systems. On this basis, traffic steering may not be performed
in the form of hard handover on radio resource control (RRC) level between different RATS
(e.g., between 3G and 4G) or access nodes, but could be done in a much more agile way and
on a faster time scale on lower protocol stack layers. The resultant dynamic traffic steering
exploits multi-connectivity (see Section 3.3) and applies traffic flow adaptation on a faster and
possibly synchronous time scale. To this end, QoS requirements of the traffic flows are fulfilled
considering the real-time radio link conditions pertaining to different AlVs serving the UE. For
instance, relative unpredictability of the radio links especially on the higher frequency bands
needs to be taken into account when considering high-priority traffic flows, as depicted in Figure
3-11 [3-10]. Current LTE radio link failure detection and recovery mechanisms would take
several seconds in order to re-establish the radio bearer, and since this is unacceptable for high-
priority traffic, the dynamic traffic steering framework will ensure that the QoS policies received
from the 5G core network (CN) are successfully enforced. Some example results are shown in
Fig. 3.w, where normalized delay can be improved relative to hard handovers as in legacy (see
subfigure b) and, by employing packet duplication, SINR can be increased particularly in the low
regime, which can improve the cumulative link reliability (see subfigure c).
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Figure 3-11: Dynamic Traffic Steering framework (a), delay gains (b) and reliability
increase in terms of SINR gains (c).
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3.6.3 RAN Moderation

While it is foreseen that traffic will increase massively in 5G networks, a key element to allow
sustainability of future systems is that the absolute energy consumption in cellular networks
should not increase as compared to today. Accordingly, the energy-efficient network operation
can be attained by moderation of RAN access nodes, i.e., the optimal active-mode operation,
with the help of QoS and channel quality awareness. The energy saving gains of the moderated
network is obtained thanks to the envisioned lean system design of 5G, which enables the access
nodes to enter sleep mode longer when there is no traffic to be served. An example consideration
is illustrated in Figure 3-12 [3-12], where we consider the RAN network to also include self-
backhauling (sBH) nodes where access and backhaul links are provided using the same 5G radio,
possibly using the same frequency band for operation. The coordination is achieved when each
sBH node informs the aggregation node (see AN-O in Section 3.1) about the intended sleep
decision and about the time periods where it would be in sleep mode. The aggregation node can
also enter sleep mode in a synchronized manner along with the sBH nodes. Clear power
consumption gains are shown in Figure 3-12. Therein, for LTE, we assume the presence of fiber
access links without sleep modes. For the 5G-gNB with dedicated backhaul (BH) link, we assume
similar BH architecture, with the Gigabit Passive Optical Network (GPON) sleep mode power
consumption.

RAN moderation framework [3-10] also includes mechanisms exploiting coordination
approaches like joint transmission so that the number of cells that should be activated to satisfy
the existing traffic can be reduced. Furthermore, mobile access nodes, e.g., vehicular nomadic
nodes integrated into cars, within a dynamic radio topology can be activated or deactivated on-
demand to cope with changing traffic conditions over time and space.
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Figure 3-12: RAN moderation framework considering sBH nodes with normal operation (a),
optimized coordinated operation (b), and achievable power consumption gains via
optimized operation (c). Sleep modes 1 - 4 indicate the level of power savings that could
be achieved at the BS, depending on the available sleep mode duration (0.071 — 1000 ms).

3.6.4 Cell clustering

During recent standardization efforts in 3GPP, it has been agreed that NR will support two
different levels of mobility, namely RRC driven and mobility without RRC involvement [3-15].
For the RRC driven mobility, the handover procedure will be similar to LTE, where the UE reports
measurement on serving and neighbour cells when the measurements fulfil certain criteria e.g.
neighbour cells is offset better than serving cell. The network can then reconfigure RRC in the
UE to perform a handover to a target cell. For the mobility without RRC involvement, the
measurements are handled at PHY or MAC layer based e.g. on channel-state information
reference signals (CSI-RS) or channel quality indicators (CQI). The UE will then be configured
to select a specific beam which may come from an AP different from the serving AP. 3GPP has
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recently agreed to standardize a protocol split with a centralized PDCP and distributed
RLC/MAC/PHY [3-16], it would be possible to maintain a single PDCP entity in one gNB while
switching the RLC/MAC and PHY from one transmission/reception point (TRxP) to another. This
protocol split also allows for arranging UE-specific base station clusters [3-17]. The cluster will
consist of at least two APs, where one of the APs is designated as cluster head (CH). The CH
terminates the control plane and an interface to the CN, and can configure which other APs should
be included in the cluster. All cells in the cluster transmit reference signals (e.g. CSI-RS) in beams
for the UE to measure on. The UE then reports the quality of the measured beams, either directly
to the CH, or via another AP which forwards the measurement reports to the CH. Based on the
measurement reports, the CH can switch between beams from different AP, only relying on PHY
layer beam management and beam refinement procedures.

Since the availability and configuration of the base station cluster is transparent to the UE, the UE
will not be aware of which AP is the CH, or which neighbouring cells are included in the cluster
and which are outside the cluster. Instead, the UE will measure on all the beams it detects of the
configured measurement objects. The network can then decide whether multiple APs should be
prepared to serve the UE, based on transport capacity between the nodes, as well as processing
and storage capacity of the target node.

To ensure connectivity within the cluster, it may be necessary to rely on the wide area coverage
of low-frequency RATS, e.g. LTE-A, when the mm-wave RAT has limited reliability e.g. due to
signal blockage. The lower frequency can then relay traffic and control signals from the CH to
the UE, and assist in intra-cluster mobility. This makes strong connection between inter-frequency
multi-connectivity and mm-wave clustering. Additionally, the mm-wave access clustering is
expected to work even with wireless self-backhauling, where the nodes may relay traffic using
the mm-wave air interface. However, this may introduce additional latencies in the system which
needs to be considered.

3.6.5 Mobility Management

Mobility in the 5G framework needs to cover use cases with active users in RRC Connected state
and low activity users in RRC Connected Inactive state and in RRC Idle state. In addition, 5G
must support the tight interworking between LTE and 5G (NR) for mobility users (see Section
3.4).

The 5G mobility framework consisting of several new methods including UE autonomous
mobility, make-before-break handover and mobility concepts for URLLC.

Centralization of the UE AS context, RRM, and multi-connectivity have potential to
improve the efficiency of various Connected Inactive and Connected state mobility and
multi-connectivity procedures. Inter-RAT mobility between LTE and 5G allows seamless
inter-RAT mobility and multi-connectivity by anchoring the RAN/CN interface to the LTE
or 5G network node. Inter-RAT mobility can support UEs in both RRC Light Connected in
LTE and RRC Connected Inactive in 5G state thus allowing low energy dissipation and fast
state transition to Connected state from either of the systems in inter-working scenarios.
Finally, UE context information is used to enhance the accuracy of mobility prediction
enabling a uniform service experience for the user, even in deep shadow regions or coverage
holes. User profiles are used for predicting the future network requirements. This approach
reduces the signalling cost for context information transfer.

In addition, efficient mobility management in the mmWave RAT is required for a seamless
service experience for users on the move. As the mmWave RAT supports multi-connectivity
(between different mmWave nodes or inter-RAT between mmWave RAT and LTE-A), the
mobility management should support the required coordination between the nodes even

when the transport network to which they are connected is capacity-limited or adds up latency.
As previously outlined in Section 3.6.4, mmWave AP clustering is instrumental to support
mobility ina mmWave RAT. Intra-AP beam switching from one beam to another within a cluster
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can be supported by UE measurement feedback and direct communication between UE and AP
on the beam switch. In case of inter-AP beam switching, the report will be forwarded to the cluster
head from the current serving AP. The cluster head will request the target AP for beam switching.
If positive feedback is received from the target AP, the UE will be eventually informed (via cluster
head and serving AP) to switch its beam and will be served via target AP after the switch. In case
of inter-RAT handover, the maximum data rate supported by the technology and expected rate
fluctuations (as a result of a handover) may be shared as cross-layer information with application
level services to avoid frequent rate variations, impacting the end user QoE.

3.6.6 Self-backhauling

A further step of wireless backhauling is self-backhauling, which refers to a set of solutions to
provide technology- and topology-dependent coverage extension and capacity expansion utilizing
same frequency band for both backhaul and access links, as shown in Figure 3-13. Self-
backhauling provides an efficient way to combat infrastructure constraints especially in dense
network deployment, where access to fibre may be limited to only some APs. However, self-
backhauling also brings challenges to the radio resource management (RRM) between backhaul
and access links, which leads to joint backhaul and access RRM optimize system efficiency.

Core
Network

T Self-Backhauled Node

: M
|

/Néjewith \

dedicated backhaul

Figure 3-13: Concept of Self-backhauling

The joint optimization problem is mathematically decomposed into transmission link scheduling,
transmission duration and power allocation governed by a set of constraints. The scheduling and
resource allocation algorithm is further proposed to exploit space division multiple access
(SDMA) that allows non-conflicting links to be transmitted simultaneously. The proposed
solution exploits self-backhauling within a unified backhaul/access optimization framework. In
the following, we describe the framework assuming non-standalone deployment. However, this
can be also applicable to a standalone network with internode coordination. See [3-18] for more
details of the optimization problem and the proposed algorithm.

Here, we assume backhaul and access links share the same air interface, and all network elements
(including BS, APs and UES) are equipped with directional steerable antennas and can direct their
beams in specific directions. The BS processes transmission link scheduling and adjusts
transmission duration and power on both backhaul and access links. Figure 3-14 shows an
example of considered HetNet.
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Figure 3-14: lllustration of a HetNet with mm-Wave wireless BH and access

Monte Carlo simulations are used to evaluate the efficiency of the proposed algorithms in
enhancing user throughputs. For the evaluation, we consider a HetNet deployed under a single
Manhattan Grid, where square blocks are surrounded by streets that are 200 meters long and 30
meters wide. One BS and four APs are located at the crossroads. 100 UEs are uniformly dropped
in the streets. Channel model is consistent with [3-19].
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Figure 3-15: Comparison of user throughputs for carrier frequency of 28GHz and
bandwidth of 1GHz: (a) edge/average user throughputs for 100 users; (b) average user
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Figure 3-15(a) shows the simulation results of user throughput at carrier frequency of 28 GHz and
bandwidth of 1 GHz. Here, cell edge user throughput is defined as 5-th percentile point of the
cumulative distribution function of user throughputs. Compared to the benchmark TDMA
scheme, our proposed algorithm provides considerable improvement in both edge user throughput
and average user throughput due to exploiting spatial multiplexing that allocates more time
resources to each link in the network by allowing multiple links to transmit concurrently. Figure
3-15(b) shows the simulation results of average user throughputs for different numbers of users
in the network. On one hand, as expected, increasing the number of users reduces average user
throughput due to limited bandwidth. However, enabling space dimension still achieves high user
throughput in the case of 300 users, and provides significant improvement compared to the
benchmark scheme. On the other hand, as user density increases, gain of proposed scheme to
TDMA scheme also grows (604 percent, 614 percent and 623 percent by the proposed algorithm
against TDMA for 100, 200 and 300 users, respectively). This is mainly because with the
increasing number of users, allocable slots for each link in TDMA scheme are limited and become
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dominant factor in determining user throughputs, consequently user throughputs benefit more
from the spatial multiplexing gain.

3.7 References

[3-11 METIS-II project Deliverable “D6.2 Final asynchronous control functions and overall
control plane design”, April 2017.

[3-2] METIS-II project Deliverable “D2.4 Final air interface harmonization and user plane
design, April 2017.

[3-3] I. Da Silva et al, “Tight integration of new 5G air interface and LTE to fulfil 5G
requirements”, 2015.

[3-4] 5GPPP 5G Architecture — (White Paper) Updated July 2016, https://5GPPP.eu/white-
papers/

[3-5] METIS Il project Deliverable D2.2 “Draft overall 5G RAN design,” https://metis-
ii.5GPPP.eu/documents/deliverables

[3-6] 3GPP TS 36.300 “LTE; Evolved Universal Terrestrial Radio Access (E-UTRA) and
Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description;
Stage 2,” Version 13.3.0 Release 13.

[3-7] SPEED-5G project Deliverable D5.1, “MAC Approaches with FBMC and Simulation
Results (First Version)”, ICT-671705, H2020-1CT-2014-2, December 2016.

[3-8] SPEED-5G project Deliverable D3.2, “SPEED-5G enhanced functional and system
architecture, scenarios and performance evaluation metrics”, ICT-671705, H2020-ICT-
2014-2, June 2016.

[3-9] METIS-II project “56G RAN Architecture and Functional Design White Paper,”
https://metis-ii. 5GPPP.eu/wp-content/uploads/5GPPP-METIS-11-5G-RANArchitecture-
White-Paper.pdf.

[3-10] METIS Il project Deliverable D5.2 “Final Considerations on Synchronous Control
Functions and Agile Resource Management for 5G”, https://metis-
ii.5GPPP.eu/documents/deliverables

[3-11] A. Benjebbour et al., “Non-orthogonal Multiple Access (NOMA): Concept,
Performance Evaluation and Experimental Trials”, 2015

[3-12] SPEED-5G project Deliverable D5.2, “MAC approaches with FBMC (final)”, June
2017, https://speed-5g.eu.

[3-13] F. Athley, S. Tombaz, E. Semaan, C. Tidestav, A. Furuskér, ”Providing Extreme
Mobile Broadband Using Higher Frequency Bands, Beamforming, and Carrier
Aggregation”, in Proc. of IEEE IEEE International Symposium on Personal, Indoor and
Mobile Radio Communications (PIMRC), September 2015.

[3-14] SPEED-5G project Deliverable D4.2, “RM framework and modelling”, ICT-671705,
H2020-1CT-2014-2, April 2017, https://speed-5g.eu.

[3-15] 3GPPP TR 38.804, “Study on new radio access technology Radio interface protocol
aspects,”

[3-16] R3-171287, “Status of Higher-Layer Functional split between Central and Distributed
unit,”

[3-17] mmMAGIC project Deliverable D5.1 “Initial multi-node and antenna transmitter and
receiver architectures and scheme,” https://5g-mmmagic.eu/results/

[3-18] Y.Li,J. Luo, W. Xu, N. Vucic, E. Pateromichelakis, and G. Caire, “A joint scheduling
and resource allocation scheme for millimetre wave heterogeneous networks”, in proc.
of 2017 IEEE Wireless Communications and Networking Conference (IEEE WCNC
2017), San Francisco, CA, USA, Mar. 2017.

[3-19] M. R. Akdeniz, Y. Liu, M. K. Samimi, S. Sun, S. Rangan, T. S. Rappaport, and E.
Erkip, “Millimeter wave channel modeling and cellular capacity evaluation,” Selected
Areas in Communications, IEEE Journal on, vol. 32, no. 6, pp. 1164-1179, 2014.

Dissemination level: Public Page 71 /140


https://speed-5g.eu/
https://speed-5g.eu/
https://5g-mmmagic.eu/results/

5GPPP Architecture Working Group 5G Architecture White Paper

4 Physical Infrastructure and Deployment

This section considers the physical infrastructure and deployment for 5G mobile radio networks.
The physical infrastructure comprises the interconnection network between the different 5G
clouds which is now expressed referring to the distance between the user and the place where the
function is executed. The central cloud will be connected to many EDGE clouds via backhaul
network. The EDGE clouds, placed at maximum 20Km to the user, will be connected to the
antenna site via fronthaul network.

The Mobile access EDGE computing enhances the infrastructure through the deployment of
functionality like Traffic Offload Function able to execute services in the EDGE and well adapted
to the RAN measurements or situation (congestion, interference, etc.). This functionality is
dependent on the way the Cloud RAN is designed and split is implemented. This is described in
Section 4.1.

The implemented split in the Cloud RAN depend on a set of parameters: supported services,
services requirements, technology of the fronthaul and the backhaul, the used protocol in the
fronthaul and backhaul, etc. In section 4.2, we describe the unified data plane architecture
including FH/BH traffic and an evaluation of the benefits of a 5G infrastructure supporting FH
and BH, i.e. end user, services.

The Physical infrastructure plays an important role in the deployment and execution of services.
From this perspective, monitoring of platform and services is critical for 5G networks in order to
provide and assure a desired service performance level during the lifecycle of the services. In
section 4.3, the monitoring workload performance is described.

The 5GPPP phase 1 results do not cover all the challenges related to the physical infrastructure
and the deployment. A set of problem are in the track of many projects in phase 2. One can cite,
the workload prioritization and network slicing, Lifecycle of infrastructure, Accountability/
Authorisation/Billing, Infrastructure security, etc.

4.1 Physical infrastructure improvements

Multi-access Edge Computing (MEC), which formerly stood for Mobile Edge Computing, offers
application developers and content providers cloud-computing capabilities and an IT service
environment at the edge of the mobile network. This environment is characterized by ultra-low
latency and high bandwidth, as well as real-time access to services that can be leveraged by
applications. Examples of these services are, radio network information or location.
MEC provides a new ecosystem and value chain. Operators can open their networks edges, e.g.
Radio Access Network (RAN), to authorized third-parties (e.g. app providers), allowing them to
rapidly deploy innovative applications and services towards the subscribers, enterprises and
vertical segments.
Multi-access Edge Computing will leverage new vertical business segments and services for
consumers and enterprise customers. MEC Use cases include, among others:

* Video analytics

» Location services

* Internet-of-Things (10T)

*  Augmented reality

»  Optimized local content distribution and

» Data caching
It uniquely allows software applications to tap into local content and real-time information about
local-access network conditions. By deploying various services and caching content at the
network edge, core networks are alleviated of further congestion and can efficiently serve local
purposes.
One of the important features in the MEC is the Traffic Offloading Function (TOF) enhancing
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the infrastructure to be able to re-route the traffic from a global view to a local view.

The TOF has three data-plane interfaces (BBU, Serving GW and Apps) and a single control
interface (API). The data-plane carries user-data to/from the respective elements it connects. The
BBU is the virtual radio access, the Serving GW is a data plane EPC element, and Apps are
running at the edge cloud and require access to the data plane.

The data-plane interfaces should be seen as network adapters. Although there are three interfaces
in the data-plane, the two that connect to the BBU and Serving GW can be merged into a single
network adapter that connects to the S1 interface.

The tight relationship between the MEC and RAN is dependent on the way the RAN is deployed
or splitted between the Remote Unit and the Central Unit called also EDGE cloud.
The split option impacts the fronthaul network which is analysed below.

The allocation of functions between the RU and CU, i.e., the functional split, has a major impact
on the transport network and the corresponding NGFI requirements regarding data rate, latency
and synchronization, and by the way to the information accessible by the MEC. Figure 4-1 depicts
a generic RAN signal processing chain of a mobile network. In principle, the split between RU
and CU may be between any of the blocks depicted. We focus on three functional splits, which
are capturing the most relevant trade-offs, denoted as A, B, and C in Figure 4-1. In general, splits
higher up in the processing chain offer less centralization gains in terms of RRU size and
cooperative processing, while reducing the requirements in terms of fronthaul data rate, latency,
and synchronization. In Figure 4-1, split A places antenna processing in the RU, thus achieving a
scalable way to accommodate 5G technologies such as Massive-MIMO into current C-RAN
architectures based on CPRI. Split B is based on the transport of frequency domain symbols,
which, unlike CPRI, varies according to cell-load and enables statistical multiplexing gains.
Finally, split C represents an upper-MAC, or PDCP-like split, and may represent backhaul type
of interfaces. The interested reader can found a detailed analysis of these functional splits in [4-
6].
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Figure 4-1: Functional split options
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4G 5G
Parameter: Symb |-y Low | High
ol LTE | Sub-6 | mmWa | mmWa

ve ve
Carrier Frequency fc | GHz | 2 2 30 70
Channel Size sw | M7 20 | 100 | 250 | 500
Sampling Rate fs | MH 3%7 150 | 375 | 750
# Antennas Ny | - 4 96 128 256
# ADC/DAC chains/ layers N, - 4 16 12 10
Overhead (control, line coding) Y - 1.33 1.33 1.33 1.33
Quantizer resolution time domain Nor | Bit | 15 15 12 10
Quantizer resolution frequency domain | Nor | Bit 9 9 8 7
Modulation order Myes | - 64 1024 256 64
Max. code rate Remes| - 0.85 | 0.85 0.85 0.85
Frame duration T | Ms 1 1 1 1
FFT size Nppr | - | 2048 | 2048 | 2048 | 2048
# Active subcarriers Nscace) - |1200| 1300 1300 1300
# Data symbols per frame Ng,, - 14 70 150 300
Peak utilization U - 1 1 1 1
Resulting requirements:
Channel coherence time at v=3 km/h Tes ms 76;.1 7(;1 5.08 2.18
Channel coherence time at v=50 km/h | T.5, | ms | 4.57 457 | 0.30 0.13
Channel coherence time at v=500 km/h | Tz 500 | Ms | 0.46 | 0.46 0.03 0.01
Delay accuracy T; ns 65 13.33 5.33 2.67
Peak data rate Split A Dy G;)p 4.9 95.8 143.6 199.5
Peak data rate Split B Dg Gsp 1.6 34.9 49.8 72.6
Peak data rate Split C D¢ Gg’p 046 | 165 | 212 | 265

Table 4-1: Parametrization of considered 5G RANs [4-6].
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Dimensioning Peak Requirements

Following the parametrization of three considered 5G-RATS in Table 4-1, the peak requirements
per cell of these 5G RATSs are summarized at the bottom of Table 4-1 and are illustrated in Figure
4-2. Note that while the parameters of 5G RATS are currently not standardized, the numbers
provided are a realistic outlook to the transport requirements if the RATSs discussed are indeed
implemented. Note for example that the data rate given for Split C is between 16 and 26 Gbps.
Considering that Split C is close to the data rates experienced by the user, but still includes MAC
and transport overhead, these data rates are in line with the capacity of up to 10 Gbps considered
for 5G. Looking at the delay accuracy and channel coherence times, we can see that they differ
by orders of magnitude depending on the different RATs. This already indicates that future
transport networks will have to deal with a large variety of requirements.

For the lower functional splits, the data rates range from 35 to almost 200 Gbps per cell. However,
these are peak requirements. We have already remarked that a key benefit of Splits B and C is
that the associated transport data rates scale with the actual utilization of resources on the access
link. Thus, when using these splits, dimensioning the transport network according to peak data
rates is not efficient in most cases. Instead, the NGMN Alliance has derived guidelines for
dimensioning transport networks based on busy hour utilization, which leverage the statistical
multiplexing occurring in practical networks [4-4].

m4G LTE 3G sub-6 GHz  wm5G low mmWave  ®m5G high mmWave

1000.00 1 100,00 70 -

@ 2

oy 8 60

o .8 Z

2 10000 2 10.00 = 50

2 = o

a3 o

= :J = 40 T

=z 10,00 2 100 - 5

3 5 230

:‘; 1.00 _: 0,10 - S E‘,EU

] =

=9 § ]U N
0.10 : : v 0.0l 0 -

SplitA Split B Split C 3 km/h 50 km/h 500 km/h

Figure 4-2: Peak 5G FH data rate, channel coherence time and delay accuracy
requirements

Dimensioning based on Live Network Measurements

The values reported in Figure 4-2 do not account for the statistical multiplexing gains often
encountered in real networks, and which are the main motivation to use Splits B or C. To this
effect, we combine the 5G RAT configurations from Table 4-1 with real downlink measurements
from a real-life LTE network. The measurements were collected from 10 LTE sites with C=33
cells in total, covering an area of about 2.5 km? in downtown Athens, Greece. 27 of the 33 cells
utilize 20 MHz bandwidth, while the other 6 cells utilize 10 MHz. The measurements were taken
on a 15-minute-basis for a time-period of 15-days.

While these measurements are based on a 4G network, we assume that similar traffic patterns will
be observed for the mobile broadband use-case of 5G. However, to model 5G we scaled the
empirical load measured in the 4G network as described in the following. We assume that each
user has an average traffic demand of D_5G=300 Mbps as recommended for the downlink by the
NGMN alliance for broadband access in dense areas in [4-4] and that the spectral efficiency of a
5G network would be approximately 5 times higher than in a current LTE network. Accordingly,
the load projection for a 5G network is defined as:
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Dsg
Diax(c,t) /Nyg(c, ) - 5

1 (c,t) = ulc,t)

Hereafter we will use two load scenarios to study the requirements of 5G networks. The measured
utilization in the 4G network as p (“Low load scenario”), and the scaled utilization p' (“High load
scenario”). We expect the real requirements of a 5G network to lie between these two scenarios.
In order to dimension the transport network appropriately, we need to consider the busy hour
traffic, which in our live network is found to be from 12:15 h to 13:15 h. Consequently, a busy
hour MCS distribution was calculated as the average MCS distribution in that hour, which is
depicted in Figure 4-3(a). Note that MCS 10 and 17 are very close to their adjacent MCS in terms
of spectral efficiency and are hence not utilized in this network. Finally, the loads of all cells
observed in the busy hour were used to accumulate a discrete busy hour load distribution
illustrated in Figure 4-3(b).
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Figure 4-3: MCS distribution in the busy hour, and resulting load CDF distributions in the
high load and low load scenarios

To fully benefit from the statistical multiplexing that occurs when multiple cells are aggregated
under a single transport link, we need to consider a certain outage rate. For example, transport
networks are typically dimensioned to guarantee a certain percentile, e.g. the 95th percentile
Q_95, i.e., the offered traffic can be transported without queueing with a probability of 95%.
Figure 4-4 illustrates the resulting capacity to be deployed in aggregation networks for the
different functional splits, RATs and for both the high load and low load scenarios. We give the
capacity of up to 1000 cells, which we consider to be the approximate order of magnitude for the
number of cells in a single large city.

First, note that according to the overall increase in data rates considered for 5G networks, the
transport data rates are also expected to increase by order of magnitude and can easily reach the
Thbps range. However, the introduction of the lower functional Splits B and C can mitigate this
effect, and statistical multiplexing can further reduce the required capacity by almost 10 times as
seen in Figure 4-4. The degree of statistical multiplexing gain depends on the number of
aggregated cells but shows already high values for a few dozens of cells. In addition, Split C,
which exhibits the highest variability of per-cell traffic due to its dependence on both the overall
load and the utilized MCS, shows the highest gains, while the static rates of split A do not offer
any statistical multiplexing. These factors need to be considered in the design of future transport
networks in order to make them economically feasible.
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Figure 4-4: 5G Transport data requirements for the low and high load scenarios, functional
splits and 5G RANs

4.2 Physical access network

In order to achieve the required 5G data rates, extensive support for novel air interface
technologies such as Cooperative Multipoint (CoMP), Carrier Aggregation (CA) and Massive
MIMO will be needed. Such technologies require processing of information from multiple base
stations simultaneously at a common centralized entity and also tight synchronization of different
radio sites. Hence, backhaul and fronthaul will have to meet the most stringent requirements not
only in terms of data rates but also in terms of latency, jitter and bit error rates. The first subsection
presents the unified data plane architecture including FH/BH traffic. The second subsection
evaluate the benefits of a 5G infrastructure supporting FH and BH, i.e. end user, services

Integrated fronthaul and backhaul networks

Figure 4-5 shows a unified data plane architecture, including circuit- and a packet- switched paths,
for the integrated fronthaul and backhaul networks, namely Crosshaul networks. This two-paths
switching architecture is able to combine bandwidth efficiency (through statistical multiplexing
in the packet switch) while deterministic latency is ensured by the circuit switch.
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Figure 4-5: Data plane architecture [4-1]

The fundamental block of the data plane architecture is the XFE (Crosshaul Forwarding Element)
that, in the most general implementation, is a multi-layer switch, made up of a packet switch
called the Crosshaul Packet Forwarding Element (XPFE) and a circuit switch called the Crosshaul
Circuit Switching Element (XCSE).

The packet switching path is the primary path for the transport of most delay-tolerant fronthaul
and backhaul traffic, whereas the circuit switching path is there to complement the packet
switching path for those particular traffic profiles that are not suited for packet-based transporting
(e.g. legacy CPRI or traffic with extremely low delay tolerance) or just for capacity offloading.
The modular structure of the switch, where layers may be added and removed, enables various
deployment scenarios with traffic segregation at multiple levels, from dedicated wavelengths to
VPN, which is particularly desirable for multi-tenancy support.

The radio access units (the green blocks in Figure 4-5) support flexible functional splits, with
some functions of the access interface virtualized and placed at the cell site, and their
complementary functions virtualized and pushed to the baseband processing nodes. The fronthaul
interface between the remote access unit and the central access unit for a base station can be any
existing or new interface, such as CPRI or future packet based fronthaul interfaces.

Although it is not made explicit in Figure 4-5, some aggregation may be performed by the radio
units before interfacing the XFE in order to decrease the number of data flows, increase the bit
rate on the XFE ports and simplify the XFE implementation. The first example is provided by a
cascade of RRHs, where CPRI traffic is added and time-multiplexed at each RRH. In the second
example, client signals at different radio carrier frequencies are multiplexed in a RoF system and
the aggregate signal is converted from analogue to digital.

The radio units are connected to the XFE by means of adaptation functions (AFs) that perform
media and protocol adaptation. The purpose of the adaptation function AF-1 is media adaptation
(e.g. from air to fibre) and translation of the radio interface (CPRI, new 5G fronthaul packet
interfaces, Ethernet used in backhaul links, mmWave/802.11ad frames, analogue radio over fibre,
etc.) into a Crosshaul Common Frame (XCF), that interface the XPFE. Similar to AF-1, the
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adaptation function AF-2 maps the radio interface into the protocol used by the XCSE, e.g. OTN
or the simpler circuit framing protocol. The XCF is a packet interface based on an evolution of
the Ethernet MAC-in-MAC standard, namely Provider Backbone Bridge Traffic Engineering
(PBB-TE) [4-2], adding mechanisms to deal with time sensitive applications. The XPFEs talk to
each other using the XCF. XCF is also the interface between XPFE and Crosshaul Processing
Unit (XPU), the virtualized unit in charge of hosting baseband processing and other virtual
functions. An adaptation function, AF-4, could be needed.

The XPFE may be connected to the XCSE, through the adaptation function AF-3 that maps the
XCF into the protocol used by the XCSE. As a further advantage, this connection can be used to
offload the XPFE, avoiding overload situations and therefore decreasing the probability of
discarded packets. Another adaptation function, AF-5, will also be necessary if pre-existing BBUs
needs to be interfaced with 5G XPUs.

The XPFE consists of a common switching layer that supports the XCF format in the packet
switching path across the various traffic types (of fronthaul and backhaul) and the various link
technologies in the forwarding network [4-1]. The XCF is a frame format which defines how the
frames in the common switching layer look like. The corresponding control of the forwarding,
i.e. which frame is forwarded by an XPFE in which way is defined in the SDN controller.
Especially when using an existing frame format such as Ethernet or MPLS, this does not imply
that the XFEs have to understand all the related control protocols, the control of forwarding
remains is managed by control plane. This is in line with the SDN approach, where all control
aspects are moved to a logically centralized controller.

Different protocol stacks for deploying networks for LTE backhaul traffic have been described in
[4-9]. Depending on the physical topology different protocols can be used for deployment of the
backhaul network. In case of LTE, the backhaul traffic is IP-based. Depending on the functional
splitand its implementation, fronthaul traffic can be also IP-based, see [4-10]. Therefore, the XCF
has to support a larger variety of services to transport different fronthaul and backhaul traffic

types.

The XCF has to contain enough information in the frame headers to enable the XPFEs to fulfill
their task as a common switching layer for both fronthaul and backhaul traffic. Obviously,
different functional splits, as well as multiple tenants, have to be supported. To enable the
migration to the future 5G transport network, it must be possible to interact with legacy devices.
A frame format based on MPLS, specifically on MPLS-TP, is a viable alternative as XCF format.
A comparison of them is studied in [4-11], however no clear advantages or disadvantages of
MAC-in-MAC or MPLS-TP as XCF have been identified.

The MAC-in-MAC header contains a new Ethernet header with MAC addresses, a B-TAG
(Backbone VLAN Tag) to support VLANS, and an I-TAG (Backbone Service Instance Tag) to
support further service differentiation. The outer MAC addresses are used to address the XPFEs.
The destination B-MAC address is the MAC address of the XFE to which the tenant device,
identified by C-Dest address, is connected. The B-VLAN tag contains the VLAN-ID in the
provider network as well as the priority code points (PCP) used to prioritize the packets
appropriately. The PCP and DEI values of the I-Tag are redundant to the ones in the B-Tag and
are not used in 5G-Crosshaul. The UCA (Use Customer Address) is used to indicate whether the
addresses in the inner header are actual client addresses or whether the frame is an OAM frame.

Benefits of a 5G infrastructure supporting FH and BH

A suitable data-plane for the 5G transport involves converged optical and wireless network
domains that can support both transport and access. In the wireless domain, a dense layer of small
cells can be wirelessly backhauled to macro-cells through mm-Wave and sub-6 technologies.
Alternatively, the proposed architecture allows connecting small cells with a CU through an active
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optical network. This adopts a hybrid approach combining a dynamic and elastic frame based
optical network solution with enhanced capacity WDM PONSs, to support the increased transport
requirements of 5G environments in terms of granularity, capacity and flexibility. It should be
noted, that this design is featured in the 5GPPP version 1 architectural vision [4-5].

Although the adoption of the C-RAN concept can overcome traditional RAN limitations, it
introduces the need to support new operational network services (FH) over the transport network.
These emerge from the need to connect densely distributed RUs with compute resources handling
the BB processing, meeting very tight latency and synchronization requirements. To maximize
coordination and resource sharing gains it is proposed to support BH and FH jointly in a common
infrastructure. Thus, efficiency improvement and management simplification can be achieved
leading to measurable benefits in terms of cost, scalability and sustainability. Aiming to relax the
C-RAN challenges described flexible split options that can relax the tight transport requirements
in terms of capacity, delay and synchronization can be adopted. “Optimal split” options, span
between the “traditional distributed RAN” case where “all processing is performed locally at the
AP” to the “fully-centralized C-RAN” case where “all processing is allocated to a CU”. All other
options allow allocating some processing functions at the RU, while the remaining processing
functions are performed remotely at the CU. The optimal allocation of processing functions to be
executed locally or remotely i.e. the optimal “split”, can be decided dynamically based on a
number of factors such as transport network characteristics, network topology and scale as well
as type and volume of services that need to be supported.

Given the technology heterogeneity supported by the envisioned 5G data plane, a critical function
of the converged infrastructure is interfacing between technology domains. The required
interfaces are responsible for handling protocol adaptation as well as mapping and
aggregation/de-aggregation of the traffic across different domains. Different domains
(wireless/optical) may adopt different protocol implementations and provide very diverse levels
of capacity, granularity etc. A key challenge also addressed by these interfaces, is mapping of
different Quality of Service (QoS) classes across different domains as well as flexible scheduling
enabling QoS differentiation mechanisms. More specifically, according to the approach put
forward by the xHaul project [4-7], a dense layer of small cells interfaces first with a passive
optical network based on WDM-PON technology, which bring the traffic until the Central Office
(CO), where it interfaces with an active optical network based on Time Shared Optical Networks
(TSON), at the metro level. Thus, at the optical network ingress point the interfaces receive traffic
frames generated by fixed and mobile users and arrange them to different buffers. The incoming
traffic is aggregated into optical frames and is assigned to suitable time-slots and wavelengths
according to the adopted queuing policy, before transmission in the TSON domain. For FH traffic
a modified version of the CPRI protocol supporting the concept of functional split (eCPRI) has
been adopted. It should be noted that due to the large variety of technologies involved in 5G, these
interfaces need to support a wide range of protocols and technology solutions and execute traffic
forwarding decisions at wire-speed. This requires the development of programmable network
interfaces combining hardware level performance with software flexibility. The reverse function
is performed at the egress points.

In the case of C-RAN with vBBUSs, where optimal split options are deployed, two types of servers
have been considered in phase 1 (xHaul project): a) small scale commodity servers (cloudlets)
close to the APs and, b) commaodity servers hosted by large scale DCs. Although both types of
servers can provide the necessary processing power for C-RAN and CDN services, large scale
DCs provide superior performance per Watt, compared to cloudlets. The figure below shows that
significant energy savings (ranging between 60-75%) can be achieved when adopting the C-RAN
approach using the integrated wireless-optical infrastructure, compared to traditional RAN.
However, due to sharing of network resources between BH services and high priority FH services,
C-RAN leads in increased BH service delays that remain below 25 ms. On the other hand,
traditional RAN provides minimum end-to-end BH service delays, as no sharing with FH services
is required, but at the expense of increased energy consumption due to the lack of BBU sharing.
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Figure 4-6: a) Bristol 5G city network topology with mmWave backhauling, b) Snapshot
of spatial traffic load and c) average traffic/BS based on the dataset [10] during 8/2012,
d)-e) Total power consumption and total service delay over time for the traditional RAN.

Figure 4-7 illustrates the impact of service requirements in terms of network and compute
resources on the optimal split option adopted. Services with high network-to-compute
ratios require significant network resources to operate, leading to overutilization of
transport capacity. This effect is counter-balanced by the selection of higher split options
that require lower bandwidth for the interconnection of RUs with CUs compared to the
bandwidth requirements of lower split options (i.e. options 1, 2). Our modelling results
have shown that for higher traffic load, the total power consumption increases.
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Figure 4-7: Split option as a function of load for different Compute to network ratios
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The interested reader is referred to [4-8] for an in-depth evaluation of an joint FH-BH 5G network
infrastructure.

4.3 Monitoring of workload performance

One of the most important requirements for a fully operating 5G Infrastructure is the deployment
and execution of services in efficient, fast and scalable manner. From this perspective, monitoring
of platform and services is critical for 5G networks in order to provide and assure a desired service
performance level during the lifecycle of the services.

The problem requires to be addressed from at least two different perspectives: white-box
perspective, assuring the internal configuration of each service component supports the desired
level of performance, making the best use of service functionalities and avoiding the creation of
bottlenecks; black-box perspective, observing and analysing the usage of the infrastructure
resources and the relation that they have with the service performance.

For this reason an empirical methodology called TALE has been introduced as technique to
profile services to be deployed on a 5G infrastructure and improve their performance. The
methodology is based on full stack telemetry to collect metrics related to Throughput, Anomalies,
Latency and Entropy (TALE) related to the service under investigation stressed under dynamic
load conditions. This methodology aims at gaining understanding from the inside of the service
to identify potential issues or available improvements that depend on the internal configuration
of the service. An analytical approach has then been added to identify key server side platform
performance metrics empirically that strongly correlate with client performance indicators (i.e.
throughput, latency, etc.), called KPI Mapping. The combination of the two methodologies has
been applied on Unified Origin service [4-3] deployed on an OpenStack environment and stress-
tested using Citrix Hammer packet generator.
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Figure 4-8: TALE and KPI mapping methodology

The structured approach of TALE codifies experiential knowledge of cloud workload
characterization by focusing on the system areas and associated metrics which will mostly likely
yield opportunities for bottleneck identification or performance optimization opportunities. In this
context it important to consider the layered constructs of virtualized cloud workloads and the
explicit relationships between the physical and virtual resources. In order to elucidate these
relationship, TALE uses the automated collection of targeted system metrics coupled with
analytics and visualization.

The execution of the KPI Mapping approach aims at identifying the most relevant platform
metrics related to a Key Platform Indicator (KPI) for a service from an infrastructure perspective.
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This opens the door to a simpler and more efficient monitoring of complex network systems,
reducing the size of the telemetry to look at for service assurance. The methodology is based on
a full end-to-end analytics pipeline that processes telemetry data and applies different features
selection approaches to select those metrics of relevance for the satisfaction of Service Level

Obijectives.
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5 Softwarization and 5G Service Management
and Orchestration

In this chapter we look at the advances in the design of the 5G management and orchestration
plane to support the concept of slicing. As we mention in Section 2.4 one of the main focus areas
of 5G architecture is its support for slicing. Network slicing refers to the existence of multiple,
possibly isolated, service and network architectures to support different usage scenarios, in
particular services hosted by different verticals. Network slicing has evolved as a fundamental
feature of the emerging 5G systems enabling dynamic multi-service support, multi-tenancy and
the integration means for vertical market players. This move from a static, well understood
architecture in the previous generation of mobile networks to dynamic, multiple use case-based
architectures in 5G is driven by operator business considerations. This has a significant impact
on the management plane as shown in Figure 2-16. In the figure the operator is enabled to sell
parts of its infrastructure to customers including verticals, factories and other operators. Each
customer has a different set of requirements and is expected, typically, to resell a service to its
end customers. Every point in the ecosystem that specifies a business relationship also must
specify a previously agreed upon management interface to activate and configure the service that
is being sold. Note that the operator can be its own customer.

The exposure of management interfaces contrasts with the traditional vendor approach of
proprietary management interfaces for management of the network infrastructure. This change is
driven by network slicing. At a high level, the network slicing concept is about operating virtual
network architectures on top of physical infrastructures, possibly with virtual resource isolation
and virtual network performance guarantees. The separation of different functions by
programmable abstractions (e.g., radio resources from packet processing) simplifies the
integration challenges especially for applications supporting vertical industries beyond
telecommunications. Note that the notion of resources in 5G network slicing includes network,
compute and storage capacity resources; virtualised network functions; shared physical resources;
and radio resources. To be able to uniformly manage the multiple slices that an operator is
expected to host, programming interfaces to the virtualization infrastructures need to be
exposed. The infrastructure needs to be capable of hosting multiple tenants and to be able to
distinguish between the various types of flexibility and control required in the virtualized cloud
resources. This chapter covers these advances in Section 5.1 under advances in supporting
technologies.

Dissemination level: Public Page 84 / 140



5GPPP Architecture Working Group 5G Architecture White Paper

1
1
Abstraction Layer Business Layer

Service Business Layer
Catalogue

SLA
Assurance/
Monitoring

Domain .I
H

Managers

Legacy
Plugins
Other Management System
(Including 5G Mgmt. System)

s =
o [
> >
3 3
c c
] ©
=] =
o w
i e
5 =
) 2
a 8
<< <

Multi-domain E2E
Orchestration

[ Abstraction Layer ]

copnitve | | NFVO
Service
Eﬂsvine VNFM = = Management plane

SLA |
Assurance/ Technology Pﬁgali\:
ugins
Monitoring specific VIMs g

(incl. SDN)

5G Operator Management &
Orchestration System

—— Business Relationship

Domain Specific Orchestration

Figure 5-1: Internal architecture is a recursive extension of the MANO Framework

Once the underlying infrastructure is able to support the requirements stated above, there needs
to be a way to manage and orchestrate those resources in an abstract manner, within a domain,
across domains, as well as across providers. Providers in the new business ecosystem are not
only limited to operators but could be specific technology providers, e.g. factory floors wanting
to rent out their resources. Figure 5-1 shows the currently proposed architecture of the
orchestration system as an extension of the ETSI NFV MANO architecture. The architecture is
recursively stackable and consists at the lowest layer of domain-specific management and
orchestration entities. The Figure only shows a virtualized domain in this picture but other
domains such as radio access or legacy are intended to be incorporated. The next higher level in
the recursion combines these multiple domain-specific management and orchestration entities to
create a multi-domain orchestration and management entity to coordinate end-to-end service and
slice creation. The abstraction layer at each level exposes a generic set of interfaces while hiding
specific technical and implementation details. The business and management interfaces are then
exposed both northwards to customers as well as in the east-west direction to other operators. In
Section 5.2, we look into the details of the management and orchestration framework.

To enable automation in such orchestration and management for service/slice deployment and
(re)configuration functionalities, the management plane must be able to receive from the
customer and describe the services and their requirements in sufficient detail to reflect the
requirements of the customer. Based on the service requirements provided, Network Service
Chaining or Service Function Chaining (SFC) can be employed to create a complex service
provisioned jointly by a series of connected network functions. In a service chain, the network
functions need to be joined in the required sequence according to the work flow and configured
carefully in order to meet the defined specific service requirement. Building such a service chain
without softwarisation requires considerable efforts for the administrator or a non-softwarised
management plane. Furthermore, reconfiguration and over-provisioning are often required to deal
with growing demand over the time.

All the above bring immense complexities to the management systems underlining the need to
simplify administrator load by including Self- Organizing Networking (SON) management
mechanisms. The management plane can be greatly empowered by SON capabilities such as self-
(re)configuration, self-optimisation, self-healing and self-protection of network infrastructure and
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services. Such SON capabilities can be achieved based on a combination of automated and
autonomic management procedures, enabled by advanced automation and artificial intelligence
technologies especially machine learning. For instance, compared with the traditional hardware
and manual based approach, softwarisation-based service chaining based on SDN and NFV
technologies, when combined with the SON capabilities, would be able to not only automate the
creation of the service but also enable smart deployment of the service to the right place at the
right time with minimized or optimized resources, and thus achieve service delivery in a
significantly more timely and cost-efficient manner.

5.1 Enabling Technologies

Programmable virtualized infrastructure is considered a main supporting technology to realize
slicing. In principle slicing could be achieved without such an infrastructure, however, it would
lack the considerable benefit of installing a custom-tailored architectures dynamically. To this
end, the 5GPP effort has made significant advances in the field of virtualization and cloud
technologies. In particular, work has been done to incorporate plug-n-play deployment of clouds
over physical infrastructure. This is described in Section 5.1.1.

Towards programmability, SDN has been extended to add support for multi-tenancy. Multi-
tenancy support in the infrastructure is key to be able to support multiple possibly isolated slices
at the same time as described in Section 5.1.2.

5.1.1 Multi-Tenancy Support

Multi-tenancy support is at the heart of the slicing-based business model for providing services.
Without multi-tenancy, multiple simultaneously existing services cannot be provided by the 5G
operator and rendering the concept of slicing moot. The platform of Figure 5-1 is able to
execute service and function-specific management/orchestration code separately for each tenant
(or, if done properly, even separately for each service or function) and in isolation.
Functions/services are enabled to provide information about themselves as to whether they are
multi-tenant capable and can be reused across tenants.

The system architecture shown in Figure 5-1 has been designed not only to cater to end-to-end

(mobile) network services across multiple domains but it also makes provisions to provide multi-

tenancy support. While multi-tenancy support in the cloud environment already exists, for 5G the

following three aspects of the multi-tenancy with respect to the Network Slicing design paradigm
are considered [5-1][5-2]:

e Infrastructure Sharing: although cloud computing can be used to meet traditional
challenges, like scalability concerns and provide for fast resource provisioning times, an
analysis is required when it comes in multi-operator environments with time-critical
applications and services. Towards building infrastructure sharing mechanisms for LTE, the
evolutionary approach applies the SDN concept into a part of the traditional core network
architecture. This evolutionary approach analyses the traditional mobile network functions,
such as PGW, SGW, MME, etc., and decides which functions should be implemented in the
controller and which should be implemented in traditional, dedicated hardware. Work in this
direction focuses on slicing techniques to create multiple virtual core networks shared among
multiple network operators.

e Spectrum Sharing: Dynamic spectrum access is a promising approach to increase spectrum
efficiency and alleviate spectrum scarcity. Many works investigate issues like cooperative
spectrum sharing under incomplete information. Other approaches are both incentive-
compatible and individually rational and are used to determine the assigned frequency bands
and prices for them. The idea is to find policies that guarantee the largest expected profits by
selling frequency bands jointly.
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RAN Sharing: This class relies on Hypervisor-based solutions to create the virtual eNB,
which uses the physical infrastructure and resources of another eNB, depending on requests
from the MNO.

Network Sharing: With reference to the architecture framework shown in Figure 2-2 and
Figure 2-4, the underlying SDN technology has been extended by defining and integrating
SDN-based controller paradigms in the form of SDM-O, SDM-C and SDM-X functional
components. For example, SDM-X runs applications that exclusively control shared network
functions and resources — multi-tenancy scheduler being such an application that coordinates
resource sharing among multiple tenants. Moreover, the Inter-slice Broker at the MANO layer
is also specifically designed to manage and orchestrate resources allocation for network
services and functions across different slices and tenants. The SDM-O paradigm enables the
inter-slice management and orchestration, and thus it has a fundamental role in realizing
multi-service and multi-tenant aspects of 5G NORMA network. The responsibilities of SDM-
O is to map the slice templates representing the slice requirements along with the
corresponding tenants’ SLAs with the available network resources. The decision upon which
network functions can be shared among slices/tenants as well as their placement in the
network will be carried out by the SDM-O. E.g. for a V2X slice with a stringent latency
requirements the SDM-O might tend to deploy the network functions closer to the network
edge. On the other hand, for eMBB slice with relaxed latency requirements the network
functions might be placed in the central cloud. The SDM-O has a complete (inter-slice) view
on different slices and tenants’ requirements as well as corresponding resources for slice
realization. Moreover, the SDM-O incorporates the domain-specific knowledge, i.e. the logic
of network functions that it orchestrates. Having such cross-slice knowledge the SDM-O can
efficiently decide on rules/instructions that need to be conveyed to other MANO entities,
control applications and SDM-X and SDM-C in order to properly orchestrate, manage and
control the network functions and resources of slices. The network functions and resources
can be shared among different network slices and tenants. Such multiplexing improves the
network resource utilization and reduces the cost of network service deployment. Inter-slice
control of 5G NORMA enables efficient sharing of such resources and network functions.
The sharing rules are derived by SDM-O from slice templates and SLAs are implemented on
the inter-slice broker in the form of policies. These policies are pushed down to the SDM-X
and SDM-O, which enforce these policies within their respective domains. E.g. different
Virtual Mobile Network Operators (vMNOs), which are the tenants of the same infrastructure
can have dedicated implementations of virtualized EPCs (VEPCs) but the (S)Gi-LAN
functions such as Firewall, Parental Control, DPI, etc. can be common (shared) among all
VMNOs. Each tenant slice will have its dedicated SDM-C for enforcing policies that are slice
specific but the control and policy enforcement of shared (S)Gi-LAN resources will be done
by SDM-X as depicted in Figure 5-2 below.

SDM-0

VMNO,
A A
SDM-C,
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Figure 5-2: An example of shared network functions (Firewall, Parental Control, DPI, etc.)
under the control of SDM-X

In what follows, we look at the concepts of RAN sharing and network sharing in further detail

5.1.1.1  Multi-tenancy in the RAN

RAN sharing for 5G can be implemented by adding advanced control features to the current 3GPP
LTE. LTE uses Orthogonal Frequency Division Multiplexing (OFDM) for the downlink and
Single Carrier Frequency Division Multiple Access (SC-FDMA) in the uplink. The Physical
Resource Block (PRB) is the smallest element assigned by the base station scheduler.
Transmission Time Interval (TTI) is the duration of a transmission on the radio link. A scheduler
can determine to which user the shared resources (time and frequencies) for each TTI should be
allocated. As shown in Figure 5-3, the RAN sharing problem is related to the design and
implementation of policies that are able to effectively schedule Resource Blocks effectively
between different MVNOs with respect to specific differentiation objectives and with isolation

guarantees.
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Figure 5-3 RAN sharing

Figure 5-4 presents a high-level representation of the control plane interaction with different
tenants sharing the RAN. The local real time controller (RTC) component of the architecture
facilitates efficient policies that share RAN resources. A local real time controller keeps
information consistent within its regional and real-time scope of control, meaning that it has to
synchronise information from various infrastructure sources to produce a complete local network
view. In Section 3.1, the logically centralized controller and the hierarchy control framework from
RAN are introduced. Together with the logically centralized controller (C3) integration and a
fully programmable underlay, it is able to support the Infrastructure Sharing, the Spectrum sharing
and the RAN sharing by coordinating the RAN resource from different abstraction levels by the
hierarchy control structure.
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Figure 5-4 Multi-tenancy operation and RAN sharing

5.1.2 Cloud and Virtualization Technologies

The primary technology for slice deployment is currently considered to be NFV, supported by
SDN. NFV consists of the network functions that form a slice or a service to be implemented in
a virtualized manner as Virtual Network Functions. A traditional NFV Infrastructure, based on
full VMs implementing VNFs may not be adequate to cover all the requirements of 5G networks.
Different types of virtualization technologies will need to coexist to fully exploit the
softwarization potential. This is already happening with the coexistence of full VMs and
container-based virtualization. In addition, Unikernels are a very lightweight virtualization
technology that is gaining momentum for some specific application scenarios. Unikernels offer
very good performance in terms of low memory footprint and instantiation time and they have
very good isolation and security properties (better than containers). The recent advances
conducted in superfluidity show that the Unikernels, Xen based hypervisor, can reach a small
footprint (around 5 MB of memory when running), can be instantiated within around 30
milliseconds, processes up to 10Gb/s of traffic and does not need a persistent disk drive to work.
These three technologies (full VMs, containers and Unikernels) have different properties and
should coexist in the same infrastructure, to be used opportunistically depending on the
requirements of the scenarios and workloads. An example of such usage is applications where
workloads need rapid instantiation and high performance with minimal overhead. In such cases,
Unikernels, whose deployment requires expert optimization, will run inside containers to take the
advantage of the easy portability and life-cycle management of containers, unlike old-fashioned
bare metal installations and configurations. Another example is where applications may require
higher network performance (latency, throughput) but still retain the flexibility given by
containers or VMs, thus requiring a VM with special forms of performance acceleration such as
SRIOV or DPDK.

In the path toward network softwarization, the decomposition and modularity concepts will
become increasingly relevant and the granularity of the decomposition will be finer. Software
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routers are an example: elementary packet processing functions can be composed to build a
complex node function (e.g. a router/NAT/firewall). Hardware accelerators on NICs can execute
packet processing functions designed in software. The architectural model for 5G should be
flexible enough to support and take advantage from this heterogeneity. The notion of
heterogeneous execution environments should be taken into account. The concept of VNF should
be generalized to cover different type of functions (not only networking functions, but any kind
of processing) and to cover a wide range of granularity in the definition of a VNF (from full VMs
implementing “big” node functions, like a S-GW or a P-GW, to micro-components implementing
packet level operations like address rewriting). The concept of Reusable Functional Block (RFB)
(Figure 5-5) as a generalization of VNFs, and the concept of RFB Execution Environment (REE)
to cover the heterogeneous infrastructure that can support the service execution. REE can be
nested, for example containers can run on VMs, a software router can run inside a VM or inside
a container, so that a hierarchy of REE is actually building up a 5G infrastructure.

The RFB/REE principles allow an abstraction of the heterogeneous platform and hardware which
is more and more faced in 5G deployment where the EDGE clouds could have different hardware
configuration and capabilities.
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Figure 5-5: The concept of RFB and REE that generalize the execution environment

5.1.3 Network Programmability

Programmability is a key supporting technology for the realization of dynamism in the 5G service
and slice architecture. The main advantage of slicing is the ability to manage the infrastructure
to the needs of the service while hosting multiple services over the same infrastructure to enable
some degree of multiplexing gains, striking a balance between actually separate infrastructures
for each service and running all services on the same, non-sliced infrastructure which would have
perfect multiplexing gains. This implies that the underlying infrastructure must be programmable.
In Figure 5-1 the internal architecture for the 5G operator management system relies on interfaces
exposed by the technology-specific VIMs to the VNFM and the NFVO to achieve domain specific
orchestration and management. Furthermore the domain specific orchestration in itself exposes a
north bound interface to the end-to-end orchestration level to be able to create service and slices
that extend technology and provider domains. In this section we look at the objectives of
introducing programmability in a particular technology domain: the Radio Access Network
(RAN) to create programmable abstracted network models for use at the higher layers in the
orchestration framework.

RAN coordination and programmability are central concepts in 5G that are aimed to improve
service quality, resource usage, and management efficiency, while addressing the limitations of
the current LTE and WLAN systems caused by distributed control among them. A coherent
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representation of the network state and infrastructure resources is crucial for effective RAN
coordination and control of programmable infrastructures and services. Moreover, programmable
infrastructures require programmability constructs that provide means to observe and manipulate
virtual and physical Network Functions (NFs) and their behaviour via high-level abstractions.
One example of RAN programmability model is shown in Figure 5-6.
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Figure 5-6 RAN programmability model

At the low layers, the status information is abstracted and fed to the higher control layers to
generate network views. Abstractions encompass representations and models of time-frequency
resources, spatial capabilities (i.e. number of transmit and receive antennas), as well as throughput
per network slice or per allocated resources. In principle any data structure can be used for storing
and accessing abstracted representation of the network state (e.g., CQI defined in LTE). However,
for unified large-scale coordination of infrastructure resources, structuring network information
into network graphs in a systematic way offers effective representation of physical and virtual
infrastructures. In Figure 5-6, network views is presented by network graphs. Network views can
be applied to RAN coordination and wide range infrastructure coordination and control
operations. Essentially, network graphs enable the possibility to apply mathematical models and
algorithms, which often leads to highly efficient solutions in terms of convergence and network
performance. Graph-based abstractions can for example model LTE resource allocation problems
that are solved efficiently using constraint satisfaction and local search algorithms [5-3].

The concept of network graph abstractions maps horizontally and vertically at different levels of
the proposed architecture. The elements of network graphs (i.e. the vertices and edges) are created
from distributed data sources such as raw metrics provided by the infrastructure or more
sophisticated monitoring functions operating in a decentralised and centralised manner. A
network graph is created by collecting information accessible directly from infrastructure entities
or stored in some dedicated storage (e.g., storage networks and databases). At the level of local
real-time controller entities, a network graph may represent the network state relative to a certain
RAT infrastructure and associated nodes (e.g., WiFi or LTE). Network graphs at the centralised
coordination level represent the state of a defined part of the network, such as a smaller region or
domain. High-level network graphs (e.g., for centralised coordination and control) can be
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aggregated based on selected sets of regional network graphs for the purpose of multi-domain
coordination.

In the hierarchical architecture of Figure 5-6, controller instances implement capabilities for
creating network graphs for performing control operations and for providing regional or logically
centralised views of the infrastructure via the technology specific VIMs. The domain specific
orchestration can then include functionality for: 1) gathering network information from
distributed data sources for the purpose of creating a network graph; 2) aggregating existing
network graphs; 3) processing of network graphs for the purpose of coordination and control
operations; 4) disseminating network graphs and results to other controllers and network entities
upon request or as part of a coordination and control operation, synchronously or asynchronously,
including providing it to the end-to-end orchestration.

5.2 Services and Service Design

The ability to support multiple services simultaneously and dynamically is expected to be the
driving force behind 5G success. This implies that from the perspective of the management plane,
the ability to design, describe and manage services in an automated manner are expected to be the
key trends when looking towards the evolution to 5G. Since 5G is based on an NFV architecture
where a service is expected to be composed of a set of network functions the composition of these
network functions to create a final service is an interesting topic presented in Section 5.2.2. The
ability to then verify these deployed services is then presented in Section 5.2.3. Finally, supporting
diverse services at the same time can create an administrative nightmare for the operator. Hence
machine learning based mechanisms for service planning are investigated in Section 5.2.4

5.2.1 Service description

For the description of both individual network functions as well as entire services, a couple of de
facto standards are emerging. The de facto standards start from the ETSI model and make some
straightforward extensions. Relevant extensions are: (1) providing quantitative statements relating
offered load, required resources, and provided performance for both individual functions and
services (considered, e.g., in [5-21]), (2) extending a service description by more powerful and
flexible annotations how a service should be managed (with regard to life-cycle, scaling,
placement, e.g.), going beyond simple threshold-based policies that are commonly used to do.
These extensions enable a far broader range of automated optimizations, e.g., automated
placement and scaling in a service-specific manner rather than using one-size-fits-all, simplistic
approaches (compare, e.g., the SSM/FSM concept described in [5-22]). Overall, service quality
will be improved by extended descriptions as the MANO platform can make more informed
decisions about a service’s or a function’s requirement and can have a better, service-specific
understanding about the way a service’s quality changes when the allocated resources are
modified.

The following subsections present a brief survey of the current service description standards
performed within the 5GPPP.

5.2.1.1 ETSINFV

ETSI NFV is actively working on the definition of Network Service Templates that could allow
the instantiation of services, understanding them as a composition of several linked VNFs,
including some information regarding the (virtual) links connecting them in the forwarding graph.
Specification [5-4] provides more detail on the fields and the structure of such templates. The
Service templates are not only for requesting service but also for service lifecycle, then
consistency with the functionality in Ix-F interface should be ensured, in this case.
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Another relevant effort in ETSI is the open source initiative for releasing an Open Source MANO
component. As part of this effort there is a parallel specification of descriptors for service request.
The latest specification can be found here [5-5].

Such descriptors are basically YANG models based on [5-4], ensuring alignment with NFV
framework.

5.2.1.2 OASIS TOSCA

TOSCA, as defined by OASIS, serves as language and metamodel to describe services, its
components, relationships and management procedures. The main components for TOSCA are:

e A topology template which defines the structure of a service as a set of node templates and
relationship templates that together define the topology model as a (not necessarily
connected) directed graph.

e Node and relationship templates that specify the properties and the operations (via
interfaces) available to manipulate the component

There is already a specific profile in TOSCA defined for NFV [5-6] that is being used by some
commercial solutions in the market as in the case of Ciena Blue Planet). Figure 5-7 shows the
relationship between TOSCA and NFV.
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Figure 5-7. TOSCA relation to NFV

In addition to that, ETSI NFV has started to work on a new specification document on NFV
descriptors based on TOSCA Specification [5-7], with the expected result of alignment with the
previous reported effort. By now, there are no actual templates yet drafted, being work in progress.
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5.2.1.3 |IETF Service Function Chaining

The Service Function Chaining (SFC) working group [5-8] in IETF defines a service architecture
around three main components to be deployed in an SFC-enabled domain, used to compose the
service end-to-end:

e Service functions (SFs), which are the equivalent to the VNFs

e Service function forwarders (SFFs), which are the elements in charge of delivering the traffic
among the SFs, ensuring connectivity and reachability

e Service classification functions (SCFs), which are the components devoted to classify the
traffic entering the SFC domain, associating it to the proper SFC based on certain
characteristics previously configured.

In IETF SFC the definition of service description is not addressed, therefore requiring extra logic
for accomplishing that.
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5.2.1.4 OGF NSI

The Network Service Information (NSI) [5-8] proposal of OGF allows for requesting
Connectivity services including service-specific information as follows:

e Ingress and egress Service Termination Points (STPs)
o Explicit Routing Object (ERO)

o Capacity of the Connection

e Framing information

Figure 5-8 represents the way in which NSI facilitates the request of connectivity services among
providers.
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Figure 5-8. OGF NSI relation among providers

Despite connectivity services are covered by NSI, it does not allow by now any capabilities for
requesting more advanced services as VNFaaS or NFVlaaS.

5.2.2 On-demand composition

The composition of VNFs or sub-services into new services is supported in the management plane
in a straightforward and extensive manner. Explicit support for this is provided by an
orchestrator’s repositories, keeping track of which VNFs/sub-services are already available or
already deployed with annotations expressing whether a service is capable to work for different
users in different contexts (multi-tenancy). Similar repositories exist in multiple catalogues and
can be queried and interacted with via an SDK. Via the SDK and the orchestrator’s API, services
can be reconfigured or new service versions can be created.

As a mechanism to achieve the mapping of the conventional and new telco services to the new
Cloud-enabled infrastructures, Service Function Chaining (SFC) techniques have been applied.
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Software Defined Networking (SDN) mechanisms for SFC [5-23] are the most prominent
candidates to enforce traffic steering through a logical network graph and to achieve certain
service functionality among the virtualized components. Extending the concept of SFC in the
context of the 5G ecosystem requires deeper understanding on the NFV concepts in such a
scenario. It is important to identify carefully the requirements of the specific setup, in order to
choose the most suitable mechanisms and protocols to establish the desired functionality.

To fully implement and support SFC, the conventional protocols plus some SDN adaptations can
be used, or novel dedicated mechanisms can be adopted for a full compliance with the standards.
Overall the current SFC solutions are based on two key approaches: packet-based and flow-based
traffic steering. The former enforces the traffic steering by packet header manipulation. The later
uses the OpenFlow protocol to make traffic redirection based on flow-to-port mapping.

The advantage of using OpenFlow (OF) protocol as basis for SFC is that routing can be steered
over a specific networking path by programmatically applying OF based rules (flows) on the SDN
controller or the virtual switch (OVS) inside the VM hosting the VNF. From a single data center
point of view, the SDN controller is placed between components such as the Orchestrator of the
Light Data Centre (Light DC), see Figure 5-10. The steering and rule enforcement policy are kept
within the controller application logic and enforced over the network that hosts the Light DC
specific VNFs. If the routing happens across different Light DCs, then the SFC approach may
alter depending on the placement of the controller within the given architecture. This has to be in
accordance with the networking protocols to be adopted in that case, as used today for intra data-
center routing.
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Figure 5-9. Support for RAN sharing through Edge Cloud infrastructure

5.2.3 Verification of deployed services

The 5G network management architecture of Figure 5-1 will allow operators and third parties to
quickly instantiate services composed of network functions. A key question relates to the safety
of instantiating these network functions. Essentially, network functions provide traffic processing
in one way or another and can be considered as processing blocks. How does the operator know
that the deployed network function or processing block is functioning correctly and according to
its developer’s specification? It is well known that router misconfiguration still causes havoc even
in traditional networks running simple destination-based forwarding and tunnelling. In this
context, installing custom processing functionality, as 5G proposes, creates potential risks
compared to faulty configuration changes today, such as outlined in the following examples:
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e A misconfiguration in a firewall VNF may allow attack traffic to reach internal operator
services

e An application gateway may wrongly change packets leading to loss of connectivity

e Two VNFs that work correctly in isolation may misbehave when deployed together. For
instance, a firewall filtering on source address will work incorrectly when placed after a
NAT that changes the source address of packets.

These examples, and many others, show the need for formal verification before instantiation and
teardown: every time the network configuration changes, it is possible that the new configuration
breaks the operator’s policy, and therefore would be incorrect after the change. To ensure that we
can provide high levels of reliability we need to have tools to assess the correctness of
configurations using model checking.

Network data plane verification tools based on formal software verification techniques are an
alternative and very promising approach. Such tools work by using a snapshot of the network data
plane, including router FIBs, tunnelling configurations and VNF processing specifications and
simulate what happens when a generic packet (with wildcard fields) is injected at one of the
network ports. By examining the way the packet is handled by the network, one can verify if the
policies of the network operator hold. The limitations of existing works relate to their scalability
(the size of networks that can be verified in “real-time”, as network configuration updates arrive)
and expressivity (the type of processing they capture).

In particular, symbolic network execution works in the following way. Each network box’
processing is described in the SEFL language as a sequence of {port: instruction_list}, where
ports can be external ports connected to other boxes, or internal ports. SEFL has an instruction
called forward that allows processing to continue at a specified port. The instruction set of SEFL
is limited to header field assignments (and simple arithmetic), encapsulation, decapsulation, as
well as per-packet metadata set/get operations. It has the “if” instruction that all programming
languages do, but it also includes a fork instruction that duplicates the current packet (similar to
the process fork in Linux).

Symnet, our symbolic execution tool, takes a network described in SEFL, together with links
between boxes and a port where a symbolic packet should be injected. A symbolic packet is a
packet that contains one or more fields whose value is unspecified (i.e. symbolic), and can take
any value. The job of Symnet is to simulate how all the possible concrete packets will be treated
by the given network: which path they will take, how their fields will be changed, when and
whether they will be dropped, and so forth. The trick in this simulation is to get the results without
actually trying out all possible concrete packets, which is infeasible.

Symbolic execution works by tracking the allowed values for a given header field for every
possible packet (or path, in symbolic execution parlance). Execution starts with a single symbolic
packet and continues until a firewall instruction is found (Constrain) — in this case, the constraint
is applied to the current packet and, if it is satisfiable (as verified by a SMT solver), the constraint
is added to the packet and execution continues; otherwise the packet stops. When an if instruction
is reached, symbolic execution first checks the if condition for satisfiability; if so, the then path
is explored. The else path is also explored, with the constraint that the negated if condition must
hold. Thus, after an if instruction we have two potential execution paths (or symbolic packets)
which will be explored separately by Symnet. The same applies for the Fork instruction.

Below we provide an example of Symnet symbolic execution for a box that does port forwarding.
Execution begins with a packet with symbolic IP destination address and TCP port, and the box
first checks the packet is destined for it, then checks whether the destination port should be
forwarded, and if so will overwrite the destination address and port, otherwise will send the packet
as is to another output port.
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Symnet is very expressive as it can track header changes, tunnelling, stateful firewalls as well as
basic reachability. The 5GPPP effort has extended Symnet to:

e Include a language that allows operators to express their policies easily and succinctly.

e include a verification tool that performs symbolic execution guided by the operator
policy, in order to reduce the number of explored paths.

e include provably correct transformations from our SEFL language (used by Symnet) to
dataplane languages like P4, ensuring that the verification results are accurate.

e Integrate Symnet verification in Openstack Neutron (ongoing)

A related issue is that of performance verification: Does a VNF actual conform with its stated
load/resources/quality parameters, or are more resources needed than claimed to ensure a required
quality? For such non-functional properties, symbolic approaches are often less well suited and
have to be enhanced and complemented by (carefully steered) testing approaches.

5.2.4 Machine learning in Service Planning

Management in 5G is going to be an increasingly difficult task for operators due to the rapid
increase in network demand. Machine learning services are proposed to be used to provide more
efficient network management. The work presented on SLA management and monitoring as
presented in Section 5.3 focuses on FCAPS (fault, configuration, accounting, performance and
security). This work provide rule based solutions for network management for the five FCAPS
functionalities. 5G networks need to leverage on such functionalities and yet provide more
dynamic solutions that use machine learning for effective and automated network management.

There are various papers that use machine learning for problems related to various functionalities
of FCAPS in the literature. Zander et al. and Williams et al. proposed models for automated
network traffic classification for machine learning [5-25], [5-26]. Network traffic classification
can help the accounting and performance functionalities in FCAPS. Zender et al. clustered the
network traffic traces using EM to find the traffic patterns that belong to the same class [5-25].
Williams et al. compared various performance impact of feature set reduction, using Consistency-
based and Correlation-based feature selection, is demonstrated on Naive Bayes, C4.5, Bayesian
Network and Naive Bayes Tree algorithms for the network traffic classification problem [5-26].
In both studies the findings are found to outperform solutions based on static set of rules. Towards
security, [5-27] proposed a machine learning model to differentiate normal network activity and
anomalous network activity and used genetic algorithms and a decision tree based learner to
evolve predefined anomalous network activity rules over time dynamically [5-27]. In their work,
Sinclair et al. used only traffic source, destination IPS and ports. Lastly, dynamic resource
management related to the configuration, accounting and performance was studied in [5-28]. The
authors used reinforcement learning for dynamic resource management in virtual networks to
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improve the quality of service by reducing packet drop rate and virtual link delay, which showed
promising results in an experiment was based on simulated events.

There is therefore a clear advantage and thereby a market need for integrated services based on
machine learning to leverage the output provided by researchers for network management. The
work done in 5GPPP phase 1 offers an integrated set of services that can be selected by operators
based on the individual needs of an operator. The service portfolio can also be used to complement
the tools used for network management to handle FCAPS functionalities (Fault, Configuration,
Accounting, Performance and Security).

Layer 1: Data Services

Layer 2: Machine

Learning Services

Layer 3: Planning
Services

Figure 5-11 The Service Layers for Machine Learning

The services are offered in three layers, as illustrated in Figure 5-11. Data services are used to
import and process the data required by the machine learning modules. Multiple services can be
selected and integrated from these three layers based on the requirements of an operator and the
availability of data. Machine learning services provide the core predictive functionality and the
planning services orchestrate the predictive services for action recommendation and policy
implementation. The machine learning models can also be used with other tools that gather
network management data.
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Figure 5-12 Service Portfolio

Figure 5-12 presents the service portfolio. Data services and planning services complement the
core machine learning services. The services are divided in five categories. Data services and
planning services are used to complement machine learning services offered in the portfolio.
The categories are explained briefly as follows:

1. Data Services: Data services provide the input for all the machine learning services in the
CogNet services portfolio. Data gathering service extracts data from all the third-party
data sources. Data preparation service removes noise and processes the data for the active
machine learning modules. Data preparation service is required to process the input of
some of the machine learning services. Data dimensionality reduction service reduces the
dimension of the input data (i.e., the number of variables considered for the analysis).

2. Quality Assurance Services: These services tackle the problem of anomaly detection as
follows: SLO breach detection, Noisy neighbour detection and anomaly detection. These
services use various machine learning algorithms, such as classification (e.g., in the
network threats/noisy neighbour detection) and regression (e.g., in SLO breach).

3. Network Demand Prediction Services: Network traffic classification service classifies
network traffic for various use cases, such as the Collaborative Resource Management,
where the classification is applied only on the header of the traffic packets, to enable
classification on encrypted traffic.

4. Location-based Services: The recurrent crowd mobility and functional regions detection
service can be used to discover the different crowd mobility patterns and functional
regions of an urban area and associate them with different network demand. The large-
scale events detection service deals with processing external data to identify large scale
events which reflect abnormal or unexpected events (e.g., a concert) that might disrupt
the recurrent demand patterns, needing adjustments based on the situational context.
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Finally, the vehicular mobility patterns recognition service predicts the mobility of cars
to adjust the mirror adaptation for optimum coverage within the considered area. All these
services use geo-tagged data, such as social media data (e.g., Foursquare check-ins with
location/venue information).

5. Planning Services: This category comprises of the action recommendation service.
Action recommendation service recommends different actions depending on the events
and data sent by the Cognitive Smart Engine. For instance, in the case of an anomaly
being detected, a corrective action should take place to mitigate potential damaging
effects. Distributed security enablement service enforces security policies based on the
warnings from the quality assurance services.
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Figure 5-13: Data Services Interface with Input and Output of Each Service.

Data services are used to provide the data that are used by the machine learning services. These
services are used to create the input of every machine learning service in the portfolio by
importing raw data and processing it. In Figure 5-12, we show the summary of the data services
that are offered.

Data gathering service extracts data from internal data sources such (network KPI monitors) and
external sources that are applicable for a given machine learning service. The service can be
configured based on which machine learning services that are actively used and caches the data
it gathers in a database for later usage. Data gathering service can import raw data in batch mode
or streaming mode depending on the service requirements and scheduled for periodical data
imports.

Data preparation service processes raw data stored by the data gathering service based on the
requirements of each machine learning service. Data preparation service provides the following
functionality: (1) Aggregation of data, (2) Cleaning of data by detecting noise, (3) Splitting data
for machine learning experiments.
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The output of the data preparation service is processed datasets that can be used by the machine
learning services directly or after dimensionality reduction. The output can be sent in batch mode
or streaming mode based on the machine learning service requirements.

The services from the portfolio can be combined to form higher level services as illustrated in
Figure 5-13. For example, crowd mobility and functional region detection can be combined with
network traffic classification to increase the information content of the classification output by
using functional regions and crowd mobility patterns as additional input.

5.3 Management and Orchestration

A generic architecture of the management and orchestration system based on an extension of the
ETSI/NFV Management and Orchestration (MANO) architecture is an underlying trend in the
evolution of the management plane architecture. Figure 5-1 already presented this evolution in
brief. In this section we look at work done in some of the core functionalities that will support the
functional blocks of Figure 5-1.

5.3.1 Embedding of Virtual Functions

Embedding or placing virtual network architecture that form a service is one of the most important
aspects of 5G. To efficiently implement slicing, the placement of the VNFs and their
interconnections in an efficient manner that maximizes the usage of the operator’s resources is
required. Considerable work has already been done in the research community in this regard as
presented in [5-10][5-11].

The work done by 5GPPP has extended the placement concept in [5-12] to include several
additional features and capabilities, particularly considering heuristic approaches. The heuristic
mapping algorithm searches for (possibly a number of) embedding of service chains, considering
a greedy step as the united mapping of a network function and an adjacent service graph link. The
greedy mapping is guided by parameterize-able preference metrics to identify the locally best
steps. If the greedy search fails, a bounded backtracking procedure is responsible for exploring a
subset of the state space by trying locally less preferred steps. The preference metrics consider
various parameters such as, load balancing on nodes, minimizing link resource usage, and they
guide the mapping process to terminate as early as possible while complying to end-to-end delay
requirements.

In addition, work has been done to not have a single, fixed placement/scaling/lifecycle
management approach but rather by allowing individual algorithms to be used for each chain
separately. Orchestrator then deals with resource conflicts and arbitrates, if necessary. Isolation
of these service-specific placement/algorithms is ensured, as is information hiding.

Moreover, it is important to realize that looking at the placement problem only as a network
embedding problem falls short of the mark. Unlike the conventional virtual network embedding
problem (investigated, e.g., in the context of experimental testbeds over the internet like
PlanetLab), a service graph is typically a flexible entity, modified by scaling operations. Hence,
VNE algorithms don’t immediately apply but have to be modified to incorporate the scaling step
as well, enhancing their performance [5-13].

5.3.2 Service Assurance and Monitoring

The 5G deployment envisions that a number of inter-operating virtualisation environments are
used, some of which provide integrated telemetry (monitoring) solutions such as Celiometer in
OpenStack. The type, quantity, quality and configuration of the exposed metrics can be limited.
In addition, the metrics are typically tied to a specific type of virtualisation implementation
approach such as virtual machines (VMs) and have scalability challenges. A specific case in 5G
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is the telemetry platform that can be used to support diverse virtualised environments and bare
metal (non-virtualised environments). To address this issue the project has adopted standalone
telemetry agents to provide a wide range of metrics across different virtualisation methods and
for different use cases i.e. operation service monitoring and service characterisation.

The characterisation methodology relies on a structured experimental approach, leveraging a full
stack monitoring approach to collect metrics. The collected metrics relate to both the physical and
virtualised compute/storage/network environments and the actual service under test in an
operational context. The adopted telemetry platforms are currently an Intel proprietary CMDB,
Cimmaron and the open-source Snap telemetry framework. The telemetry data collected can be
used to:

1. Identify configuration optimisation opportunities;
2. Establish breakpoints for services and their underlying failure mechanisms;
3. Identify appropriate metrics for operational monitoring.

Although there are other data monitoring solutions available, Snap is more suitable for 5G
environments because it allows for dynamic reconfiguration without interruption, can be used in
tribes / swarms for monitoring similar information on large scales of similar machines and can be
used with many types of plugins for data ingress and egress.

5.3.3 Life-Cycle Management

5G will be built upon softwarisation and virtualization technologies, particularly SDN and NFV.
The 5GPPP effort has designed and prototyped a complete management of SDN and NFV Apps,
thereby paving the way for truly dynamic, on-demand, flexible and automated/autonomic
SDN/NFV service deployment through an orchestrator. This Apps Management subsystem has
the following advantageous features. Firstly, it provides a fully automated lifecycle management
of NFV and SDN applications, from Apps encapsulation, onboarding, and instantiation to
deployment, configuration, update/modification and termination. In particular, it enables one-
click automated Apps onboarding. New Apps are made available in the system (and ready for
deployment) with a single action from the GUI.

Secondly, it provides common Apps lifecycle mechanisms and procedures for various kinds of
Apps including VNFs, SDN Apps, SDN controller Apps, and Physical Network Functions (PNFs)
for backward compatibility. Thirdly, it offers flexibility and extensibility by design. The design
has taken a plugin-based approach for the architected components, and the prototypes are easily
extensible, as shown in Figure 5-14. For instance, the encapsulation of NFV applications
translates into two major enhancements to the ETSI NFV and MANO architectures. The first is
the enhancement of the ETSI MANO VNFM functionalities towards a multi-tenant aware
management of sensor and actuator VNFs lifecycle. The VNFM is the component responsible for
the enforcement of VNF lifecycle management actions as requested by the upper layer
Orchestration components. It directly interacts with the actuator and sensor VNFs by means of
unified procedures and interfaces. Secondly, it employs containerization of VNF and EMS into
encapsulated VNFs. The actuator and sensor VNFs expose a common interface that allows the
VNFM to operate basic lifecycle management actions, like VNF configuration, re-configuration,
start, stop irrespectively of the given VNF type. This is achieved by embedding a common EMS
software layer within each sensor and actuator VNF.
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Figure 5-14: VNFs Onboarding Service and Plug-ins

The Figure shows the high level VNFM functional split and highlights its main functional entities
and the interactions with the other components. This functional split includes those lifecycle
management entities needed at the VNF side in support of the VNFM operations. Here, following
the ETSI NFV principles, each VNF is generally considered as composed by a set of VNF
components (VNF-C). Indeed, VNF developers and vendors may structure their VNFs into
software components, and each one is deployed within an independent Virtual Machine. A VNF-
C is therefore associated with a VNF software component, and a 1:1 correspondence exists
between VNF-Cs and Virtual Machines. The way VNFs are structured into VNF-Cs generally
depends on specific VNF vendor and developer factors. For each VNF-C, a lifecycle management
(LCM) agent is embedded in the correspondent Virtual Machine to enable the communication
with the VNFM and implement the lifecycle actions on the VNF. This agent enables the
containerization of VNF and ETSI MANO EMS components into encapsulated VNFs, providing

a common interface towards the VNFM.
g
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Figure 5-15: SELFNET VNFs Lifecycle Management
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5.3.3.1 Automated deployment of physical and virtual infrastructures

5G architectures will include both physical and virtual infrastructures. The 5GPPP effort has
achieved integrated management of physical and virtual infrastructures, which enables automated
deployment of 5G infrastructures and services running on top of them, including virtualization
services, cloud computing, Multi-access Edge Computing (MEC), SDN/NFV services and value-
added services such as Service Function Chaining (SFC). Consequently, the creation and
deployment time for infrastructures and their services are greatly reduced, from days to minutes.
This achievement significantly contributes to realizing the service deployment KPI envisioned by
5GPPP. In addition, a 5G topology viewer allows visualizing correlated physical and virtual
infrastructure elements and mobile users’ connectivity in real time.

Management of the physical layer has been achieved by using the latest version of the MaaS
software package provided by Ubuntu. MaaS provides the following primary functions: automatic
deployment of Operating Systems in multiple zones, automatic configuration of network
interfaces and storage layouts and support for on-demand acquisition of computing resources by
multiple users. When a new computing resource is plugged into the infrastructure for the first
time, it is automatically discovered by MaaS, and at this point the resource status is marked as
New. This allows the administrator to commission the node by installing an OS in a reserved
partition and thus gain the control and governance of the node. This action moves the node to
Commissioned status, which in turn allows a user to acquire the computing resource, moving it
to Acquired status. Once a node has been acquired, the user can configure the network, layout of
the disks, and select the OS he/she wishes to deploy. By installation and configuration of these
user-selected options, the node is moved to Deployed status, and at this point, the node is fully
operational. Furthermore, network-facing SDN/NFV services or facilities such as OpenStack
based VIM and OpenDayLight based SDN controller can be automatically installed. For the
Cloud-RAN in a 5G network, these services can be pushed to the RRH and the BBU as part of
the automated installation process. Figure 5-16 illustrates this scenario, using LTE evolution
based approach as an example, where OpenAirinterface is employed using LXC (Linux
Containers).

Antenna Edge Core

RRH BBU EPC

Figure 5-16: Automated Physical and Virtual Infrastructure Deployment

5.3.4 Multi-Domain and Multi-Operator Operation

The key component of 5G is going to be the inclusion of verticals into the telecommunication
evolution. However, verticals like automotive and industry companies have sometime footprints
that do not match the telecommunication coverage area. Furthermore, the specialized services for
the verticals may require technical skills or components not available at a single operator. In such
a scenario, operators would have to work together to create a coopetative ecosystem where while
the operators compete with each other they also cooperate to serve their end customers, the
verticals.
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To achieve multi-operator interaction work has been done in defining the interfaces and
components between the operators’ multi-domain orchestrators (MdOs), see Figure 5-17. The
architecture maps to the overall architecture picture shown in Figure 5-1. The Topology
abstraction and discovery system implements the abstraction components of Figure 5-1. While
the business level relationships such as pricing are not yet clarified the catalogue management
system implements the service repository of Figure 5-1. The detail interfaces are shown showing
the different types of functionality that exists between the operators. The section provides a brief
overview of the functionalities exposed between the operators. A detailed description of this
architecture components is presented in [5-19].
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Figure 5-17: Implementation Design Architecture for multi-domain
orchestration

The components of the architecture for inter-operator orchestration can be classified into three
main groups, according to the core functionalities of the MdO. The components belonging to the
first group are responsible for capabilities and resource acquisition and these ones can be seen on
the right part of the MdO architecture. The components belonging to the second class are
responsible for service request deployment (e.g., orchestration) and can be seen in the middle of
the MdO. Furthermore, the third group contains components that are in charge of service
assurance and SLA management; these components are placed on the left side of the MdO.

The short description of the architecture components and the relations among them is summarized
according to the above-mentioned classification:

1. Components that gather resource and service related information: Each MdO needs to
be aware of the service capabilities and resources of other administrative domains in order
to make service and resource orchestration decisions. Two types of interfaces are
distinguished in the architecture, namely advertisement-based and bilateral ones. With
the help of the advertisement-based interfaces (such as 12-Cagvertised, 12-R Tadvertised) a0 MdO
can announce its available resource types and capabilities on the service level. By using
bilateral interfaces, the MdOs can exchange e.g. topology, resource, service, pricing
information. The components responsible for information gathering are the Catalogue
Management Subsystem (CMS) and the Topology Abstraction and Discovery Subsystem
(TADS).

The Catalogue Management Subsystem is responsible for maintaining the VNF
Catalogue (list of available function a Service Provider can utilise to compose Network
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Services), Network Service Catalogue (list of services that a certain MdO provides for a
Customer) and takes care of the catalogue synchronization among MdOs via 12-C. In P2,
a pricing model was introduced as a subcomponent of the Catalogue Management
Subsystem.

Topology Abstraction and Discovery Subsystem (TADS) is in charge of maintaining a
database about the networking, compute and storage resources available for the RO and
NSO. There is also a topology information exchange between the TADS and the Multi-
Domain Path Computation Element (MD-PCE); TADS acquires the intra-domain
connectivity topology from MD-PCE, while informs MD-PCE about the Multi-domain
topology gathered from the TADS components of other MdOs.

2. Components that relate to the orchestration procedure: When the MdO receives a request
from the customer the deployment operation is carried out by the Network Service
Orchestration (NSO), Resource Orchestration (RO) and the MD-PCE. The NSO is
responsible for handling the Network Services (NS), requested by the customers or NSO
of another MdO. RO is in charge of embedding the resource requests to the available
resources offered by the TADS. The MD-PCE can be considered as a legacy component
to support connectivity services, in charge of provisioning the network connectivity
services using the information provided by TADS. MD-PCE has several interfaces to
other components in the same MdO, as well as to MD-PCE in other MdOs.

3. Assurance components for the deployed service: When the service deployed, the NSO/RO
passes the SLA and resource entities to be monitored to the assurance components of the
architecture, namely SLA Management Subsystem and Intelligent Monitoring Subsystem
(IMoS). IMOS is responsible for the coordinated deployment and management of probe-
based measurement methods for different domains within a provider or across multiple
providers by interworking with IMOS component of other MdOs. The SLA Management
Subsystem is responsible for evaluating service KPIs belonging to a certain running
instance by using the performance measurement reports provided by the IMoS. 12-Mon
is defined as an interface between the IMoS components of different MdOs, dedicated for
exchanging performance monitoring related actions.

The above description includes the main parts of the orchestration functionality that needs to be
supported across operators. However, the main challenge of multi-domain operations comes from
the fact that each operator exposes a very limited/abstracted view of the topology to other
operators. Each of the other functionalities work on this abstracted view of the topology and
resources. The host MdO then needs to translate the requests for deployment as well as monitoring
and management over the abstracted components to actual orchestration and management
decisions over the real topology as perceived by the host MdO. The other challenge of exposing
access to such programmable interfaces is on how to actually secure them. This is explained in
the following section.

534.1 Secure Multi Domain Interfaces

The multi-domain scenario is definitely a new case in the 5G arena, and requires special attention
from security perspective. The most relevant security recommendations have been found in [5-
14][5-15][5-16][5-17].

The security of such a multi-operator instantiation entails multiple actors who are using different
MdO interfaces, and a trust model needs to be defined for each of them. Obviously, any security
guideline relevant to single operator system is a pre-requisite for a multi-operator scenario, for
instance, a Firewall is assumed to be present to protect 11-* interfaces from external attacks,
specifically a WAF (Web Application Firewall) might be suitable for this case.
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Figure 5-18 Security in the Multi-Operator Scenario

With reference to the interactions depicted inside Figure 5-18, the following actors inside MdO
security trust model have been considered (the numbering of the next paragraphs matches the
digit inside the orange star in the figure):

1. Customers (tenants) interact with Multi Domain Orchestrator (MdO) through interface 11
(B2C interaction), that provides a set of services to operate with VNFs and NSs. These
customers are ‘private’ to the MdO they’re interacting with and therefore:

e They need to be identified, authenticated, authorized and accounted by the specific
MdO (provider)

e Credentials used by customers are valid only for the MdO who provided it to their
clients.

e Their identity, for business privacy reasons, should never be forwarded to any partner
provider (other MdOs) in any traceable way

Any software using interface I1 to provide client access to the MdO functionalities on
behalf of a customer shall use a specific MdO service to authenticate the customer (login)
that will return a JWT token (JSON Web Token [5-18]). This JWT shall be inserted in
any other 11 service invocation header, so that the MdO will be able to authenticate,
authorize and account the customer on any invoked service. Moreover each customer has
specific roles (e.g. VNF provider, NS provider, NS consumer) that will be used to perform
a further step of role-based authorization on certain I1 services.

The connection between the client SW (e.g. the Dashboard or any other client custom
developed SW using I1) needs to use a secure channel to the MdO endpoint (i.e. HTTPS
with TLS, that provides data privacy and server authentication).

2. MdOs collaborate one with another (B2B interaction) using 12 services. These services
are exclusive for the MdO to MdO communication, and can’t directly be used by other
actors, and therefore:

e All collaborating MdOs need to mutually identify, authenticate, authorize and be
accounted

o X509 certificates will be used as MdOs credentials, an each MdO will use a single
certificate for all services of 12 interfaces.

e These certificate can be provided either by an external public Certification Authority
(CA) —and in this case each MdO will need only one certificate - or directly by each
provider private CA to its own 5GEx MdO partners - in this case an MdO will have
one certificate for each 5GEXx partner)
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The service requests are responses nheed to support non-repudiation; therefore,
appropriate footprint digital signing schemes need to be applied (under discussion at ETSI
NFV ISG Security WG).

3. The SW modules and components of an implementation of MdO are another relevant
actor for the security, and need to be protected inside an MdO specific trusted zone of the
provider space:

The module exposing the 11 interface (e.g. MdO customer endpoint) needs to be
protected as any other provider external service (for instance by a Firewall), still
having external visibility on the customer accessible network (very likely Internet)
No other MdO module shall be directly reachable from the external customer
accessible network

Modules of 5GEX implementation can communicate with each other inside the
specific provider trusted zone (with IP whitelisting enforced)

All the modules/components implementing communications to/from other MdOs
need to comply to the previously mentioned inter-MdO trust model. To simplify the
implementation of a secure inter-MdO communication, it’s highly desirable to
consider the usage of a proxy/gateway also for all the services of 12 interfaces, i.e. a
single module that receives requests from all other internal modules, and consistently
applies the security/trust model for all inter-MdO communications

From operational perspective, the implementation of MdO based on virtualized
components, like virtual machines or containers, shall follow all the typical
guidelines for such deployments in trusted zones scenarios, and — in addition -
consider digital signatures of the virtual image as an additional measure to guarantee
SW integrity.

5.4 Self -Organizing Networks and Services

5G is expected to support a large number of slices, each specialized to support a particular vertical
or a particular usage scenario. As such, these slices and the services they host will need to be
designed and managed by specialists in the respective fields. Such a scenario would be strongly
assisted by autonomic management of the network for the operator on a day to day basis. Hence,
5G will include intelligence-based autonomic network management to improve network
performance whilst reducing OPEX.

5.4.1 Automated/Cognitive network management

NFV , SDN
and PBM

Architecture
Pillars

Lambda MAPE-K

Architecture control loop

Figure 5-19 Architecture Pillars for Cognitive Management.
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The Cognitive Smart Engine (CSE) is responsible for delivering the Machine Learning
capabilities towards an autonomic network management. This component receives as input
monitoring information from the managed environment and optionally external inputs such as
contextual information, and it will further process this information and send events to the Policy
Engine based on the machine learning modules’ outputs.

The architecture of the CSE component in Figure 5-1 relies mainly on three pillars depicted in
Figure 5-19 and is further reviewed in the following subsections: (1) It assumes an environment
based on Network Functions Virtualisation (NFV) and Software-Defined Networking (SDN).
Policy-Based Management (PBM) is a standardized paradigm in the context of network
management that is a pillar of the Policy Engine. (2) The machine learning components of the
CSE, the key focus for automation, are able to take advantage of both batch and streaming
processing methods, are inspired by the lambda architecture. The lambda architecture is a
framework for designing big data applications that serves a variety of use cases with different
latency requirements. The CSE is inspired from the lambda architecture but adapted to support
machine learning functionalities rather than querying purposes which is the original aim of the
lambda architecture. (3) CSE aims to deliver an autonomic network management solution based
on machine learning, hence components and workflow were designed to support the Monitor,
Analyse, Plan, and Execute parts that share Knowledge (MAPE-K) autonomic loop. To this end
the CSE re-uses the monitoring data collected by the monitoring engine in Figure 5-1.
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Figure 5-20 CSE in depth functioning architecture mapped to MAPE autonomic loop:
Data Sources (Light Orange), Data/Collection (Green), Cognitive Elements (Blue), Policy
Engine Elements (Dark Orange).

One of the main features of CSE is the ability to dynamically adapt to changes by combining
machine learning models and network management policies. The architecture can be described
by the MAPE autonomic loop, as presented in Figure 5-19 which executes the following actions
in a loop manner:

1) Monitor: The Data Collector works gathers the monitoring details from the monitoring
element as well as details of the required SLA from the SLA management element.
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2) Analyse: The collected information is forwarded for analysis to the CSE or Light-
weight CSE (LCSE)® which are intelligent agents to perceive the network state and its
external environment, and use these insights to assist the network management of the
system.

3) Plan: The output of the (L)CSE is sent to the Policy Engine, which recommends
network policies to enact a desired alternation in the network infrastructure.

4 on 5) Execute on Managed Elements: Consequently, managed network resources,
such as VNFs and NFVi, are adjusted though request to the NFVVO and other controllers
based on the recommended actions.

The (CSE) is responsible for receiving the state and resource consumption records, pre-processing
the records, selecting suitable algorithms, and then applying selected models to further process
the received data. The CSE is enhanced by a Batch Engine (BE) that processes data in batches,
and by a (Near) Real-time Engine (NRE) that processes data in lower latency manner. The CSE
supports various machine learning modules that in turn help deliver different functionalities for
the slices. These include data gathering functionality, forecasting and prediction functionality,
anomalies and fault recognition functionality, and action recommendation functionality for the
policy engine.

The Policy Engine is mainly responsible for mapping insights from the LCSE/CSE into
appropriate policy actions that can be directly understood by related components in the
Management and Orchestration functions.

5 Note that LCSE comes with less computational resources but is deployed closer to data, thus it can offer the results of the analysis
in a lower latency manner. Contrarily, CSE is equipped with more resources but is deployed away from data. Both of them can
work together to compensate each other and offer a more flexible and efficient solution.
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Figure 5-21 CSE Operational Architecture.

The CSE, depicted in the upper half of the operational architecture from Figure 5-21 is an enabler
for autonomic network management. This component is responsible for receiving the state and
resource consumption records, pre-processing the records, selecting suitable algorithms, and then
applying selected models to further process the received data. The objective of the CSE is to
support the various Machine Learning modules shown in Figure 5-21 that in turn contribute to
the delivery of various functionalities. These functionalities in turn have associated policies in the
Policy Repository of the Policy Engine.
The input of the CSE will be a data stream on the relevant events from both resource provider-
side and consumer-side, whilst its output will be scored on the states of given components in the
architecture. This is intended to increase the openness and transparency of services delivered by
5G networks, and subsequently provide better user experience. Moreover, the output of the CSE
are prediction scores, which can be divided into:
1. Thresholds for specific policies, such as the maximum CPU utilisation before reaching
performance degradations, or
2. Metric data at timestamp t, such as predicting the: (i) %CPU (numerical), or (ii) presence
of an anomaly or fault (categorical).
The CSE consists of following sub-components:
o Data Collection & Adaptors: it collects data from multiple resources, and maps collected
data into those that can be processed directly by the following components.
e Data Cleaning & Filtering: it cleans and refines received data, and then stores it into the
Data Storage or forwards it to the (Near) Real-time Processing Engine.
o Data Storage: it stores historical data, and makes them available for multiple components
constituting the CSE.
e Data Pre-processing: it can work in either automatic or manual mode to pre-process
collected data stored in the Data Storage and make them ready for the Batch Processing
Engine. Feature extraction can be achieved by Deep Neural Networks, which can
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generate highly informative features automatically. Such functionality is essential to
support the overall flexibility of the architecture and to keep it adjustable to constantly
changing environment. It controls the noise and reduces the processing time of analytic
works in the big data context.

o Algorithm Selection: similar to the Data Pre-processing, this component is able to identify
the model(s) that will be deployed on both processing engines automatically or based on
customer requirements. In the automatic mode, it will take account into the features of
given datasets, the performance of candidate algorithms, and available resources of the
processing engine.

e Batch Processing Engine: it retrieves consumption and state data from the Data Storage,
and applies these data to train a model or generate scores. In the former case, the Batch
Processing Engine will evaluate the distortion of current model. If the model has become
stale or no model is available, it will generate a new model from scratch to facilitate the
work of the (Near) Real-time Processing Engine. In the latter case, this engine works
independently to analyse collected records in a more accurate but higher latency manner.
Note that the scoring in both the Batch Processing Engine and (Near) Real-time
Processing Engine is not to simply apply one machine learning model but may involve a
sequence of models associated with post-processing. For example, to detect network
anomaly, we may need to score a number of records and then make a conclusion based
on a linear combination of generated scores.

o Distributed File System: it stores models generated by the Batch Processing Engine that
will be deployed on the (Near) Real-time Processing Engine. Note that this component is
optional since the Batch Process Engine may forward generated models directly, such as
through message queues/RESTful Web Services or the two processing engines may not
share data between each other without writing it to an external storage system if they are
implemented and deployed in some cluster computing systems, such as Apache Spark.

e (Near) Real-time Processing Engine: it consumes the data from the sources directly, and
scores the received data within a short period of time. This can be achieved by applying
the model generated by the Batch Processing Engine, or light-weight on-line learning
approaches directly, such as some on-line clustering algorithms. Depending on the
latency requirement of a network, this component can generate scores either in real-time
if it is implemented and deployed in a distributed real-time computation system, such as
Apache Storm, or near real-time if it is powered by a mini-batch system, such as Spark
Streaming.

This section presented architectural pillars and design towards delivering autonomic network
management. It explored the integration of cutting-edge technologies in related areas, such as
NFV and machine learning. By leveraging feature extraction and model selection, this
architecture work applies machine learning to predict and evaluate states of network elements and
responses to events that can potentially affect network performance and SLA. This turns networks
into flexible, programmable platforms with intelligence to scale up and down. Subsequently, this
can result in a significant reduction in CAPEX, OPEX, as well as service deployment time, and
large savings in energy efficiency.

5.4.2 Autonomic network management framework

SELFNET has designed an autonomic network management framework based on an innovative
Tactical Autonomic Language (TAL) specification, which facilitates a formal definition of the
autonomic behaviours in the SELFNET framework and logically links a Self-Organising Network
(SON) engine, the monitoring subsystem, the orchestrator, Apps management and other relevant
components in the architecture, as shown in Figure 5-22. This creates an autonomic control loop
to significantly facilitate network management operations in an automated and autonomic way.
The investigation of machine-learning based algorithms is underway to improve the prediction
and self-learning capabilities of the framework. It is expected that the SON autonomic
management engine will extend the current 4G SON concept in the physical layer of 4G networks
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to the management plane of both physical and virtual networks in 5G networks, and significantly
simplify network management tasks and minimise human intervention and labour in diagnosing
complex network problems and then determining corresponding reactive or pro-active tactics to
resolve existing or even avoid potential issues. Representative use cases include Self-healing
against network failures or vulnerabilities for improved reliability, Self-protection against cyber-
attack threats for improved security, and Self-optimization against network constraints for

improved users’ QoE.
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Figure 5-22: Overall Self-Optimized Architecture

The concept of 5G SON is addressed in a twofold manner within the SON-based autonomic
management engine, as illustrated in Figure 5-23. At first, a set of tactical strategies is expressed
by the use of the TAL. Their aim is to specify the human-based tactical approaches regarding the
reactions of the system in view or detection of certain events and anomalies in the system being
controlled. Secondly, an algorithmic processing of the indicated strategies along the gradually
built (machine learning based) artificial intelligence is expected to produce optimal decisions. In
the context of this autonomic management framework, TAL constitutes the static definition of the
intelligence, usually incorporating experience of network management personnel, that at least,
provides the initial starting point where to the common sense intended behaviour is expressed and
that may thereafter be optimized by the artificial intelligence based processing.
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Figure 5-23: Autonomic Network Management Framework: SON Engine
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5.4.3 Balancing autonomy against explicit control: A
pragmatic approach

The previous paragraphs have outlined options to do autonomic or cognitive management as
applied to NFV and slice management. Nevertheless, there is a desire to balance the extent of
explicit control extended to both network operators as well as service developers, if they choose
to exert such controls and offer the opportunity for such control. Explicit control here refers to
the idea of making the location and time of taking control decisions explicit to the tenant, rather
than taking them implicitly inside the context of an individual function.

This can take place on multiple levels. On the level of an individual (virtual network) function, it
is difficult to imagine entirely autonomous, self-managed operation without taking into account
the corresponding actions of the peer functions inside the same service; this could easily produce
counterproductive behavior or race conditions. Hence, some coordination across functions in a
service is needed. This coordination could take place in a one-size-fits-all fashion, attempting to
regulate and manage all services (and their constituting functions) in a single manner. While this
would be easy to realize and implement, it is basically an extension of the ideas of autonomic
actions defined by the service.

When embracing autonomy, we hence need a way to balance the needs of explicit control, aligned
with typical MANO frameworks [5-19], [5-20], with the desire to delegate as much functionality
as possible to services. The architectures outlined above could fulfil this task. Another approach
could be to endow a more conventional MANO framework with the ability to incorporate such
autonomic management approach and give services the power to regulate themselves, while
having access to relevant parts of infrastructure, load, topology, descriptions and so on. Clearly,
such information needs to be carefully shepherded, the interactions of services with each other
have to carefully controlled, and the control actions of a service’s self-management functionality
has to be carefully curried to ensure stable operation. Once a MANO framework provides such
functionality, it could be a both pragmatic and far-reaching option to combine autonomic
approaches with the desire for more fine-grained control in an actual network. The 5G orchestrator
will have to be an example of an explicit, framework-based, pragmatic compromise is
orchestrator. It provides each service (or function) the option to provide explicit management
code, executed in an orchestrator context, with access to (carefully controlled) information about
the current system and load information. A service can then decide, e.g., to scale out, but the
controller can overrule such decisions if overall system objectives (e.g., stability) are jeopardized.

Once we accept such an approach, it also opens a new avenue to thinking about the relationship
of slices and services. In the simplest case, a “slice” could support just a single service in
conformance with an SLA, executed in (conceptual) resource isolation. In fact, inside such a
conceptually isolated slice, it does not really matter much how a service is managed as it runs in
isolation. The picture changes somewhat if the notion of a slice is widened, with multiple services
living inside a single slice. Then, it does in fact make sense to start thinking about the way these
services are managed or manage themselves with respect to the influence they have on each other.
In this sense, autonomic service management opens a door to a more powerful, useful slicing
model.
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6 Impact on standardization

6.1 Major standardization bodies targeted by 5GPPP

The 5GPPP Phase 1 projects are active in some of all the existing SDOs. Here, we list the SDOs
that are more relevant to the content provided in this white paper.

e 3GPP is the organization responsible for developing cellular telecommunications
network technologies, including radio access, the core transport network, and service
capabilities - including work on codecs, security, quality of service - and, thus, provides
complete system specifications.

o |ITU-T IMT2020 / SG13 covers all 5G no-radio network segments as far as overall 5G
architecture, network softwarization, integrated network management, fixed mobile
convergence is concerned.

o |ETF covers all aspects 5G no-radio network segments as far network slicing is
concerned.

e ETSI covers all aspects on Network Function Virtualisation (NFV), Mobile Edge
Computing (MEC), Next Generation Protocols (NGP) is concerned. ETSI has established
its first Open Source Group OSG OpenSource Mano (OSM). ETSI is also active on
security especially through ETSI TC CYBER and organization of the ETSI Security
Week on a yearly basis.

e |EEE is the standards organization responsible for the WiFi and WiMAX standards
among many others. In addition to this, there are standards related to machine type
communications. Currently work is ongoing to enhance the ability to manage WiFi
networks and integrate them in cellular networks.

In addition to the above SDOs, there are a number of fora where some of the actors come together
to join forces to prepare topics that are related but not directly treated by the standards bodies or
to have added impact. Examples of these organisations are ONF, GSMA, TMN, BBF, OneM2M
and NGMN.

6.2 Significant standardization areas of impact by
5GPPP

The 5GPPP Pre-standards WG is monitoring the inputs to standards bodies and in mid-2017
around 270 individual contributions had been made®. The following is the catalogue of
standardisation areas with significant impact by the 5GPPP Phase 1 projects, which places a
particular focus on the architecture area within the framework of this white paper.

6 5GPPP Pre-standards WG Report “5GPPP Standardization results and activities in Phase 1, 2015-2017”, Brussels,
July 2017 (5GPPP access only).
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6.2.1 Overall 5G Architecture, Use Cases and Key

requirements
Topic SDO 5GPPP Chapter | Description Status
Project(s) (ereT) (in progress,
completed)
5G ITU-T SONATA & | Chapter 2, | “High Level Architecture” Published with an
Architecture IMT202 | 5GEX Section 2.1 acknowledgement to
0 SONATA and 5GEXx projects
http://itu.int/en/ITU-
T/focusgroups/imt-
2020/Documents/T13-SG13-
151130-TD-PLEN-
0208!!MSW-E.docx
5G ITU-T SONATA & | Chapter 2, | “Framework for IMT-2020 | -18 pages completed as
Architecture IMT202 | 5GEX Section 2.1 | overall network architecture | recommendation
0 (0-043y” -
http://www.itu.int/en/ITU-
T/focusgroups/imt-
2020/Pages/default.aspx
5G  security | 3GPP 5G-ENSURE Section 2.5 . .
architecture 5G Security Architecture In progress.
developed by 5G-ENSURE
also shared/agreed with A contribution (ref. S3-
SGPPP SEC WG. 5G- 171907) from work
ENSURE has_modelled the performed by 5G-ENSURE
5G networks in a structured on 5G Security architecture
way together with the prepared and presented on
security controls that need to July 2017 at 3GPP TSG SA
be deployed to offer the WG3 (Security) Meeting
necessary trust and #88. It has been noted by the
confidence. SA3 delegates as a work to
be further investigated and
analysed in detail when the
group will start to work on
the topic.
Privacy ETSI 5G-ENSURE Section 2.5 i .
TC Privacy protection In progress.
CYBER mechanisms defined by 5G-
ENSURE project Contributions
https://portal.etsi.org/webapp
/WorkProgram/Report_Work
Item.asp?WKI_1D=50110
https://portal.etsi.org/webapp
/WorkProgram/Report_Work
Item.asp?WKI_1D=50940 to
the definition of a concrete
ABE (Attribute Base
Encryption) mechanism
aimed to the protection of the
P11 in both: mobile, cloud
and loT scenarios
Spectrum ETSI SPEED-5G Sections . I .
sharing, RRS 3.3,35 Technological Aspects of Contr!butlons submitted,
temporary Spectrum Sharing work in progress.
spectrum (RRS(17)040021 in RRS40)
access The latest stable draft is
Need for distributed radio always available at
resource (spectrum) https://portal.etsi.org/th.aspx?
management thid=713&SubTB=713,718,7
(RRS(17)040015 in RRS40) 19,720#50612-drafts
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MAC 3GPP SPEED-5G Sections . . .
RAN2 33,35 eDSA MAC framework for Discussion paper in
5G preparation (Work in
progress)
Dynamic IEEE SPEED-5G Sections
spictrum 1900.7 33 35 Main contribution to first Standard published in
access  using ' standard on radio interface February 2016
FBMC for whitespace dynamic
spectrum access using FBMC
physical layer
Use cases 3GPP SPEED-5G Section 2.1 . .
SAL Discussion paper ‘S1- Noted
161308’ presented and noted
on SPEED-5G use cases and
scenarios. (May 2016)
5G transport | IEEE 5G-Crosshaul Section 4.2 . .
technologies Enabling technologies for 5G | Noted
transport network
IEEE 5G Summit, Toronto,
Canada, November 2015
5G transport | 3GPP 5G-Crosshaul Section 4.2 . .
technologies Enabling technologies for 5G | Noted
transport network
3GPP Asia Summit, Taipei,
Taiwan, November 2015
5G transport | IEEE 5G-Crosshaul Sections .
network 22, 2.4, 5G-Crosshaul architecture Noted
architecture 42, 513 and r_esearch related to
and 5.3 Mobile Edge Cloud IEEE pre-industrial
workshop on Mobile Edge
Cloud, New Jersey, USA,
November 2015
Small  cells | BBF 5G-Crosshaul Section 4.2 .
and  Mobile Addressed 5G research topics | Noted
Edge in the Small Cell Forum and
Computing Mobile Edge Computing BBF, 5G BoF, November
2015.
5G NGMN 5G-Crosshaul Section 4.2 . .
technologies An introduction to 5G Noted
enabling technologies
NGMN IPR Forum, Vienna,
Austria, December 2015
5G Transport | ETSI 5G-Crosshaul Section 4.2 .
and MEC MEC 5G Transport Technologies Noted
and Mobile Edge Computing
ETSI MEC ISG meeting,
Madrid, Spain, March 2016
Network ETSI 5G-Crosshaul Section 4.3
throughput MEC Network throughput Noted
measurements
ETSI MEC ISG meeting,
Madrid, Spain, March 2016
5G transport | NGMN 5G-Crosshaul Sections .
technologies 22, 24, 5G-Crosshaul architecture Noted
42 513 | andkey requirements
and 5.3 NGMN Forum, Taipei,

Taiwan, March 2016
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5G transport | ITU-T 5G-Crosshaul Sections .
technologies 22, 24, 5G-Crosshaul architecture Agreed
42 513 | andkey requirements
and 5.3 ITU-T 2020 Focus Group,
Beijing, China, May 2016
5G transport | ETSI 5G-Crosshaul Section 4.2 .
technologies Standardization Roadmap for | Noted
the 5G Integrated Fronthaul
and Backhaul ETSI 5G: From research to
standardization, Sophia-
Antipolis, France, May 2016
5G transport | ITU-T 5G-Crosshaul Section 4.2
requirements Key Challenges of the 5G- Agreed
Crosshaul project
ITU-T 2020 Focus Group,
October 2016
Fronthaul and | ETSI 5G-Crosshaul Section 4.2 .
backhaul The convergence of fronthaul | Completed, pending release
and backhaul through by ETSI
softwarization and
virtualization ETSI White Pape
MEC Metrics | ETSI 5G-Crosshaul Sections .
43, and | Changes to MEC Metrics: Agreed
5.3.2 delay and footprint
Contribution
(MECIEG(16)000016), ETSI
MEC ISG#17, Madrid,
Spain, Mar’16.
MEC Metrics | ETSI 5G-Crosshaul Sections .
43 and | Measurement methodologies | Agreed
532 for energy and delay
Contribution
(MECIEG(17)000016), ETSI
MEC ISG#17, Madrid,
Spain, Mar’16.
MEC Metrics | ETSI 5G-Crosshaul Sections .
43, and | Changes to MEC Metrics: Agreed
53.2 delay
Contribution
(MECIEG(16)000020r1), at
ETSI MECIEG#17, Madrid,
Spain, Mar’16.
MEC Metrics | ETSI 5G-Crosshaul Sections .
43, and | Changes to MEC Metrics: Agreed
5.3.2 footprint
Contribution
(MECIEG(16)000022r1), at
ETSI MECIEG#17, Madrid,
Spain, Mar’16.
Requirements | RAN COHERENT Section 3.1, . . . .
for the | Plenary 32 Introduced requirements of Requirements introduced in
architecture control plane/user plane TR 38.913
of 5G cellular separation and central
networks coordination

Dissemination level: Public

Page 120/ 140



5GPPP Architecture Working Group

5G Architecture White Paper

Architecture RAN3 COHERENT Section 3.2 | Architecture and initial Reflected in TR 38.801 and
with control functional definition the new RAN3 W1 initiated
plane/user by Ericsson on UP/CP
plane separation with

separation disaggregated architecture
Hierarchical RAN3 COHERENT Section 3.2 | CP is split between the Reflected in TR 38.801 and
architecture Central Unit and the 38.470

for UP/CP Distributed Units depending

separation on required decision latency

6.2.2 Network Softwarisation and Key Requirements

Topic SDO 5GPPP Chapter | Description Status
Project(s) 1) (in progress,
completed)
5G Network | ITU-T SONATA & | Section2.3 T13-SG13-151130-TD- Published with an
Softwarization IMT2020 5GEX PLEN-0208!'MSW-E acknowledgement to
SONATA and 5GEx
projects
http://itu.int/en/ITU-
T/focusgroups/imt-
2020/Documents/T13-
SG13-151130-TD-
PLEN-0208!''MSW-
E.docx
5G  Network | ITU-T SONATA & | Section 2.3 “Application of network | Completed as
Softwarization IMT2020 5GEX softwarization to IMT-2020” | recommendation
(0-041) - 150 pages http://www.itu.int/en/IT
U-T/focusgroups/imt-
2020/Pages/default.aspx
Security ETSI NFV, | SONATA Section 2.5 | SONATA team has | Ongoing, partially
SEC, REL contributed to the SEC014 | completed
WGs document (Security
Specification for MANO
Components and Reference
points) and to RELO06
(Specification for maintaining
service  availability  and
continuity when
updating/upgrading software)
of the SEC and REL WG
respectively.
Monitoring ETSI  NFV | SONATA Section 5.3 | Contributions to discussions | In progress
EVE WG on monitoring and licensing
Cloud ETSI  NFV | SONATA Discussion contributions In progress
Nativeness EVE WG
Multi-domain ETSI  NFV | SONATA Section SONATA concepts | In progress
matters EVE, REL, 534 contributed to multi-domain
SEC, TST contributions
WGs
. . . In progress.
Reference ETSI OSM SONATA Section 5.3 | Contributed multi-pop Already
implementation emulation platform, included | 5chieved:
in OSM release 3. 1. Vim-emu ETSI
repository,
https://osm.etsi.org/gitw
eb/?p=0sm/vim-
emu.git;a=summary
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2. ETSI OSM
Community White Paper,
OSM RELEASE
THREE, 2017,
https://osm.etsi.org/imag

es/OSM-Whitepaper-
TechContent-

ReleaseTHREE-
FINAL.PDF

Completed, not agreed

Virtualization IETF SuperFluidity | Sections RFB/recursive approach in
512 and | ETSINFV
52 https://www.ietf.org/id/draft-
aranda-nfvrg-recursive-vnf-
04.txt
. L L . Virtualization technologies Completed, agreed
Virtualization IETF SuperFluidity | Sections analysis
512 and
52 https://tools.ietf.org/html/draf
t-natarajan-nfvrg-containers-
for-nfv-03
. . - . . . Completed, agreed
Virtualization ETSI SuperFluidity Sections This work item take the NFV
5.1.2 and | use cases (as set out in GS
5.2 NFV001 or its revised
version) and show how they
are realized on the NFV
architecture.
NFV(16)000118: New Work
Item “Report on End to End
Process Descriptions”
(DGS/NFV-EVEL)
- . . . Completed, agreed
MEC ETSI SuperFluidity Sections TOF implementation ETSI
512 and | GS MEC 003 V1.1.1 (2016-
5.2 03): Mobile Edge Computing
(MEC);  Framework and
Reference Architecture
L . Flow redirection Completed, agreed
MEC ETSI SuperFluidity | Sections ETSI GR MEC 018 V1.1.1
512 and | (2017-10): Mobile Edge
5.2 Computing (MEC); End to
End Mobility Aspects
. . Wireless Transport SDN Agreed
Wireless ONF 5G-Crossaul Sections Proof of Concept Published by ONF
Transport SDN 2.3,24 and [V1.0; 2015-10-09]
5.3
. Mapping Cross Stratum Agreed
SDN ONF 5G-Crosshaul | Sections Orchestration (CSO) to the Contribution to
Avrchitecture 2.3, 24 and | SpN Architecture Technical
53 Recommendation TR-
528, May 2016
. SDN in IEEE 802.1cf Agreed
SDN_ IEEE 5G-Crosshaul Sections (OMNIRAN) Contribution to SDN
Architecture gg, 2.4 and Chaptel’ for IEEE 802.1cf
. Cross Stratum Optimization Noted
Cross Stratum | ONF 5G-Crosshaul | Sections 2.4 (CSO) ONF Member Workdays
Optimization and 5.3 on CSO Gap Analysis,
Sep’l6
. Cross Stratum Optimization Agreed
Cro_ss_ St_ratum ONF 5G-Crosshaul | Sections 2.4 (CSO) Contribution
Optimization and 5.3 (onf2016.179) to draft
“Gap Analysis for
Application-Driven
Cross Stratum
Orchestration”, Dec’16
. Application of network Agreed
Network ITu-T 5G-Crosshaul | Sections2.3 | gofrwarization to IMT-2020 | Contribution (IMT-O-
softwarization and 5.3

036) at ITU-T 2020 FG
meeting, November
2016
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. . Third Wireless Transport Agreed
Wireless ONF 5G-Crosshaul | Sections SDN Proof of Concept Published by ONF,
Transport SDN 23,24 and December 2016
5.3
. . . VNF Pool Orchestration for Noted
Service chains IRTF 5G-Crosshaul | Section5.2 | aytomated Resiliency in NFVRG Interim
Service Chains meeting, December 2015
A . DETNET crosshauling Agreed
Deterministic IETF 5G-Crosshaul | Section 4.2 requirements IETF DETNET. IETF 97
networking meeting in Seoul, South
Korea, November 2016.
L . DETNET dataplane Agreed
Deterministic IETF 5G-Crosshaul Section 4.2 IETE DETNET. IETF 98
networking meeting in Chicago,
USA, Mar’17.
. . . Service Function Chaining Noted
Service chains IETF 5G-Crosshaul | Section5.2 | \jse Cases in Fog RAN IETE SFC. IETF 97
meeting in Seoul, South
Korea, November 2016.
. . . Service Function Chaining Noted
Service chains IETF 5G-Crosshaul | Section 5.2 Use Cases in Fog RAN IETE SEC. IETF 98
meeting in Chicago,
USA, Ma’17.
. SDN Functional Agreed
SDN IEEE 5G-Crosshaul | Sections Decomposition omniran-16-0089-00-
23, 2.4 and CFO0, IEEE 802.1
53 OmniRAN, November
2016
. Use cases for T-API PoC Agreed
SDN ONF 5G-Crosshaul | Sections ONF Contribution
ég 2.4 and onf2017.048, Feb’17
. Requirements for compliance | Agreed
SDN ONF 5G-Crosshaul | Sections | of TR-532 model ONF Contribution
gg 2.4 and onf2017.047, Feb’17

6.2.3 Network Management and Key Requirements’

Topic SDO 5GPPP Chapter | Description Status
. herein .
Project(s) ( ) (in progress,

completed)

5G  Network | ITU-T SONATA & | Section 2.4 | “Network management | Completed as

Management IMT2020 | 5GEX &5.3 framework for IMT-2020 (O- | recommendation

Architecture 047 L
http://www.itu.int/en/IT
U-T/focusgroups/imt-
2020/Pages/default.aspx

5G  Network | ITU-T SONATA & | Section 2.4 | “IMT-2020 network | Completed as

Management IMT2020 | 5GEX &5.3 management  requirements | recommendation

Requirements (0-046)” L
http://www.itu.int/en/IT
U-T/focusgroups/imt-
2020/Pages/default.aspx

Extending IETF98 SONATA & | Section2.2 | Towards_Integration_of Slic | Presentation in IETF98

MANO to 5GEX e Networking | NFVRG

include _in_NFV_IETF98_nfvrg_V3

Network .0

Slicing

" The contribution for ETSI NFV (IFA022) under the 5G NORMA project relate to the management of the connectivity
of NFV network services across multiple NFV sites (i.e., NFVI-PoP).
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https://datatracker.ietf.or
g/meeting/98/proceeding
S

Extending IETF100 SONATA Section 2.2 | VIM on Demand: Extending | Presentation in IETF100
MANO to 5GEX Slices into the Data Center NFVRG
include  Data .
Centre https://datatracker.ietf.or
Management g/meeting/100/proceedin
and Slicing gs
Autonomic IETF100 SONATA Section 2.2 | Autonomic Slice Networking | In progress
Slice 5GEX https://datatracker.ietf.or
Networking g/doc/draft-galis-anima-
autonomic-slice-
networking/
5G DevOps IETF SONATA Section 2.5, | SONATA Gatekeeper model | Discussion contribution
NFVRG 5.3 has been contributed to the
NFVRG of the IRTF in a
document that discusses its
applicability for DevOps
procedures and its role for
user management, service
package management, and
monitor data transfer.
Management ETSI SELFNET Section Working session on Impact of | Completed, Contribution
5.4.2 5G on NFV as part of ETSI | for discussion
NFV Face to Face meeting in
Sept 19-23th.
The objective is to understand
the current requirements
identified by 5GPPP projects
for ETSI NFV, mainly in
terms of management of
virtualized environments.
Management ETSI SELFNET Section Presentation of the project to | Completed, Contribution
NFV 5.3.3 the SOLO05 (Os-Ma-Nfvo) | for discussion and
(SOL005) WI meeting, exploring mutual | initiation of future
possibilities of collaboration | interaction.
between SOL005 and Selfnet
Resiliency IRTF SELFNET Section Contribution to an NFVRG | Ongoing
5.3.3 Internet-Draft (I-D), which
targets the definition of a
VNF orchestration
framework for automated
deployment of highly
available ~ VNF  chains,
providing VNF resiliency and
high availability concepts and
functionalities  within  the
Policy-Based Resource
Management work item.
Title: “VNF Pool
ApOrchestration For
Automated  Resiliency in
Service Chains”
Multi-tenancy Small SESAME Section Input to a report on updates | Future input to 3GPP;
Cell 51.1 Broadband forum on | SA5 expected to request
Forum Management for Multi-tenant | updates to the BBF TR-
Small Cell (MOCN) 196 data model.
In progress
Use Case | ETSI 5G NORMA Section . Included in ETSI GR
Analysis NFV 5.3.4 Analysis of Use case for | NpyvlFA 022, “Report
(IFA022) Network Service for E2E | oy \anagement and

Enterprise vCPE.

[NFVIFA(17)000080r3]

Connectivity for Multi-
Site Services”
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Multi-site ETSI 5G NORMA Section Included in ETSI GR
connectivity | NFV 5.3.4 NPVIFA(17)000224 * | NFV-IFA 022, “Report
options (IFA022) IFA022 ~ Annex  for a | o5 Management and
colle_ctl_on of wvariants of Connectivity for Multi-
multi-site NS deployment | gite Services”
[NFVIFA(17)000341r2]
Use Case | ETSI 5G NORMA Section e Included in ETSI GR
Analysis NFV 53.4 Use case description for | NpvofpA 022, “Report
(IFA022) Network Service for E2E | o pManagement  and
Enterprise VCPE across two Connectivity for Multi-
WANs Site Services”
[NFVIFA(17)000341r2]
Use Case | ETSI 5G NORMA Section . . Included in ETSI GR
Analysis NFV 5.3.4 Provides analysis based on 13 | Npv.[FA 022, “Report
(IFA022) use cases covering dlffergent on Management and
aspects ~  of nsuring |- connectivity for Multi-
connectivity of a netvyork Site Services”
services across multiple sites.
[NFVIFA(17)000405]
Avrchitectural ETSI 5G NORMA Section . Included in ETSI GR
considerations | NFV 534 General  recommendations | NFv.[FA 022, “Report
(IFA022) related o management _Of on Management and
connectivity for multi-site Connectivity for Multi-
services. Site Services”
[NFVIFA(17)000502r3]
Functional ETSI 5G NORMA Section . . Included in ETSI GR
requirements NFV 53.4 Provides  recommendations | \pv.[FA 022, “Report
(IFA022) focusing ~ on  functional | o, pManagement and
aspects of functional blocks Connectivity for Multi-
|dent_|f|ed in the NFV | gite Services”
Architectural Framework.
[NFVIFA(17)000528r3]
Reference point | ETSI 5G NORMA Section . . Included in ETSI GR
requirements NFV 53.4 Provides  recommendations | \pv.[FA 022, “Report
(IFA022) focusing  on  functional | oy Management and
aspects,  primarily  of | copnectivity for Multi-
reference points |den§|f|ed iN | Site Services”
the  NFV  Architectural
Framework.
[NFVIFA(17)000529r4]
Recommendati | ETSI 5G NORMA Section . . Included in ETSI GR
ons on | NFV 534 Provides ~recommendations | Nk 022, “Report
descriptors and | (IFA022) focusing on the definitionand | o, panagement  and
information specification of descriptors | connectivity for Multi-
elements and information  model Site Services”
elements related to
management and connectivity
for multi-site services.
[NFVIFA(17)000530r2]
Use Case ETSI 5G NORMA Section Included in ETSI GR
NEV 5.3.4 Use case for the use of WAN | \pv/_1ra 022, “Report
(IFA022) connectivity by compute-only | Management  and

NFVI-PoP deployments.

[NFVIFA(17)000694r8]

Connectivity for Multi-
Site Services”
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Analysis of the | ETSI 5G NORMA Section . . Included in ETSI GR
role of WIM NFV 5.3.4 Provides an overview and | Npv.IFA 022, “Report
(IFA022) anal)_/s!s of the roIqo_f WIMin | g, Management  and
providing connectivity across Connectivity for Multi-
multi-site services. Site Services”
[NFVIFA(17)000714r2]
Gap analysis | ETSI 5G NORMA Section . Included in ETSI GR
between NFV 53.4 Gap analysis between WIM | Npy.JFA 022, “Report
network (IFA022) and Network Controller. on Management and
controller and Connectivity for Multi-
WIM [NFVIFA(17)000729r3] Site Services”
Use Case | ETSI 5G NORMA Section Included in ETSI GR
Analysis NFV 53.4 Compute-only ~~ NFVI-POP | N;py A 022, “Report
(IFA022) Use case specifications and | Management  and
analysis. Connectivity for Multi-
Site Services”
[NFVIFA(17)000882r1]
Use Case | ETSI 5G NORMA Section Included in ETSI GR
Analysis NFV 534 IFA022-Compute-only | NEVIFA 022, “Report
(IFA022) NFVI-PoP Use case analysis | o, Management  and
Connectivity for Multi-
[NFVIFA(17)000961r2] Site Services”
Orchestration NGMN 5G-Crosshaul Sections 2.4 Noted
&53 Impacts on network and
service management and | NGMN meeting, August
orchestration for 5G. 2016
Network IETF CogNet Sections . . Completed.
management WGs 5.2.4 & | Refinement and analysis of
data models SUPA, 5.41 data models able to support | Incorporated to the
12NSF data-driven network | relevant documents of
and 12RS management control loops the different working
groups. The most
relevant at the moment
of this writing are:
draft-ietf-supa-policy-
based-management-
framework
draft-ietf-i2nsf-
framework
Policy ETSI CogNet Section . . Completed.
frameworksin | NFV WG 5.2.4 Use cases of applying policy
NFV MANO IFA frameworks in NFV | Incorporated to
management and | document IFA023
orchestration
Policy ETSI CogNet Section . . Completed.
frameworks in | NFV WG 5.2.4 Use cases of applying policy
NFV security SEC frameworks in NFV security Incorporated to current
version of document
SECO017
Knowledge- IRTF NM | CogNet Sections . In progress.
based network | RG 5.2.4 & | Inputon architecture and data
management 5.4.1 models for knowledge-based | The NMRG is deciding

management, in the
framework of an NMRG
initiative

how to progress this
initiative

6.2.4 Network Slicing and Key Requirements
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Topic SDO 5GPPP Chapter Description Status
. herein .
Project(s) ( ) (in progress,

completed)

Multi-operator | 3GPP 5Gex Section 5.3.4 | Use case, requirements and | Included in R15, see

slicing SA5 possible solutions for multi- | 3GPP TR28.801

operator slicing

Architecture 3GPP 5Gex Section 5.3.4 | Architecture requirements for | Included in R15, see

for multi- | SA5 multi-operator and possible | 3GPP TR28.800

operator slicing solutions

Multi-operator | ETSI IFA | 5Gex Section 5.3.4 | Services one operator can Included in ETSI IFA 28

services provide to another to realize

multi-operator slices/services

5G  Network | IETF99 SONATA Section 2.2 “Autonomic Slice Networking- | In progress

Slicing 5GEXx Context, Requirements, .

Autonomic Definition  and  Reference | NtS://www.ietf.org/pro

Management Model” ceed|ngs/98/s||des/s||des
-98-anima-sessb-
autonomic-slice-
networking-
requirements-and-
reference-model-01.pdf

5G  Network | IETF98 SONATA Section 2.2 “Towards Integration of Slice | In progress

Slicing 5GEX Networking in NFV” i

Management https_://www.lgtf.orq/pro
ceedings/98/slides/slides
-98-nfvrg-sessh-14-
towards-integration-of-
slice-networking-in-nfv-
00.pdf

5G  Network | IETF99 SONATA Section 2.2 "Network Slicing - Introductory | In progress

Slicing 5GEx Document and Revised Problem .

Problem Statement “ https://tools.|etf.o_rq/htm|

statement [draft-gdmb-netslices-
intro-and-ps-02

5G  Network | IETF99 SONATA Section 2.2 "Network Slicing Architecture” | In progress

Slicing SGEx https://www.ietf.org/inte

Architecture rnet-drafts/draft-geng-
netslices-architecture-
01.txt

5G  Network | IETF99 SONATA Section 2.2 "Network Slicing Use Cases: | In progress

Slicing Use 5GEx Network Customization and . .

Cases Differentiated Services" https://www.ietf.org/inte
rnet-drafts/draft-
netslices-usecases-00.txt

5G  Network | IETF99 SONATA Section 2.2 "Gap Analysis for Network | In progress

ISZ::r:::T?onality SGEx Slicing https://tools.ietf.org/html
[draft-giang-netslices-
gap-analysis-00

5G  Network | IETF 100 SONATA Section 2.2 “Problem Statement of | In progress

Slicing 5GEXx Supervised Heterogeneous

Information Network Slicing” draft-geng-coms-

Model problem-statement-00

5G  Network | IETF100 | SONATA Section 2.2 Interconnecting (or Stitching) | In progress

Slicing 5GEXx Network Slice Subnets

Interconnection draft-defoy-coms-
subnet-interconnection-
01

5G  Network | IETF100 | SONATA Section 2.2 Technology Independent | In progress

Slicing 5GEXx Information Model for Network | https://datatracker.ietf.or

Information Slicing g/doc/draft-giang-coms-

Model netslicing-information-

model/
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Network ETS SESAME Section 2.2 Network slicing management | Agreed as an annex on
Slicing NFVI functions 3GPP mapping in ETSI
EVE NFV Report on Network
slicing
Network ETS SESAME Section 2.2 Network Slicing to support | In progress
Slicing NFVI Multi-operator operation in an
EVE enterprise based edge network
6.2.5 Radio/ Wireless Network Interworking and Interfaces
Topic SDO 5GPPP Chapter | Description Status
. herein .
Project(s) ( ) (in progress,
completed)
New RRC UE 3GPP METIS-II Section New RRC Connected Inactive Included in R15, see
Inactive state RAN2 3.6.1 state improves UE battery 3GPP TS 38.331
consumption and allows lower
CP latency by faster transition
to CONNECTED mode, i.e. the
UE can start transmitting faster
now compared to LTE due to
less signaling is required
RAN based 3GPP METIS-II Section The new RAN based paging Included in R15, see
paging RAN2 3.6.1 concept benefits from the new 3GPP TS 38.331
RRC Inactive which allows the
network to be able to page the
UE more accurately
LTE&NR tight | 3GPP METIS-II, Section 3.4 | The UE is connected to both | Included in R15, see
integration RAN2 mmMAGIC LTE and NR simultaneously | 3GPP TS 37.340
enabling both higher user data
rates and higher reliability.
Initial access RAN1 mmMAGIC Section New technique for initial access | Included in R15, see
36.1 in mm-wave band with low- | 3GPP TS 38.213
frequency band assistance
Self- RAN2 mmMAGIC Section Set of solutions to provide | Included in 3GPP RP-
backhauling 3.6.6 technology- and topology- | 170821: “New SID
(“Integrated dependent coverage extension | proposal: Study on IAB
Access and and capacity expansion utilizing | for NR”
Backhauling”) same frequency band for both
backhaul and access links
COHERENT ETSI COHERENT Section 3.1 | Full description of Control | ETSI draft TR 103 494
Architecture BRAN plane, User plane and Service | sections 6 and 7
plane
COHERENT ETSI COHERENT Section 3.5 | Description of Network Graph | ETSI draft TR 103 494
Network Graphs | BRAN concept section 6
Control ETSI COHERENT Section 3.6 | Full description of Control | ETSI draft TR 103 494
interfaces BRAN interfaces and Reports sections 8 and 9
. Joint Text Proposal for 38.801 .
UP/CP_ 3GPP COHERENT Section3.2 | o4 cp/UP separation Included in TR 38.801
separation
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. Coordinated scheduling and .
Central RAN2 COHERENT Section 3.5 | central coordinator Reflected in TR 38.801
coordination of and TS 38.473
scheduling
. . Separation the RRM between .
RRM functions | RAN3 COHERENT Section 3.5 | ¢ and DU Reflected in TS 38.470
pertinent to CU
. gNB-DU is controlled by gNB- .
gNB-DU RAN3 COHERENT Sections 3.1 | 5 Reflected in TS 38.401
definition &3.2
. . Microwave radio link
Wireless IETF 5G-Crosshaul Sections abstraction Agreed
transport 23, 24 & .
P 5.3 IETF CCAMP meeting,
Berlin, July 2016
. . 1lay Functional Requirements
Wireless IEEE 5G-Crosshaul Sections 4.1 | ¢, Multi-Hop, Backhaul, and Agreed
transport &4.2 Fronthaul Contribution ~ 802.11-
15/1399r1, IEEE
802.11ay meeting,
November 2015
. . . 5G fronthaul and Base Station
Function splits BBF 5G-Crosshaul Sections 4.1 | £,ctional split Noted
& 4.2
BBF meeting, February
2016
. . . On base station functional
Function splits BBF 5G-Crosshaul Sections 4.1 decomposition and fronthaul Noted
&4.2 performance requirements BF meeting, April 2016
. . . Proposed options for functional
Functional splits | IEEE 5G-Crosshaul Sections 4.1 splits for CRAN and fronthaul Noted
& 4.2
IEEE 1914.1 meeting,
August 2016
. A framework for Management
Management IETF 5G-Crosshaul Sections and Control of microwave and | Adreed
3\2?9|:Sc;ntrm of gg’ 24 & millimeter wave interface IETE CCAMP, IETF 96
transport ‘ parameters and 97 meetings in Berlin
and Seoul, July and
November 2016
. . Microwave Information Model
Wireless SDN ONF 5G-Crosshaul Sections Agreed
23, 24 &
5.3 ONF meeting, Dec’16
. . A YANG Data Model for
Wireless SDN IETF 5G-Crosshaul Sections Microwave Radio Link Agreed
23, 24 &
5.3 IETF CCAMP, IETF 97
meeting in  Seoul,
November 2016
. . . Alignment to IETF RFC 2360
Functional splits | eCPRI 5G-Crosshaul Sections 4.1 Agreed
& 4.2
eCPRI  Tdoc 1430,
Feb’17
. . . eCPRI over Ethernet and eCPRI
Functional splits | eCPRI 5G-Crosshaul Sections 4.1 | qver IP sections text proposal Agreed
& 4.2
eCPRI  Tdoc 1457,
Mar’17
. . . eCPRI requirements to the
Functional splits | eCPRI 5G-Crosshaul Sections 4.1 Transport network layer: work Agreed
& 4.2 '
document eCPRI  Tdoc 1508,
Apr’l7
. . . eCPRI network QoS definition
Functional splits | eCPRI 5G-Crosshaul Sections 4.1 Agreed
&4.2
eCPRI  Tdoc 1509,
Apri’l7
. . . eCommon Public Radio
Functional splits | eCPRI 5G-Crosshaul Sections 4.1 | |nierface (eCPRI); Transport Agreed
&4.2 Network Services Specification | ocprl  Tdoc 1541
Jun’17
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6.2.6 Wireless/Wireline Network Interworking and Interfaces

Topic

SDO

5GPPP
Project(s)

Chapter
(herein)

Description

Status

(in progress,
completed)
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Interworking | IETF 5GEx Section 2.2 | Gap Analysis on Network In progress
Virtualization Activities .
https://tools.ietf.org/html
[draft-bernardos-nfvrg-
gaps-network-virtual
Interworking | IETF 5GEXx Section 2.2. | Cooperating Layered In progress
Architecture for SDN .
(https://tools.ietf.org/htm
I/draft-contreras-sdnrg-
layered-sdn)
Interworking | ONF 5GEx Section 2.2 | 5GEx case contribution to ONF | In progress
report “Framework and L .
Architecture for the publication pending
Application of SDN to Carrier
Networks”
Optical FSAN 5G-Crosshaul Section 4.2 | Mobile evolution and impact Noted
access on optical access network
FSAN, October 2015,
Atlanata, USA
Optical BBF 5G-Crosshaul Section 4.2 | Assessing the Evolution of Noted
access Cloud RAN with the Support of
Fibre BBF, October 2015,
London, UK
G.metro ITU-T 5G-Crosshaul Section 4.2 | Version 0.3 of draft new Agreed
Q6/15 Recommendation G.metro o
Contribution (WDO06-32)
October 2015
G.metro ITU-T 5G-Crosshaul Section 4.2 | Results of correspondence on Agreed
Q6/15 draft G.metro issues L
Contribution (WDO06-31)
October 2015
G.metro ITU-T 5G-Crosshaul Section 4.2 | Results of the break-out group Agreed
Q6/15 meeting to establish the terms L
of reference for a Contribution (WDO06-37)
correspondence activity to October 2015
establish a set of requirements
for pilot tone frequency and
message channel bit rate, traffic
signals and their characteristics
that should be taken into
consideration for the
development of application
codes in G.metro
Unified IEEE 5G-Crosshaul Section 4.2 | Towards a unified backhaul Noted
Transport and fronthaul data plane .
Data Plane IEEE 1914.1 meeting,
August 2016
6.2.7 Other Enablers (OpenSource)
Topic SDO 5GPPP Chapter | Description Status
. herein .
Project(s) ( ) (in progress,
completed)
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Infrastructure OpenStack Superfluidity | Chapter 4 | Improvements of Heat, Mistral, | Completed, agreed
and Vitrage
virtualization
Infrastructure Kuryr Superfluidity | Chapter 4 | OpenStack Kuryr project In progress
and (kuryr-lib, kuryr-libnetwork
virtualization and kuryr-kubernetes)
Container Kubernetess Superfluidity | Chapter 4 | Networking Completed, agreed
Management
NFV services RDCL 3D: Superfluidity | Chapter 4 | Framework for the design of Completed, agreed
and RFB NFV services and components
components Description
and
Composition https://github.com/superfluidity
Languages /RDCL3D
Design,
Deploy and
Direct
NFV root cause | OPNFV CogNet Section Application of cognitive Completed.
diagnosis 541 models to identify different L
root causes for VNF The Doctor project is
performance degradation in the | described at _
Doctor project https://wiki.opnfv.org/di
splay/doctor/Doctor+Ho
me
NFV OPNFV CogNet Section Integration of cognitive In progress.
orchestration 541 capabilities for NFV
orchestration in the Orchestra | 11 Orchestra proposal
proposal is descrll?e(_i at _
https://wiki.opnfv.org/di
splay/PROJ/Orchestra
Operation TMForum, CogNet Sections Contributions to the definition In progress.
support OsSM 524 & of the "OSS of the Future™ o
systems 5.4.1 initiative through the Open This initiative is
Source MANO community described at
https://www.tmforum.or
a/resources/whitepapers/
oss-of-the-future/
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7 Conclusions and Outlook

5G networks are conceived as extremely flexible and highly programmable E2E connect-and-
compute infrastructures that are application- and service-aware, as well as time-, location- and
context-aware. On this basis, 5G architecture enables new business opportunities meeting the
requirements of large variety of use cases as well as enables 5G to be future proof by means of (i)
implementing network slicing in cost efficient way, (ii) addressing both end user and
operational services, (iii) supporting softwarization natively, (iv) integrating
communication and computation, and (v) integrating heterogeneous technologies (including
fixed and wireless technologies).

Capitalizing on the vision and the requirements provided in the first version of the white paper,
this white paper has highlighted the consolidated outcome from 5GPPP Phase 1 projects. In
particular, the overall architecture depicts the big picture of the envisioned 5G system
architecture with a particular focus on the support for E2E network slicing. To this end,
network slicing is covered from both functional architecture and business ecosystem
perspectives. The needed flexibility is provided by the design principles from network
programmability and softwarisation enabled by 5G management and orchestration, which
covers (i) cross-domain optimizations (i.e., technology and administrative domains), (ii) operator
business considerations, and by the 5G security architecture to adhere by the requirements set
forth by different tenants, and new technologies and concepts.

Within the framework of the overall architecture, key design recommendations are detailed
with evaluations and analyses for RAN, and management and orchestration plane. Further,
physical infrastructure and deployment analyses are provided considering the edge and
transport networks. The provided key design recommendations describe both already
established 5G mechanisms and possible extensions that may be considered for the evolution
of 5G. Accordingly, already accepted concepts by SDOs are outlined.

In what follows, a consolidated KPI analysis is provided considering 5GPPP Phase 1 findings.

7.1 Assessment of KPl achievements for 5GPPP
Phase 1 projects

In this sub-section, the contributions of the projects of the first phase of 5GPPP programme
towards the KPIs are assessed as stated in the technical Annex to the 5GPPP contractual
arrangement as well as the additional KPIs that were identified by the 5GPPP white paper on “5G
empowering vertical industries®”. To this end, lists the concrete contributions are identified
towards the performance KPIs under the light of SGPPP white paper on “5G innovations for new
business opportunities® and outlined in the following.

7.1.1 Extremely high data rates

The contributions to KPI on high data rates include the following advances:

e Use of new spectrum, including in the millimetre wave (mm-wave) band
o Aflexible spectrum management framework accompanies the availability of new
spectrum. For example, License Assisted Access (LAA) and License Shared
Access (LSA) provides more spectrum capacity to end users [Coherent]

8 Available at https://5GPPP.eu/wp-content/uploads/2016/02/BROCHURE_5PPP_BAT2_ PL.pdf
9 Available at https://5GPPP.eu/wp-content/uploads/2017/03/5GPPP-brochure-final-web1-with-Author-credits.pdf
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o Joint usage of high and low spectrum frequencies as well as beam-forming
increases area capacity.

o Flexible and dynamic resource allocation between different RAN technologies
enables offloading functionality in high resource demand situations.

Better resource utilization improves the cell-edge user throughput

o For example from 15 Mbps to 170 Mbps — an 11-fold improvement compared to
baseline LTE [mmMAGIC].

o Radio spectrum allocation considering the traffic needs, the conditions of the
surrounding radio environment and the available resources, yields a 100-fold area
capacity increase over current state of the art of LTE small cells [SPEED-5G].

Interference coordination in order to contest cross-interference among base stations and
devices yields an estimated 60 % gain in uplink performance for dynamic TDD compared
to baseline static TDD. Combined with efficient cancelation of very strong cross-
interference an additional 50 % gain is obtained [METIS-II].

A flexible Radio Resource Management (RRM) framework introduces support for fine-
grain radio resource allocation and node cooperation across the cell boundaries,
improving the performance of coordinated multi-point transmission and reception
(CoMP), multi-connectivity and other cooperative functions in the RAN [Coherent].
Aggregating the bandwidth of several network access technologies (cellular, WiFi,
satellite and wireline) through traffic splitting and steering techniques is part of the
flexible RRM and helps providing the desired quality of service level throughout the
coverage area. These RRM techniques are facilitated by the development of resource
pooling techniques (centralized RAN), allowing centralization of RRM decisions.

A new architectural paradigm, called Virtual RAN (VRAN) can ensure hardware re-
configurability through the utilization of open source platforms and general purpose
hardware, thereby extending radio resource allocation flexibility to the processing
resources [Flex5GWare].

The deployment of ultra-dense networks improves scalability and reduces signalling load
in ultra-dense environments, thereby increasing network capacity and extending the
coverage area [SPEED-5G]. For example, by selecting a nomadic node out of 20
randomly distributed nomadic nodes in a macrocell closer to a hotspot, the downlink 10
percentile user throughputs is improved by around 150% relative to a fixed picocell
[METIS-II].

Increased capacity at the radio interface requires higher capacity at the transport network
for backhauling and fronthauling. For example in the 200 MHz frequency band, using
256 QAM (Quadrature Amplitude Modulation), and 8x8 beamforming is capable of
generating a peak throughput at the radio splitting interface of tens of Gbit/s, resulting in
an aggregate traffic of several hundreds of Gbit/s. This traffic volume is only sustainable
through advance optical transmission technologies [5G-Crosshaul].

7.1.2 Significant energy reduction at the radio access

In relation to the KPI on energy reduction the following techniques are proposed:

A technique if defined for managing energy consumption, which allows switching
transport nodes on or off depending on the activation or deactivation of radio nodes
leading to reduced energy consumption [5G-Crosshaul].

Centralized traffic scheduling and multi-cell coordination schemes, such as dynamic
point selection and joint transmission help operating an optimal number of nodes in the
network. Relative to no multi-cell coordination, the network power consumption is
reduced by 50% at low user generated traffic [METIS-I1I].
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7.1.3 Reducing service creation time

Service creation time has several dimensions. The following concepts are proposed that contribute
to this KPI:

Introduction of self-organized autonomic network management capabilities, facilitating
a high degree of automation for the deployment of physical/virtual infrastructures, and
services deployment as well as integrated management and orchestration of SDN/NFV
applications for on-demand service creation [SELFNET, SONATA, 5GEX].
Measurements for the deployment time for a completely “empty” set of nodes including
the deployment of a base station service indicate a reduction of the deployment time from
120 hours to less than the target of 90 minutes for the complete provisioning of the service
from “zero” [SELFNET, SONATA, 5GEX].

Enablement of cross-domain orchestration of services over multiple administrative or
technology domains through a Multi-domain Orchestrator (MdO) [5GEX]; a testbed with
several test nodes across Europe has been used at large scale to measure the service
deployment time.

Introduction of micro-VNFs that offer very good performance in terms of low memory
footprint and instantiation time; measurements indicate that Xen-based unikernel
configurations can demonstrate network functions with a small footprint (around 5 MB
when running) and an instantiation time around 30 milliseconds while processing up to
10Gb/s of traffic. A single physical machine can host thousands of unikernels
[Superfluidity, SONATA].

7.1.4 Very low end-to-end latency for time-critical services

The contributions to KPI on very low end-to-end latency include the following advances:

Concepts contributing to lower latency based on reducing signalling overhead:
o New waveforms that are robust against time-offset and do not require signalling
associated with time alignment.
o Flexible frame design for multiplexing of Transmission Time Intervals (TTI)
with different lengths on the same spectrum resources [FANTASTIC-5G].
o mm-wave allows the use of short TTIs, which leads to inherently low latency
o Advanced Hybrid Automatic Repeat Request (HARQ) based on early detection
of packet error and hence reduced decoding, and re-transmission [mmMAGIC].
o Multi-mode connectivity and spatial diversity for information transmission via
the shortest path [FANTASTIC-5G].
Differentiation of critical from less critical services through a novel form of preamble use
of the Random Access Channel (RACH), increases reliability for mission-critical system
access at the first attempt by two orders of magnitude.
A new proposed RRC state allows temporarily inactive devices and the infrastructure to
maintain the context information. With this new state, devices can switch about 4-10
times faster from inactive to active state.

Architecture considerations that contribute to the reduction of the end-to-end latency

Partitioning of the ned-to-end path into segments for ultra-low latency (i.e. processing
directly in the base station), low latency (i.e. processing in the edge cloud) and high
latency (i.e. processing in a central cloud) [SG-NORMA].

Introduction of Mobile Edge Computing (MEC) that offers processing capacity near the
base station for local application level processing.

Dynamic reconfiguration of hardware and software platform components reducing
redundancy of functions and balancing of latency against other metrics such as energy
efficiency.

Introduction of intelligent caching schemes for reducing application level latency.
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7.1.5 Massive connectivity of devices
The following concepts contribute to the KPI for massive connectivity:

Simplification or avoidance of transition between UE modes, i.e. from idle mode to
connected mode.

Connection-less transmission of small packets from UEs once registered and
authenticated in the network. Small packets comprise both source and destination
addresses.

Introduction of new Radio Resource Control (RRC) states such as the RRC extant state
[FANTASTIC-5G, METIS-II], which is a hybrid state between RRC idle and RRC
connected states.

Development of new “one-stage” access protocols, in which access notification and data
delivery are performed in a single transaction by means of one or more consecutive
packets or in a single transmission [FANTASTIC-5G]. Initially designed to meet very
low latency requirements, “one stage” protocols are also of interest for longer latency
channels like satellite links.

Use of new random access schemes in the access protocol allows each device to contend
with a predefined sequence of preambles over multiple Physical Random Access
Channels (PRACHS), thereby reducing message exchange.

7.1.6 High performance in high mobility scenarios
The following concepts contribute to the KPI for high mobility:

Increase robustness against the Doppler Effect through new waveforms that provide
better spectral containment of the signal power, reducing the effects of induced inter-
carrier interference [FANTASTIC-5G].

Flexible configuration of radio resources in the time and frequency dimensions, allow for
larger subcarrier spacing in sub-bands, alleviating the impact of inter-carrier interference.
Initial demonstrations [FANTASTIC-5G] provide evidence that in the case of an uplink
transmission of an image at a vehicle speed of 600 km/h and using the proposed new
waveforms the image transmitted perfectly, while using current 4G technology, inter-
carrier interference caused signal corruption that results in a failed transmission.
Synchronous and random access-less handover enables base stations to agree on the time
a handover will take place and the mobile user receives an un-interrupted service that
seamlessly transfers from the source to the target cell at the agreed handover time without
a new network attachment procedure.

Multi-mode connectivity enables simultaneous connectivity of a vehicle to several base
stations at the infrastructure and to other vehicles, allowing for robust and seamless
handover.

Introduction of programmatic procedures to react or pro-act on user mobility events based
on a centralised network view by a central controller and coordinator (C3), while
considering several metrics in the handover decision.

7.1.7 Positioning accuracy

Positioning accuracy addresses a number of future use cases. The following concepts contribute
to the KPI for high positioning accuracy:

The high density of access nodes leads to a high probability of Line-of-Sight (LoS)
conditions between access nodes and the UE.

The large channel bandwidth available in 5G networks enables increased positioning
accuracy for methods based on time-of-flight (ToF) distance measurements
[FlexsGWare].
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e The availability of multiple antennas allows the use of beamforming techniques for
positioning for Angle-of-Arrival (AoA)-based techniques, besides minimizing the
multipath propagation effects for ToF-based ranging methods [5G-XHaul].

7.2 Outlook on KPI achievements for 5GPPP Phase 2
projects

The previous section presented selected contributions towards achieving the KPIs of the 5GPPP
contractual arrangement and the extended KPIs. While in many areas the 5GPPP Phase 1 projects
have published specific measurements concerning the achieved performance metrics, a holistic
presentation of the high-level KPIs to match the performance as perceived by vertical applications
are aimed to be demonstrated by 5GPPP Phase 2 projects.

5GPPP Phase 1 projects elaborate on more detail on certain KPIs. For example, high attention has
been devoted to high data rates and low latency, where many measurement results are available
that support the findings. Capitalizing on 5GPPP Phase 1 findings, 5GPPP Phase 2 and Phase 2
projects will consolidate measurements and benchmarking of initial deployments at scale by
performing trials and pilots outside laboratory environments.
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