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Introduction

Welcome to the proceedings of the system demonstration track of the 17th Conference of the European
Chapter of the Association for Computational Linguistics (EACL 2023) on May 2nd — May 4th, 2023.
For the EACL 2022 system demonstration track, we received 56 submissions, of which 33 were selected
for inclusion in the program (acceptance rate of 59%) after being reviewed by at least three members of
the program committee. We would like to thank the members of the program committee for their timely
help in reviewing the submissions. Lastly, we thank the many authors that submitted their work to the
demonstrations track. As this year’s EACL conference is a hybrid event, the demonstration papers will
be presented through virtual presentations and also in person during the poster sessions. We appreciate
the efforts made by all authors to showcase their work and contribute to the success of the conference.

Danlo Croce, Luca Soldaini
EACL 2023 System Demonstration Chairs
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Addressing Issues of Cross-Linguality in Open-Retrieval Question
Answering Systems For Emergent Domains

Alon Albalak, Sharon Levy, William Yang Wang
University of California, Santa Barbara
{alon_albalak, sharonlevy,william}@cs.ucsb.edu

Abstract

Open-retrieval question answering systems are
generally trained and tested on large datasets
in well-established domains. However, low-
resource settings such as new and emerging
domains would especially benefit from reliable
question answering systems. Furthermore, mul-
tilingual and cross-lingual resources in emer-
gent domains are scarce, leading to few or no
such systems. In this paper, we demonstrate a
cross-lingual open-retrieval question answering
system for the emergent domain of COVID-19.
Our system adopts a corpus of scientific articles
to ensure that retrieved documents are reliable.
To address the scarcity of cross-lingual training
data in emergent domains, we present a method
utilizing automatic translation, alignment, and
filtering to produce English-to-all datasets. We
show that a deep semantic retriever greatly ben-
efits from training on our English-to-all data
and significantly outperforms a BM25 baseline
in the cross-lingual setting. We illustrate the
capabilities of our system with examples and
release all code necessary to train and deploy
such a system'.

1 Introduction

One challenge of emergent domains is that the orig-
inating locality is unknown, leading to the need
for reliable information to cross language barri-
ers. However, it is unlikely that domain-specific
information will be available across multiple lan-
guages for a new domain. Furthermore, informa-
tion rapidly changes in emerging domains, com-
pounding the challenge of accessing credible data.

An example of a prominent emergent domain
is COVID-19, which has quickly spread across
the globe. To combat the spread of misinfor-
mation about COVID-19, researchers have devel-
oped open-retrieval question answering (Chen and
Yih, 2020) systems which use large collections of

'Code is open-sourced on github (link). Short video
demonstration provided on youtube (link).

1

trusted documents. For example, Lee et al. (2020),
Levy et al. (2021), and Esteva et al. (2021) all
develop open-retrieval QA systems using large cor-
puses of scientific journal articles. However, be-
cause these systems focus on English, they leave a
gap for implementation on emergent domains that
do not originate in English-speaking locations.

To address the limitations of prior systems, we
implement a cross-lingual open-retrieval question
answering system that retrieves answers from a
large collection of multilingual documents, where
answers may be in a language different from the
question (Asai et al., 2021).

In this work we take COVID-19 as an exemplar
of an emergent domain and present our system,
which addresses two main areas of importance:

* Cross-linguality: The locality of an emergent
domain is unknown ahead of time, making
cross-lingual QA essential. Additionally, be-
cause data can rapidly change in emerging
domains, new information may develop in
multiple languages, motivating the need for
systems that work across many languages.

* Scarcity of training data: Data scarcity is an
expected concern for emergent domains, but
multilingual and cross-lingual data are even
more limited. We demonstrate that by em-
ploying automatic translation, alignment, and
filtering methods, this challenge can be over-
come in low-resource open-retrieval QA.

This system demonstration provides in-depth
technical descriptions of the individual compo-
nents of our cross-lingual open-retrieval question
answering system: cross-lingual retrieval and cross-
lingual reading comprehension modules. Then, we
describe how to combine the components along
with document re-ranking into the complete system,
shown in Figure 1, and present several examples
taken from our system.

Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 1-10
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Titte: Epidemiological and clinical characteristics of early COVID-19 cases, United Kingdom of

Great Britain and Northern Ireland

Journal Text

Au niveau de lage, a proportion d'enfants ayant contracté la COVID-19 était moindie.[[EFSNERY
des cas avaient de la toux, de la fiévre et de la fatigue. [ERIEITICREENELT I
symptomes variaient en fonction de |'age, présentant une relation non linéaire avec cet élément
Plus I'age des cas de COVID-19 avancait, plus ils étaient susceptibles de développer de la fidvre, &
l'exception de ceux touchés par d'autres infections respiratoires. Le risque d'essoufflement
augmentait lui aussi avec '4ge chez une grande partie des cas de COVID-19. Cette étude a apporté
un éclairage utile dans I'établissement d'une définition des cas. Elle a également fourni, pour
diverses modélisations, des indications sur la charge que pourrait faire peser la COVID-19.

. Translation

Answer Translation

Most cases had cough, fever and fatigue.

Full Translation

Atthe age level, the proportion of children with VOCID-19 was lower. Most cases had cough,
fever, and fatigue. The sensitivity and specificity of symptoms varied with age, having a non-linear
relationship with this element. The more advanced the age of VOCID-19 cases, the more likely
they were to develop fever, with the exception of those affected by other respiratory infections.
The risk of shortness of breath also increased with age in a large proportion of cases of VOCID-
19. This study provided useful insight into the definition of cases, and for various models,
information on the potential burden of VOCID-19.

Figure 1: An overview of our cross-lingual COVID-19 open-retrieval question-answering system.

2 Cross-Lingual Dense Retrieval

Training a dense retriever is challenging in low-
resource settings, such as emergent domains, due
to the data-hungry nature of large language models.
This challenge is compounded in the cross-lingual
setting, where we aim to train a model to encode
concepts from multiple languages into a similar
location in the embedding space. In this section,
we discuss how we overcome these challenges.

2.1 Data

Cross-lingual retrieval requires two datasets; a
large-scale multilingual corpus of scientific arti-
cles from which to retrieve documents and a cross-
lingual dataset for training the retriever. However,
a very limited number of COVID-19 datasets have
been released, few of which are multilingual and
none of which are cross-lingual.

CORD-19 (Lu Wang et al., 2020) is a large-scale
corpus of scientific papers on COVID-19, however
a known limitation is that it contains only English
articles. We draw inspiration from this work to
address the lack of a large scale corpus of multilin-
gual COVID-19 scientific articles. For our system,
we use a manually collected corpus of English ab-
stracts from PubMed, some of which have parallel
abstracts in additional languages. The corpus is

Multilingual Cross-Lingual
. Context/ . Context/
Question Question
Answer Answer
English —>» English English English
Spanish ——>» Spanish Spanish Spanish
Mandarin —>» Mandarin Mandarin Mandarin

Figure 2: Multilingual vs. cross-lingual question an-
swering: In the multilingual setting, QA pairs exist for
multiple languages in a one-to-one mapping. On the
other hand, in cross-lingual QA questions may have an-
swers in any language, creating a one-to-many mapping.

collected using the same query as described by
Lu Wang et al. (2020) . We call this corpus multi-
lingual CORD-19 (mCORD-19), and the language
distribution can be found in Table 1.

To train our retriever we utilize the COUGH
(Zhang et al., 2021) dataset, which is a multilingual
FAQ retrieval dataset and consists of COVID-19
QA pairs. Although COUGH is multilingual, con-
taining samples in 9 different languages, COUGH
does not contain any cross-lingual QA pairs. The
language distribution is shown in Table 1.



COUGH 9151 (en) 1077 (es)

778 (Zh) | 697 () | 573 Ga) | 531 (an)

mCORD-19 | 172977 (en) | 1109 (es)

951 (zh) | 711 (de) | 614 (fr) | 328 (pt)

Table 1: Top 6 languages by count for COUGH and the multilingual CORD-19 datasets. Language codes are the
following: en-English, es-Spanish, zh-Chinese, fr-French, de-German, ja-Japanese, ar-Arabic, pt-Portuguese.

Answer

L Spanish | Mandarin | French | Arabic | German | Russian | Vietnamese | Italian
anguage

En2All 8695 8441 8372 8231 8226 8156 8072 8003
Filtered

En2All 6620 5869 5635 5808 5867 4137 531 6568

Table 2: QA pairs in our En2All and Filtered En2All variants of the COUGH dataset, where each question is in
English, and the context and answer are in the language specified above.

2.2 Cross-lingual Data Generation

To address the lack of cross-lingual data in
COUGH we introduce a modification of the dataset
which we call English-to-all (En2All), where we
convert the dataset from the multilingual to cross-
lingual setting, as demonstrated in Figure 2. Be-
cause we are interested in a system which will
find non-English answers to English questions, we
create En2All through two translation processes.
First, we translate the answer portion of every QA
pair from COUGH into eight languages: Arabic,
French, German, Italian, Mandarin, Russian, Span-
ish, and Vietnamese. Secondly, we translate the
question portion of all QA pairs from any of the
above languages into English?.

As machine translation models do not perform
perfectly, there may be instances within En2All
that contain poor translations. To resolve this prob-
lem, we utilize LaBSE (Feng et al., 2020), an ex-
isting BERT-based sentence embedding model that
encodes 109 languages into a shared embedding
space. The model is utilized to compare the align-
ment of translations across different languages. We
take the following steps to filter out any poor trans-
lations in the data:

1. We step through the current En2All and cal-
culate similarity scores between translated an-
swers and their original English answers. To
do this, we have eight different comparisons
for each translated English QA pair.

2. Once the similarity scores have been calcu-
lated, we remove translations that do not meet
a threshold and are classified as poor transla-
tions.

2All translations are generated by the MarianNMT system
(Junczys-Dowmunt et al., 2018) through the Huggingface
Transformers (Wolf et al., 2020) library.

After going through these steps, roughly one-third
of the data samples from En2All are removed for
poor translations.

2.3

Our retrieval model is based on the dense passage
retriever from Karpukhin et al. (2020). In contrast
to their work, we train a unified encoder that
encodes both query and corpus into a shared
space. For the encoder, we train the multilin-
gual BERT (mBERT) (Devlin et al., 2019) and
XLM-RoBERTa (XLM-R) (Conneau et al., 2020)
models. Both models have been pre-trained
using a tokenizer which shares a vocabulary
for over 100 languages, allowing the models to
encode all languages into a shared space. We
train these models on the FAQ retrieval task by
maximizing the inner product of correct QA pairs
and minimizing the inner product of within-batch
incorrect pairs.

Methodology: Deep Semantic Retriever

2.4 Cross-Lingual Retrieval Evaluation

To evaluate our models in the large-scale open-
retrieval setting we utilize the questions from
COUGH and En2All as our queries and the
mCORD-19 dataset for our retrieval corpus. Be-
cause we have no ground truth labels for correct
documents, and indeed there may be some unan-
swerable questions given this corpus, we measure
model quality through a fuzzy matching metric,
Fuzzy Match at top k documents (FM@k). FM @k
utilizes the multilingual Sentence-BERT model
from (Reimers and Gurevych, 2019)3. Each of the
top k retrieved documents is split into it’s compo-
nent sentences and embedded using the sentence-
BERT model. Next, each sentence is compared

3We use the ’paraphrase-multilingual-mpnet-base-v2’ vari-
ant



COUGH
Model (ngo@lj'j(;JlIE)IO) +En2All
(FM@5/100)

BM25* 18.6/41.4
MBERTpase 22.8/49.5 26.4/50.7
+ En2All 28.0/54.9 27.7/51.7
XLM-Rpase 25.0/51.3 28.1/51.6
+En2All 30.1/55.4 28.4/52.2

+ Filtered-

En2All 32.9/56.7 30.9/53.4
XLM-Riarge 30.5/56.6 29.8/53.2
+ En2All 32.1/56.4 29.6/52.9

Table 3: Retrieval evaluation results. All models are
trained on COUGH and additional training data is de-
noted by "+". The middle column takes queries from
COUGH, the right column from COUGH and En2All.
For both columns, the retrieval corpus is mCORD.
FM @5 and FM @ 100 are the fuzzy matching techniques
proposed to determine open-retrieval accuracy described
in section 2.4. Because BM25 is not cross-lingual, we
translate it’s queries into all languages in order to fairly
compare against our cross-lingual models.

with the ground truth answer by calculating the
cosine similarity with the reference answer embed-
ding from COUGH. If any of the cosine similarities
for that documents sentences are above a threshold,
the document is evaluated as a positive retrieval.

The results for our models and a BM25 baseline*
are found in Table 3. Since a multilingual BM25
cannot perform cross-lingual retrieval, in order to
fairly compare against cross-lingual models, we
translate all queries into every other language in the
mCORD corpus and then perform BM2S5 retrieval.

BM25 drastically underperforms compared to
encoder models and demonstrates the need for a
dense retrieval model. Although encoder models
outperform BM25 when trained on multilingual
data (COUGH), they are further improved by train-
ing on cross-lingual data (En2All). Additionally,
after filtering low quality translations from En2All,
we see further improvement in performance.

3 Cross-Lingual Reading Comprehension

3.1 Data

To train our cross-lingual reading comprehension
model, we would ideally use a cross-lingual covid-
specific question answering dataset. However, simi-
larly to cross-lingual retrieval no such dataset exists
S0 we augment existing datasets.

‘BM25 Implementation details found
at https://github.com/alon-albalak/XOR-
COVID/tree/master/bm?25

MCQA  MCQA+En2All
Model (EM/F1) (EM/F1)
MBERTe 200575 19.6/55.4
+XQuAD  212/57.7 20.5/55.6
+FE2AI 19.3/56.1 19.2/55.8
XIM-Rppe  25.1/60.0 24.4/58.0
+XQuAD  26.7/61.6 26.1/61.3
+En2AIl 24.0/58.8 23.9/58.3
XLCM-Rge 26,5627 26.4/62.2
+XQUAD  29.1/62.1 29.0/61.7
+En2AIL 263/61.1 26.6/60.8

Table 4: Reading comprehension evaluation results.
All models are trained on MCQA, and additional train-
ing data is denoted by "+". The left column shows evalu-
ation on a multilingual dataset where questions/contexts
are always in the same language. The right column
additionally evaluates on a cross-lingual dataset where
questions are in english and context paragraphs may be
in any language.

Artetxe et al. (2020) introduced XQuAD, a mul-
tilingual QA dataset composed of 240 paragraphs
and 1190 QA pairs from SQuAD v1.1 which have
been professionally translated into 10 languages.
We utilize XQuAD as a pretraining dataset before
performing any training on covid-specific datasets’.
Moller et al. (2020) introduce Covid-QA, a covid-
specific QA dataset consisting of 2019 question-
answer pairs, however, it contains english-only
data. We modify Covid-QA with translations from
MarianMT (Junczys-Dowmunt et al., 2018) to gen-
erate two dataset variants based on the multilin-
gual and cross-lingual settings shown in Figure 2:
Multilingual Covid-QA (MCQA) and English-to-
all (En2All). MCQA is a multilingual version of
Covid-QA, created by translating all QA pairs into
9 languages to match those from XQuAD: Arabic,
German, Greek, Spanish, Hindi, Mandarin, Roma-
nian, Russian, and Vietnamese. En2All is our cross-
lingual variation of Covid-QA, in a similar spirit
to the cross-lingual variant of COUGH. Because
Covid-QA is english-only, to generate En2All we
translate all contexts/answers into the same 9 lan-
guages as MCQA.

3.2 Methodology: Span Extraction

Similar to our dense semantic retriever, we train
mBERT and XLM-RoBERTa models for our read-
ing comprehension task. We formulate reading
comprehension as a span extraction task, where
each model learns to find start and end tokens
which represent the answer span in a document.

>We open-source our models pretrained on XQuAD at
https://huggingface.co/alon-albalak


https://github.com/alon-albalak/XOR-COVID/tree/master/bm25
https://github.com/alon-albalak/XOR-COVID/tree/master/bm25
https://huggingface.co/alon-albalak

Ask any question about COVID-19!

Enter your question

What are the symptoms of covid in children?

Top Retrieved Articles

2020-01-01

Title: SARS-CoV-2 infection in children.

Journal Text

1ki bin on dokuz Aralik ayi itibariyle Gin'in Wuhan bélgesinden baslayarak, tim diinyay etkisi altina

almig olan bir RNA virtisii olan SARS-CoV-2 tiim yas gruplarini oldugu gibi cocuklarn da

etkilemektedir. ki bin yirmi Mart ay! itibariyle tlkemizde de ilk olgular goriilmeye baslanmistir.
Damlacik ve bu damlaciklarin kontamine ettigi ylizeylerden temas yoluyla yayilan SARS-CoV-2,
cocuklara genel olarak temasli olduklar erigkinlerden bulasmaktadir. Fekal-oral yayilim gibi diger
bulas yollar hakkinda kanitlanmis bir bilgi yoktur. Eriskinlere benzer sekilde gocuklarin ilk basvuru
iakmmalan PIERULE ates, dksiirlik, bogaz agnis, halsizlik, burun akintis ve daha nadiren kusma

bulunmaktadir.

2021-04-16

2021-03-01

Answer Translation

Fever, cough, sore throat, fatigue, nostril current, and more rarely vomiting and diarrhea.

Full Translation

As of December 2, 19, China's SARS-COV-2, an RNA virus that has influenced the entire world
from the Wuhan region, has affected children as well as all age groups. As of March 2, 20th, the
first phenomena began to be seen in our country as well. The droplet and the droplets are
emitted through contact with the surfaces of SARS-COV-2, which are generally linked to children.
There is no evidence of other infections, such as feal-oral emissions.

Figure 3: The main interface of our system. At the top is the search bar, where the current query is "What are the
symptoms of covid in children?" Below the search bar are the three retrieved articles, ranked by relevance. In this
example, the first retrieved document has been expanded to show the title and original text in Turkish, on the left.
And on the right is the translation of the answer and the full document into English.

3.3 Cross-Lingual Reading Comprehension
Evaluation

To evaluate our models in the reading comprehen-
sion task, we utilize the QA datasets described in
Section 3.1. We evaluate our models based on ex-
act match (EM) and F1 metrics by comparing the
predicted answer spans with ground-truth answers.

The results for our models are found in Table 4.
We train each of our models on MCQA and sup-
plement it with data from XQuAD or En2All. In-
terestingly, we find that although En2All improved
models in the retrieval setting, it only hurt model
performance in QA. We also see that pretraining
on XQuAD improves performance in all metrics
for both base models, but leads to a slight decrease
in F1 score for XLM-Rj;ee. In our demo, we uti-
lize XLM-Ryrge Which was pretrained on XQuAD
because it has only slightly worse F1 score, but
significantly higher exact match compared to the
next best model.

4 Cross-Lingual Open-Retrieval Question
Answering

Our system is composed of the retrieval and read-
ing comprehension modules described in sections
2 and 3. The full end-to-end system is shown in
Figure 1. After the retriever has been trained, the
mCORD-19 corpus is encoded and stored in the
dense multilingual corpus index. When a ques-

tion is posed to the system, the query is encoded,
and a maximum inner product search is performed
over the index to find documents most similar to
the query. Answers are then extracted from the re-
trieved documents and the documents are re-ranked
based on answer confidence from the span extrac-
tion model. Finally, the answer spans and full doc-
uments are translated into English and presented to
the user with highlighted answers.

5 Demo

The demonstration retrieves documents from our
mCORD-19 corpus, which has been encoded by
the deep semantic retriever from section 2.3. We
provide examples from the demo in Figures 4, 5,
and 6.

5.1 Sidebar Interface

Our system has an options sidebar, shown in Figure
7, which gives the user several choices before en-
tering a query. The user can determine how many
documents they would like to see results from, they
can select which languages the retrieved documents
should be in, and they can specify a date range for
the publications to search over. If there are no rel-
evant documents in the desired date range, then
the system will retrieve from any date range and
displays a message to inform the user.




Top Retrieved Articles
2020-01-01

Title: SARS-CoV-2 infection in children.
Journal Text

ki bin on dokuz Aralik ay itibariyle Cin'in Wuhan balgesinden baslayarak, tim diinyay! etkisi altina almig olan bir RNA viriisi olan SARS-CoV-2
tiim yag gruplanni olduZu gibi cocuklan da stkilemektedir. Tki bin yirmi Mart ayi itibariyle Glkemizde de ilk olgular gorillmeye baslanmistir

Damiacikve kontamine ettigi temas yoluyla yayilan SARS-CoV-2, gocuklara genel olarak temasl olduklan

erigkinlerden bulagmaktadir, Fekal-eral yayilim gibi digier bulas yollar hakkinda kanitlanmis bir bilgi yoktur. Eriskinlere benzer sekilde cocuklarin

ilk basvuru yakinmalan arasinda, U bulunmaktadir

2021-03-01
Title: Epidemiological and clinical characteristics of early COVID-19 cases, United Kingdom of Great Britain and Northern Ireland.
Journal Text

Au niveau de 'age, la proportion d'enfants ayant contracté la COVID-19 était moindre.|

La plupart de

1 La sensibilité et I specificité des symptBmes variaient en fonction de 'ige, présentant une relation non linéaire avec cet élément. Plus
I'4ge des cas de COVID-19 avangait, plus ils étajent susceptibles de développer de la fitvre, & l'exception de ceux touchés par d'autres
infeetions Lerisque d
apporté un éclairage utile dans I'établissement d'une définition des cas. Elle a égalsment fourni, pour diverses modélisations, des indications
surla charge que pourrait faire peser la COVID-19.

ugmentait lui aussi avec 'age chez une grande partie des cas de COVID-19, Cette éudea

2020-01-01

Title: Smell impairment in COVID-19 patients: mechanisms and clinical significance.

Journal Text

3 — cepbesnaii cumnToM, TpeByroumii TaTENBHO

AudbtbepeRURANEHOI AMArHOCTHK M. WnesoTcs OBoHAHMR He CToNbKO

Ranme, rom, uTo
~RBAIAETCA NPUSHAKOM NATONOT MM NOMOCT HOCA U OKOIOHOCORIX MA3YX, CKOMBKO MOYET OKA3ATSCA NPORBNEHHENM HEiDOSTeHEPATHBHEIX

HEBPONOrMUECKUE CHMMTOMbI.

ronosHan o/, roNOBOKPYIHEHME, NOBBILIEHHAR YTOMNAEMOCTS, MYANFUA.

¥ rebonsworo npouerTa

naumenTos Ha thote mrderun COVID-19 BuiARACHN CYAOPOTH, HAPYUICHKE COIHAHMS, a Takwe 0BHapyero namue PHK 2019-NCoV o

i aKocTI. RAHHEIE O PASEATAY HOBBIX CUMITTOMOR 3A6ONEEANMS, & BMAE BHOCM U U AUCTEBSAN.

Answer Translat

Full Translation

As of December 2,19, China's

. an RNA virus that h from the Wuhan region, has affected children as
well as all age groups. As of March 2, 20th, the first phenomena began to be seen in our country as well. The droplet and the droplets are
emitted through contact with the surfaces of SARS-COV-2, which are generally linked to children. There is no evidence of other infections,

such as feal-oral emissions.

Answer Translation

Full Translation

At the age level, the proportion of children with VOCID-19 was lower. Most cases had cough, fever, and fatigue. The sensitivity and specificity
with this element. The more advanced the age of VOCID-19 cases, the more
ion of those affected by other respiratory infections. The risk of shortness of breath also

of symptoms varied with age, having a non-linear relations!

likely they were to develop fever, with the excey

increased with age in a large proportion of cases of VOCID-19. This study provided useful insight into the definition of cases, and for various
medels, information on the potential burden of VOCID-19.

Answer Translation

Headache, dizziness, fatigue, mi

Full Translation

The results of numerous studies show that loss of smellis a serious symptom requiring careful differential diagnasis. There is strong evidence
that odar impairment is not 5o much a sign of nasal pathology and diarrhea as it can be a manifestation of neurodegenerative diseases. Some
patients with the detected SARS-CoV-2 virus have neurological symptoms. Most of them are not specific — headaches, dizziness, fatigue,

mialgia. A small percentage of patients with a COVID-19 infection show convul:

s, consciousness impairments, and RNA 2019-NCOV in

Spinal fluid. Data on the development of new symptoms of the disease, in the form of anosmia and dysgesia, are given.

Figure 4: The top 3 non-English results for the query "What are the symptoms of covid in children?"

Top Retrieved Articles

2021-02-01

Title: Diabetes mellitus in old age.

Journal Text

Bei der Diabetestherapie im hohen Lebensalter miissen kagnitive, des rden. Rein
Hamnglam (o)A Lc -olentierte Tl\mplmele men inden Hintergrund. i jen und Erhalt der

den aktuellen funktionellen, stEhls:hm und kognitiven Zustand sowie den Forderungshedart
itosen Diabetesthersy

Karen und ‘

tzulegen. Bei der medikam:

(COVID-15); wltere s Kefaktoren Gafo S

2020-12-02

Title: people with the national inLima, Peru:

Journal Text

Esta continuidad de cuidados se ha visto afectada en el Perd a

raiz de la declaratoria del estado de emergencia nacianal, producte de la pandemia par la COVID-19 salu D las
Este art gy el marco de la pandemia para
proveer continuidad del euidado alas personas con di i i a través del

fortalecimiento el primer nivel de atencién, come el punte ue contacto més cercana con las personas con diabetes.

2021-04-23

Title: Severe diabstic ketoacidosis precipitated by COVIB-13 in pediatric patients: Two case reports.

Journal Text

preiemacmnesﬂ En este informe, describimos a dos paclentes pediatricos con

diabtica, de debut inicial. Describimos

i nuestro hospital

Answer Translation

Full Translation

cognitive, functional re
therapy goals come into the background. Primarit while avoiding
‘assessment helps to clarify the current functional, mental and cognitive condition as well as the need for support in multimorbid elderty people and to define

pr gies. In high therapy, especially renal insufficiency and exsiccosis as well a5 slow dose agjustments must be taken into
acooun. Diabetes patients belong, according to Rebert Koch Institute (RKI), to the risk group for a severe course of “Coronavirus disease 2019" (COVID-19); other
risk factors for this are high 1 disease, and coronary heart disease.

urces of taken nfo account, Purely hemoglobin (A 1c -oriented

ife. Geriatric

Answer Translation

Full Translation

People with type 2 diabetes mellitus infected with SARS-CoV-2 have a greater risk of developing COVID-19 with complications and of dying as a result O it. Diabetes

hronic condition that care that with health facilties, as they must have regular access to medicines, tests and
ith health personnel. care inP it of the state of national emergency, product of the.
VID-19 i e

different providers in af i

them to receive the care they need through the strengthening of the first level of care, as the closest paint of contact with peaple with anbetes.

Answer Translation

Full Translation

pandemia de COVID-19. L 6n por C i i

. .

0f 2019 (COVID- ¥ to SARS-Cov-2 - On the one hand, diabetes mellitus

is associated with an increased risk of severe COVID-19. On the other hand, in OVID-19, diabetes melltus b
diabetic ketoacidosis. this presentation. Inthis rewr\ we described two pasdiatric patients with diabetes

hospital with of initial debut. We describe th coviD-

h iabetic ket

19 pandemic. C idosi

Figure 5: The top 3 non-english results for the query

"What are the concerns of having covid and diabetes?"




Ask any question about COVID-19!

Enter your question

What is the death rate of COVID?

Top Retrieved Articles

2021-01-01

Title: Disease severity classification and COVID-19 outcomes, Republic of Korea.
Journal Text

MokazaTtenu netansHoCTH Bbink Bbie B ropoge Tary v NPOBMHLMK KéHcaH-I‘IyKT
124/7756), uem B ocTanbHoM yacTh cTpabl (0,5%; 7/1485). C 25 (heepans no 26 MapTta 2020
rofia COOTHOLIEHHe M30NATOPOB C OTPULATENbHbBIM AaBNeHWeM Ha naluenTa ¢ COVID-19 6bino
HWx¥e nokasatens B 0,15 B ropofie Tary v npoBuHUMK KBHcaH-TykTo. B 0CTanbHOR yacT cTpaHbl
noKasaTenb YKa3aHHOTO COOTHOLUEHUA 3a TOT e nepuof CHU3KNca ¢ 5,56 ao 0,63. [lo BBeaeHWs
B 1efiCTBME CUCTEMbI KNaccuthuKauum 8 cnyyaee cMepTH 13 51 npovcxogunu fnomMa
WK BO BPEMA TPAHCNOPTUPOBKM NaLWEHTOR M3 WX AOMOB B ME[IMLUMHCKUE YUPEXAEHMS.
Knaccuirkaumsa naumeHTos no cTenexm TaxecTr 3aboneBanns A0MKHa CTaTb NPUOPHTETHON
Mepoit 4nA o6neryerns Harpysk1 Ha CCTEMY 3paBOOXPaHEHNA W CHWKEHKA NoKasaTenen
NeTanbHoCTH.

Answer Translation

(1.6 per cent;

(0.5 per cent;

Full Translation

The death rate was higher in Tegu and Kyongsan Pukto Province (1.6 per cent; 124/7756) than
in the rest of the country (0.5 per cent; 7/1485). From 25 February to 26 March 2020, the ratio
of facilities with negative pressure on patients with COVID-19 was lower than 0.15 in Tegu and
Kyongsan Pukto Province. In the rest of the country, the ratio fell from 5.56 to 0.63. Prior to the
introduction of the classification system, 8 deaths (15.7 per cent) of 51 cases occurred at home
or during the transport of patients from their homes to health facilities. The classification of
patients by severity of the disease should be a priority measure to alleviate the burden on the
health system and reduce the number of deaths.

Figure 6: A retrieved document for the query "What is the death rate of COVID", which shows multiple correct
answers corresponding to different provinces of South Korea.

Select number of articles

[y
4

Select one or more article languages

o-
start date
2020/01/01
end date
2021/07/01

Figure 7: The options sidebar for our demonstration sys-
tem. The options include: number of articles to return,
article languages to retrieve from, and publication date
range. For visualization purposes we show all language
options.

5.2 Main Interface

To query the system, a user simply selects the de-
sired options from the sidebar and enters their ques-
tion into the search bar, as seen in Figure 3. Af-
ter the user enters their question, the system will
encode the question using the trained deep seman-
tic retriever and find the most relevant documents
within the given language and date range con-
straints. Then, the reading comprehension model
will extract the answer (or answers) most rele-

vant to the query from each retrieved document.
Additionally, for any non-English documents, the
system translates both the retrieved article and ex-
tracted answers into English®. Finally, the retrieved
documents will be re-ranked based on the confi-
dence scores for the extracted answers.

The desired number of documents will be dis-
played to the user as a list of publication dates.
Each item can be expanded to show the article title,
original document with highlighted answers, trans-
lated answers, and the full article translation. If
an article contains a single answer, it will be high-
lighted in red. If there are multiple answers, each
answer will be highlighted with a different color to
allow for easy alignment between original answers
and their translations, demonstrated in Figure 6.

6 Conclusion

In this work, we tackled two challenging areas
in open-retrieval QA: cross-linguality and data
scarcity. We presented methods for generating
cross-lingual data in an emergent domain, COVID-
19. Then, we demonstrated that an open-retrieval
QA system trained on our data significantly outper-
forms a BM25 baseline. We hope that the methods
presented here allow for increased access to reliable
information in future emergent domains.

®All translations are generated by MarianNMT (Junczys-
Dowmunt et al., 2018) from the Huggingface Transformers
library (Wolf et al., 2020).




7 Broader Impact and Limitations

Crucial to any open-retrieval question-answering
system, the credibility and truthfulness of the
documents is paramount, in particular when
trying to prevent and combat misinformation
that arises in emergent domains. Any question-
answering system is limited by the corpus used.
To this end, we do our best to ensure that any in-
formation included in our corpus is truthful by in-
cluding only peer-reviewed scientific articles from
PubMed’.

Furthermore, there may be emergent domains
without peer-reviewed scientific articles from
which to draw answers. In these cases (and in
fact in cases where peer-review does exist) it is
imperative to include sources along with answers.
This allows for users to judge the quality of infor-
mation. In our system we present the title and date
of publication for each returned article so that users
can find the source content if desired.

Finally, a known limitation of dense-indexed
open-retrieval systems is the static nature of the un-
derlying database. This is a particularly important
point for emerging domains, where current knowl-
edge is quickly being updated. One disadvantage
to the dense-index approach is that as new docu-
ments become available, the index may need to
be recalculated if the new documents come from
a significantly different distribution than the exist-
ing documents in the index. See here for further
discussion and how to overcome these limitations.
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Top Retrieved Articles
2020-09-01

Title: Social Inequalities and COVID-10:

Journal Text

starker als andere. Sozialepidemiologische Muster der Pandemie, die lber

Alers- i ind kaum erforscht. Fiir Deutschland liegen bisher nur sehr wenige Befunde zu den sazialen

7] colorcin crhates Risixo haben, schrer an COVID-19 zu erkrariken und daran zu vrsterten. Hierfir dorfen sariale Ungleichneten im
Infektionsrisiko, die sich durch Lebens- wie auch i

inder

for sehwere C: eine wesentliche Rolle spielen.

2021-06-01

Title: Socio-demographic disparities in knowledge, practices, and ability to comply with COVID-19 public health measures in Canada
Journal Text

e trouver efficaces et moins sirs de
Ieur capacitéde es respecter. Eviron 80 0 des r¢pondants ot NdIque que (& grde des entants Sait assurée par les parents, et 5206 Ot nciqué que L garce des

étaitassurée par des emplai. CONCLUSION: Des messages ciblant les hommes et les jeunes, des sautiens
Sisoler, de les politiques di 4 ainsi que des pol de
port du masque et de sécurité & lécole coordonnées & échelle provinciale sont des mesures susceptibles dailenuer es problémes d'adhésion du public.

2021-04-15

Title: "You have ta take it that way." A study of the subjective experience of the corona pandemic by older people in need of help and care living at home.

Answer Translation

and people of

Full Translation

population groups mare strongly than others. However, pattems of 3
far. In Germany, very few findings on the social determinants of COVID-19 are available so
far.Fi show that people in socio-deprived regions and Peaple of Color have an increased risk of seriously
developing and dying from COVID-19. To this end, social inequalities in the risk of infection, which result from different living and working canditions, as well as
social inequalities in susceptibility and risk factors for severe COVID-19 diseases, in particular the presence of pre-existing diseases, are liely to play an important
ote.

differences, are hardly
western

Answer Translation

Full Transtation

Men, youth and people in paid employment were less likely to find effective and less secure public health measures to mest them. Approximately 80% of
respondents indicated that child care was provided by parents, and 529 indicated that child care when schools were closed was provided by parents in
‘employment. CONCLUSION: Messages targeting men and youth, social supparts for people in need of isalation, changes in warkpiace policies ta deter
are measures that can mitigate problems of public buy-in.

Answer Translation

BACKGRQUND Since clder people have an increased risk of serious and lethal progressions of SARS-CoV-2 infection, they receive special attention, which often

A

e —— Vet o SATSCo-2. ki stuen e i bsancs fm—
die sich {1 Erforderiich ist eine

Rechnung tragt und neben Risiken auch dlterer Menschen in den Mittelpunkt, und Zielist s, hv

subjektives Erleben der Coronapandemie zu beleuchten. Gefragt wird danach, wie sie die Pandemie, Risiken, Folgen und

to their need for protection. A debate is needed that takes into account their subjective realities and takes into account, in addition ta risks,

dliese aut hren Lebensaltag auswirken un wi sie damit umgehen. 1m Mal und Juni 2020 wurden 12 leitfadengestdizte Telefoninterviews durchgefChrt.

resources. The study focuses on the perspectives of older people and aims to shed light on their subjective experience of the Coronapandemie. Itis asked how they
experience the pandemic, risks, and p , how they affect their everye and how they deal with them. In May and June 2020,
12 guided telephone nterviews were conducted.

Figure 8: The top-3 non-english results for the query "Who is most vulnerable to covid?"
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Abstract

WebAnno is one of the most popular annota-
tion tools that supports generic annotation types
and distributive annotation with multiple user
roles. However, WebAnno focuses on annotat-
ing span-level mentions and relations among
them, making document-level annotation com-
plicated. When it comes to the annotation and
analysis of social science materials, it usually
involves the creation of codes to categorize a
given document. The codes, which are known
as codebooks, are typically hierarchical, which
enables to code the document either with a
general category or more fine-grained subcat-
egories. CodeAnno is forked from WebAnno
and designed to solve the coding problems
faced by many social science researchers with
the following main functionalities. 1) Creation
of hierarchical codebooks, with functionality to
move and sort categories in the hierarchy 2) an
interactive Ul for codebook annotation 3) im-
port and export of annotations in CSV format,
hence being compatible with existing annota-
tions conducted using spreadsheet applications
4) integration of an external automation compo-
nent to facilitate coding using machine learning
5) project templating that allows duplicating
a project structure without copying the actual
documents. We present different use-cases to
demonstrate the capability of CodeAnno.

1 Introduction

When WebAnno was initiated, the main purpose
was to address the missing functionalities from the
annotation tools, particularly adding the distribu-
tive, web-based, generic, and customizable annota-
tion layers behaviors (Yimam et al., 2013). Since
then, WebAnno has been improved a lot, includ-
ing the support for semantic annotation (Eckart de
Castilho et al., 2016), support for automation func-
tionality (Yimam et al., 2014), and adapted to the
integrating knowledge-supported search 'INCEp-
TION’ platform (Boullosa et al., 2018). The Span
annotation type, which allows annotating tokens,
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sub-tokens, and phrases as well as the Relation
type that connects two-span annotation types with
relation value in WebAnno covers most of the
linguistic and machine learning annotation tasks.
The Document level annotation type is one of the
most sought annotation types needed in WebAnno,
which is also missed functionality from several an-
notation tools (Neves and Seva, 2019). One of
the workarounds in WebAnno was the Zero-width
spans, which is not attached to any span but only
to a specific sentence in a document. However,
this still could not fully support document-level
annotation, where the task is to label or classify
a document based on a predefined category. The
document-level annotation is particularly impor-
tant for annotations in social science and digital
humanities research. A typical example is docu-
ment coding, where a researcher in communication
science prepares a list of codes or tags known as
codebooks. Journalists and media analysts prepare
the codes for a given codebook but the annotation
of content involves a lot of distraction, such as 1)
preparing the code in a spreadsheet, 2) coding or
annotating an article or media which is not linked
with the codebook in the spreadsheet, 3) analyzing
and interpreting the results from the coding.

CodeAnno is a fork and an extension to We-
bAnno, which enables coding based on hierarchical
and fully customizable document-level annotations
within WebAnno. CodeAnno facilitates the cre-
ation of codebooks and coding using the existing
functionality from WebAnno such as curation, cod-
ing agreement, distributed annotation (annotating a
single document by multiple coders or users), web-
based annotation, and so on. As CodeAnno sup-
ports all existing functionalities of WebAnno, for
example, span and relation annotation, one can eas-
ily connect the coding with the built-in WebAnno
annotation support that can help to draw some con-
clusions.

The following are the main contributions of this
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work: 1) Support codebook creation and annota-
tion (hierarchical and document-level annotation),
2) Importing and exporting annotations in comma-
separated format, hence compatible with existing
annotations conducted using spreadsheet applica-
tions, 3) Integration of an external automation com-
ponent to facilitate media coding using machine
learning models, 4) Project templating that allows
duplicating a project structure without copying the
actual documents.

In the remainder of this paper, we will first dis-
cuss the related works of document-level annota-
tion in Section 2. In Section 3 and 4, the main
components of CodeAnno and the automation func-
tionalities are presented. Some use-cases showing
the codebook annotation and automation compo-
nents are presented in Section 5 while Section 6
highlighted the main contribution of this work.

2 Related Work

Most of the annotation tools support linguistic an-
notations such as POS tagging, dependency rela-
tion, named entity recognition and so on (Yimam
et al., 2013; Neves and éeva, 2019). Brat (Stene-
torp et al., 2012), WebAnno (Yimam et al., 2013),
Docanno (Nakayama et al., 2018), and LightTag
(Perry, 2021) are some popular annotation tools.
The survey by Neves and Seva (2019) indicated
that only 5 annotation tools out 78 have some
kind of document level annotation supports. Ac-
tiveAnno (Wiechmann et al., 2021) is one of the
latest annotation tools that support annotation and
automation for document-level annotation tasks.
ActiveAnno focuses on five central design goals,
namely, efficiently creating annotations of high
quality, supporting a broad range of use cases, re-
sponsive web application, open-source and APIs
integration. While ActiveAnno has great support
for document-level annotation, it does not natively
support hierarchical annotation using codebooks. It
also lacks the extensive generic annotation support
from WebAnno, which can be used to link the doc-

ument level annotation to span level annotations.
INCEpTION is another annotation platform,

which integrates all the functionalities of We-
bAnno and focuses on corpus creation, annota-
tion, and knowledge management. While INCEp-
TION extends the functionality of WebAnno to
more advanced functionality, including the exter-
nal recommender system and knowledge supported
search, CodeAnno particularly focuses on the cre-
ation of document-level annotation with the hi-
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erarchical codebooks. Furthermore, CodeAnno
uniquely supports importing/exporting documents
in a spreadsheet format, which is the de facto an-
notation format in social science document coding.
Project templating, external automation service,
and document-level codebook agreements are addi-
tional specific functionalities in CodeAnno.

In social science, coding refers to the process of
assigning descriptive or inferential labels to docu-
ments or parts of the document, that could help in
developing a new concept or theory (Chen et al.,
2018). Researchers usually take a sample of the
data and apply manual coding. As the size of data
increases, manually coding the entire dataset in de-
tail is not feasible for social science researchers.
Building a representative machine learning model
is also becoming challenging (Chen et al., 2018).
To address this issue, we have integrated an exter-
nal automation component that could provide an
initial suggestion of codes. The process is iterative
and adaptive, where small portions of the document
are labeled to train the external predictive model.

3 CodeAnno Features

CodeAnno extends WebAnno by introducing new
functionalities in WebAnno. In WebAnno, “layers”
are used for span, chain, or relation annotations on
token, sentence, or paragraph level. CodeAnno
introduces document-level annotations, referred
to as Codebooks. The new functionality is seam-
lessly integrated into WebAnno, i.e., the backend
is also based on Apache UIMA! while the fron-
tend is based on Apache Wicket>. Besides the
support for Codebooks, another main contribu-
tion of CodeAnno is the integration of an external
machine-learning-based service to automate Code-
book annotations.

Codebooks are hierarchical document-level an-
notations consisting of a name, optional parent and
child Codebooks, and a list of Codebook Tags. The
resulting Codebook structure is therefore best rep-
resented as a tree. Codebook Tags are the value of
the respective Codebook annotation and can be pre-
defined by the project organization or, if allowed,
created ad-hoc by the annotator. Further, Code-
books and Codebook Tags can have a textual de-
scription so that the annotators know what they
stand for and when or how to use them to ensure
high coding quality.

1https: //uima.apache.org/
2https: //wicket.apache.org/
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Figure 1: The Codebook settings Ul in project settings to create and manage Codebooks and Codebook Tags.

Before the actual coding process starts, the
project manager has to set up the Codebook struc-
ture that the coders will use to annotate the docu-
ments. This is done in the project settings with an
intuitive and easy-to-use Codebook Editor shown
in Figure 1. In the left part of the figure, a Code-
book structure is displayed as a directory tree. The
“Expand all” and “Collapse all” buttons are used to
show or hide nodes in the Codebook tree. Code-
books can be moved up or down on the same level
with the arrow buttons on the right. During creating
a new Codebook, the project manager enters the
Codebook properties in the middle part of Figure 1.
To create a Codebook hierarchy, the parent Code-
book can be selected from the drop-down list. If
the Codebook is a root, none is selected. It is also
possible to change the parent Codebook afterwards
to update the tree structure. Further, if annotators
should be allowed to enter custom Codebook Tags,
the respective checkbox must be selected. Other-
wise, only predefined Codebook Tags shown on
the right side of Figure 1 can be chosen during the

coding process.
In the “Tag Details” panel, that appears when

a new Codebook Tag is created, its name, its de-
scription, and its parent tag will be recorded. The
sort, move-up, and move-down buttons can be used
to sort the list of Codebook Tags alphabetically or
manually. When deleting a Codebook that is not
a leaf node in the structure, all Codebooks in the
subtree with their Codebook Tags also get deleted.
Moreover, it is possible to import or export Code-
book structures in human-readable JSON format.
This is especially helpful when multiple coding
projects with CodeAnno are planned.

3.1 Codebook Annotation

The WebAnno annotation interface is extended by a
Codebook Editor panel that can be opened from the
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left sidebar to annotate documents with Codebooks.
As shown in Figure 2, the classical WebAnno Layer
Annotation editor can also be shown or hidden to
enable span-level annotation at the same time. An
example that shows the Codebook Editor with the
configured Codebook structure from Figure 1 is
shown in the left side of Figure 2. Each node in
the tree represents a Codebook with its name in
bold. The input for a Codebook combines a text
input field and a dropdown selection. If enabled,
annotators can enter any value to create a custom
Codebook Tag or select a predefined tags from the
dropdown list.

3.2 Codebook Curation and Agreement

Often, to ensure high-quality annotations, it is nec-
essary that multiple users annotate the same docu-
ment. However, since it can be subjective to decide
which Codebook Tag fits best for the document, it
can easily result in different Codebook annotations.
This gives rise to the Codebook Curation feature,
where project managers or curators can see how
each user annotated the selected document in a sep-
arate Ul. Based on this information, the curator
chooses the “final” or correct Codebook Tag for
each Codebook in the structure. An example of
this UI is shown in Figure 3 — for space reasons,
we cropped the image so that the document viewer,
which would be on the right, is not shown. The
Codebook structure is shown in a tree view similar
to the annotation Ul. The Codebook Tags of each
user are shown in a list per Codebook. If all users
agree on the same tag, the name of the respective
Codebook is highlighted in green. Otherwise, it
is highlighted in red. Below the list, the curation
user can choose the correct Codebook Tag from a
dropdown selection, where every tag is contained.
If all users agree, the respective tag is preselected
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Figure 2: The CodaAnno annotation UI with the Codebook Editor for document-level annotations on the left, the
document viewer in the middle, and the Layer Editor for span annotations on the right.
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Figure 3: The CodaAnno Curation UI showing the Code-
book annotations of different users. The curation user
can select the “correct” Codebook from the dropdown
menu at the bottom of each Codebook node.

to speed up the curation process.

With the Codebook Agreement feature, it is pos-
sible to calculate common inter-rater and intra-rater
agreement measures per Codebook and project. For
this purpose, the project manager first selects the
respective project and Codebook. With a dropdown
to select the measure, she can choose between Co-
hen’s Kappa, Fleiss’ Kappa, Krippendrof’s Alpha,
and Krippendorfs’s Kappa. When the calculation
has finished, the results are presented in a table like
with layer annotation agreement in WebAnno.

3.3 Codebook Import and Export

CodeAnno features multiple new import and ex-
port functionalities. They are separated into im-
port/export of the Codebook structure and the
coded data belonging to each document. This sepa-
ration allows reusing the Codebook structure by
easily transferring it to a blank project without

14

copying any document data. Since the Codebook is
structured hierarchically, CodeBook uses the JSON
format for import/export due to its convenient nest-
ing of objects. As such, in the Codebook settings,
it allows to import/export the whole CodeBook or
only subtrees of it, thereby providing great flexibil-
ity to reuse only parts of CodeBook. The separated
import/export in JSON of the Codebook (subtree)
structure further has the advantage of being both
human-readable and easy to manipulate in any text
editor or even programmatically. Thus, changing
many entries at once during construction of the
Codebook, e.g. mass renaming, becomes very ef-
ficient. The import/export of Codebook data be-
longing to a document is possible in multiple ways.
A document can be opened in CodeAnno and its
Codebook annotations can be exported. In addition,
the whole project can be exported, containing all
documents and the Codebook structure. Import-
ing documents previously exported is also possible
through the Codebook settings. Thus, documents
with Codebook annotations can be exported and
later imported to move the documents to another
project or make a backup.

4 CodeBook Automation (CBA)

Another major component of CodeAnno is the
Codebook Automation (CBA) extension. As the
name suggests, this functionality enables automatic
annotation of Codebooks leveraging state-of-the-
art machine learning technology to train and eval-
uate generic, user-specific classification models.
The component consists of three parts: The CBA
backend, the CBA WebApp, and the CBA integra-
tion in CodeAnno. An overview of the different
parts is shown in Figure 4. The backend, which
contains all logic and manages data and models, is
accessible via a REST API. The CBA WebApp is a
web-based user interface that consumes this API so
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Figure 4: Overview of the Codebook Automation com-
ponents. The communication between the components
indicated by the arrows happens via HTTP.

CodeAnno

Backend w/
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that users can conveniently manage datasets, and
create, train and test user-specific Codebook classi-
fiers. Both parts are separated from CodeAnno and
run independently. The third part is the CBA inte-
gration in CodeAnno to apply trained classifiers to
annotate, i.e., predict documents with Codebooks
automatically.

4.1 Backend Architecture of CBA

The CBA backend holds all logic to manage
datasets and classifiers and exposes its function-
ality via a REST API. It is implemented using mod-
ern Python libraries and frameworks like FastAPI?,
pandas*, Redis®, and TensorFlow®.

The process to train a classifier is schematically
depicted in Figure 5. The dataset, uploaded by a

Dataset B
Archive DNN Classifier

— v |

[ Process Dataset ] [ Store & Serve Model ]

% l

Dataset Model Training

LSplits Config ConfigJ @
DNN Classii
[ Train & Eval Model  H REST API

Figure 5: Schematic overview of the process to train a
classifier in the Codebook Automation backend.

user, is a ZIP archive containing two CSV files for
the training set and the evaluation set. Both files
have to consist of two columns: The “text” column
contains arbitrarily long text representing the docu-
ment, and the “label” column contains the class or
label for the sample. Further, the user must provide
configurations defining the model architecture and
training process. A model’s architecture configu-
ration contains the number of hidden layers and
their respective hidden units, the activation func-
tion, the drop-out percentage, and the optimizer
Shttps://fastapi.tiangolo.com/
*https://pandas.pydata.org/

5https://r‘edis. io
6https ://www.tensorflow.org

used for training. Further, the specification con-
tains an URL pointing to a text-embedding model
available on TensorFlow Hub’. A typical choice
for this is, e.g., a Universal Sentence Encoder (Cer
et al., 2018). The training process configuration
specifies the batch size, the number of maximum
training and evaluation steps, the optimizer, and if
early stopping is activated or not. Once the model
training is completed, it is persisted in the Ten-
sorFlow SavedModel format, supporting efficient
model serving.

4.2 CBA WebApp and CodeAnno Integration

The CBA WebApp is the user interface for upload-
ing or managing datasets and training or managing
classifiers. The application consumes the REST
API of the CBA backend and is implemented using
NuxtJS?.

Codebook Automation is also neatly integrated
into CodeAnno so that human coders can leverage
CBA classifiers to accelerate the Codebook anno-
tation process. To use this functionality, a project
administrator can start a bulk prediction process, in
which all project documents are sent to the CBA
backend and classified by the specified model. An-
other way is that annotators can send their currently
processing document to the backend and let the de-
fault model set by an administrator classify the
document.

The predictions are available in the Codebook
Annotation UI when the process has been com-
pleted. Users can then easily accept or reject the
suggestions from the CBA classifiers.

Details about the CBA WebApp and the CBA
CodeAnno integration can be found on our
GitHub’'? pages.

5 Case Studies

5.1 The NEPOCS Codebook

NEPOCS stands for Network of European Political
Communication Scholars'! established by a group
of social science researchers who are working on
political communication research. Each member
is an expert on a particular European country, and
the mission is to further internationally compara-
tive political communication research. The work

"https://tfhub.dev
8https://nuxtjs.org/
9https://github.com/uhh—lt/codebook_
automation
10https://github.com/uhh—lt/codeanno
11https://nepocs.eu/about—nepocs/
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by Hopmann et al. (2017) discussed the methods
and approaches they have used in coding around
7,500 news items gathered from 16 different Eu-
ropean countries. The news items were collected
considering different criteria such as consisting of
comparable countries (established Western democ-
racies) and media and political system level. As
a source of the news item, televised news, news-
papers, and online news outlets were considered.
As part of the goal to the "2012 Journalism special
issue", Hopmann et al. (2017) build a codebook as
a contribution to increasing standardization of how
key concepts are conceptualized. In collaboration
with political communication science experts at
Universitdt Hamburg, we have built standard code-
book of NEPOCS, as shown in Figure 6 that can
be released as part of CodeAnno for further use.

Codebooks
Expand a Collapse all |
#{] Interpretative Journalism o
+-(1 Negativity and style o0
+{] Strategic and issue framing o0
) Focus o0
+(1Policy substance and issue o0
=31 Formal Categories (1]
[ Exact headline of the news story o

[ Video content o0

[ Visual (still shots) o0

=3 Placing of the news story (importance) @ @
[ Online_placing o

[) Newspaper_placing o0

[ Television_placing (1]
-3 Space/time covered by the news story @ @
[) Online_spaceftime o

[ Newspaper_spaceftime Q0

[) Television_space/time (1]

[ Type of news item o0
[ Overall number of political news items @ @
{1 Publication Q0
[1 Type of medium Q0
[ Country o0
[ Date o0
[ Story identification number o0
[1 Coder o

Figure 6: Parts of NEPOCS codebook designed with
social science researchers.

5.2 CLICCS project

The Cluster of Excellence “Climate, Climatic
Change, and Society” (CLICCS'?) is following

12https ://www.cliccs.uni-hamburg.de/
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the overarching question: “Which climate futures
are possible and which are plausible?” In the B1
sub-project researchers from journalism, media,
and communication studies work on the question:
“how do journalists frame climate futures?” For a
quantitative study of climate future frames across
countries, they have manually annotated hundreds
of news articles in CodeAnno. Texts have been
sampled from four countries (Germany, the United
States, South Afrika and India) in German for Ger-

many and English for the other three countries.
The researcher developed a sophisticated, hier-

archical Codebook for the task based on a selected
sample of documents. Coded are formal aspects
like the type of text, author type and topic with a
fixed number of categories. For the classification of
future scenarios, they use hierarchically structured
Codebooks for e.g. type of scenario, timeframe, ge-
ographic scope, plausibility, actors etc. In another
sub-tree of the Codebook, the causes including at-
tribution of blame and measures are structured into
seven nested Codebooks.

In total, the whole Codebook comprises 26 as-

pects, each either coded as a Boolean or selection
from multiple classes. To perform the annotation
on the large sample, three coders have been trained
on the developed Codebook. The CSV export of
all coded documents has been used frequently to
perform custom analysis on the annotations.

6 Conclusion

In this paper, we discussed main functionalities of
CodeAnno, an extension of WebAnno that supports
coding of social science documents using hierarchi-
cal Codebooks. Social science researchers usually
employ traditional annotation tools, for example
spreadsheet applications to code and analyze a text.
This annotation process is cumbersome and hin-
ders the development of predictive machine learn-
ing models. CodeAnno supports the creation of
Codebooks, coding or annotating documents, and
integration of custom machine learning models.
Further, it eases the analysis of annotated docu-
ments and enables to import and export documents
in different formats. Since CodeAnno intrinsically
supports the annotation of entities and relations
from WebAnno, we plan to integrate a functionality
that provides automatic coding recommendations
using the span-level entity and relation annotations.
This facilitates the explainability of Codebook An-
notations by linking back to the rationale in the
document.


https://www.cliccs.uni-hamburg.de/
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Abstract

NLP Workbench is a web-based platform for
text mining that allows non-expert users to ob-
tain semantic understanding of large-scale cor-
pora using state-of-the-art text mining mod-
els. The platform is built upon latest pre-
trained models and open source systems from
academia that provide semantic analysis func-
tionalities, including but not limited to entity
linking, sentiment analysis, semantic parsing,
and relation extraction. Its extensible design
enables researchers and developers to smoothly
replace an existing model or integrate a new
one. To improve efficiency, we employ a mi-
croservice architecture that facilitates alloca-
tion of acceleration hardware and paralleliza-
tion of computation. This paper presents the
architecture of NLP Workbench and discusses
the challenges we faced in designing it. We
also discuss diverse use cases of NLP Work-
bench and the benefits of using it over other
approaches. The platform is under active devel-
opment, with its source code released under the
MIT license!. A website? and a short video®
demonstrating our platform are also available.

1 Introduction

Text mining, also known as fext analytics or text
analysis, is the process where a user interacts with
machine-supported analysis tools that transform
natural language text into structured data, to gain
insights and new knowledge from the text (Feldman
and Sanger, 2006a). For more than two decades,
text mining systems have been built for applications
in various domains, such as business intelligence,
analytical sociology, and medical sciences (Hearst,
1999), demonstrating irreplaceable value. Analy-
sis tools in text mining usually take the form of
machine learning (ML) and natural language pro-
cessing (NLP) models and span a large spectrum of

"https://github.com/U-Alberta/NLPWorkbench/
2https ://newskg.wdmuofa.ca
3https://vimeo.com/801006908
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ML and NLP subfields, such as entity linking, sen-
timent analysis, relation extraction, and text sum-
marization.

Nearly every subfield of NLP involved in text
mining has been rapidly evolving in recent years,
with records on benchmarks being continuously
broken®*. A positive practice of releasing the code
and models to the public has been adopted by a
growing number of researchers> to address repro-
ducibility and accessibility issues in the field®. De-
spite efforts to make new models more accessible,
non-expert users such as digital humanists and busi-
ness analysts still face entry barriers when trying
to apply the latest models. Some salient issues in-
clude: (1) heterogenous software stacks required
to run the models; (2) non-standardized, incon-
sistent input and output formats; (3) the lack of
user-friendly interfaces to apply the models and
visualize the results; and (4) the constraints on
computation and networking resources. We build
NLP Workbench with the goal of addressing these
issues and further bridging the gap between state-
of-the-art open NLP research and the use of these
models and tools in text mining applications by
non-experts.

NLP Workbench is designed with two fundamen-
tal principals in mind: for developers and NLP re-
searchers, fast and easy adaptation of off-the-shelf
models and tools; and for non-expert users such
as sociologists, a user-friendly interface for both
document-level and corpus-level analysis. Follow-
ing these principles, NLP Workbench offers the
following key features:

Platform NLP Workbench unifies corpus man-
agement, text mining tools, and visualization in
a single platform. It provides a growing list of
models and tools that are based on state-of-the-

4http: //nlpprogress.com

5https: //paperswithcode.com

6ht’cps: //aclrollingreview.org/
responsibleNLPresearch/
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art research, currently offering functionalities like
named entity recognition, entity linking, relation
extraction, semantic parsing, summarization, senti-
ment analysis, and social network analysis.

Interaction A web interface is included for user
interactions with the ability to visualize the model
results at document and corpus levels. Users could
choose to interactively apply a model on a given
document and have the results saved for future
queries, or to apply models in batches on selected
documents in a corpus.

Architecture For development, NLP Workbench
adopts containerization, allowing new models to
be added independent of the software stack of ex-
isting models. For deployment, its microservice
architecture allows models to be deployed in a dis-
tributed way on machines that meet the computing
and networking requirements of individual models,
enabling horizontal scaling.

Interface Tools in NLP Workbench can be ac-
cessed in versatile ways. Besides the web interface,
non-expert users could import new documents into
the platform via a browser extension. For devel-
opers and researchers, NLP Workbench provides
RESTful API and remote procedure call (RPC) in-
terfaces for easy integration with other applications
and pipelines.

2 Related Work

Hearst (1999) and Cunningham et al. (2002) iden-
tified three key aspects of an effective text min-
ing system: management of text document col-
lections (corpora), application of text processing
algorithms on the collection, and visualization of
results. LINDI (Hearst, 1999) is an early prototype
of such a system used for gene function discovery.
GATE (Cunningham et al., 2002), a framework
that is still currently maintained, provides a unified
architecture for all three aspects. Similarly, NLP
Workbench tries to accommodate all three aspects
in a single platform. Our platform uses container-
ized microservices instead of Java classes for each
processing module, which avoids the restrictions
of underlying programming frameworks for imple-
menting NLP algorithms. Voyant Tools (Rockwell
and Sinclair, 2016) is another web-based platform
that provides tools for corpus analysis and the func-
tion to write user-defined scripts. Their built-in
tools are mostly limited to count-based statistics
and visualization, while we are integrating large
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deep learning models. UIMA (Ferrucci and Lally,
2004) attempts to define a standard protocol for
managing corpora and NLP algorithms. It is more
developer-oriented, unlike our application which
provides a complete system that can be used for
analysis directly by users.

A plethora of NLP toolkits focusing on building
NLP pipelines have been developed in the past few
decades, including Stanford CoreNLP (Manning
et al., 2014), OpenNLP’, NLTK (Bird et al., 2009),
spaCy (Honnibal et al., 2020) and Transformers
(Wolf et al., 2020). These toolkits could be used
to address the text processing algorithm aspect of
text mining systems, but they do not provide a full
solution. The typical strategy to incorporate new
models into these toolkits is to re-implement the
model in the framework of the toolkit, while we try
to re-use, as much as possible, the code and models
released by researchers.

Some tools specialize in only the visualization
aspect. To name a few, Blloshmi et al. (2021) and
Cohen et al. (2021) built tools for visualizing the
results of semantic parsers — a function that is also
provided by our system.

Several libraries and tools are able to manage
corpora or models from multiple sources. For ex-
ample, Datasets library (Lhoest et al., 2021) pro-
vides an interface to access common NLP datasets,
and DatalLab (Xiao et al., 2022) is a platform to
examine and analyze datasets. Transformers (Wolf
et al., 2020) can access models and datasets from
the Hugging Face Hub®. Beyond corpora and mod-
els, NLP Workbench also incorporates code from
multiple sources.

3 Architecture

NLP Workbench is built on top of various open
source software and incorporates the code and mod-
els from many research projects. We design our
architecture to leverage off-the-shelf functionali-
ties provided by these software and projects, and to
minimize the effort of integrating new code from a
research project.

3.1 Workflow

Figure 1 provides a high-level overview of how
users interact with NLP Workbench and how the
system handles the requests.

7https: //opennlp.apache.org
8https: //huggingface.co/docs/hub/index
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User Perspective From the perspective of a user,
one could choose to apply text mining tools on a
single document specified by its URL or ID, or ap-
ply them in batches on a set of documents specified
by a query. Queries are written in the Kibana Query
Language (KQL)?, which is a simple and intuitive
text-based query language. The outputs of the tools
on a single document can be visualized in the web
interface, with each tool having a separate panel.
Using Kibana Lens'?, a user can visualize statistics
calculated over the output of multiple documents,
such as the distribution of sentiment polarity scores.
The connected Neo4j Browser'! provides an inter-
active web interface for exploring social networks
constructed from a corpus.

System Perspective From the perspective of the
system, both the corpus and the outputs of text min-
ing tools are stored and indexed in Elasticsearch'?,
a document indexing, search, and analytics engine.
By storing and indexing tool outputs, we re-use
previous results and avoid re-computation to im-

9https ://www.elastic.co/guide/en/kibana/
current/kuery-query.html

Yhttps://www.elastic.co/kibana/kibana-1ens

i https://neo4j.com/developer/neo4j-browser/

12https ://www.elastic.co/what-is/elasticsearch
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prove efficiency. In addition to that, Elasticsearch
provides convenient tools to filter documents based
on the outputs of text mining tools and visualizing
statistics, which are very useful for downstream
analytics.

If running a tool is indeed necessary, the task is
added to a priority queue. Ad hoc and interactive
requests, issued when a user is examining a single
document and applying tools on it, are prioritized
over batched requests that run in the background.
Each tool or model has workers processing the
tasks in the queue. This ensures that users perform-
ing interactive analysis experience little latency
even when the number of workers is limited, which
is usually the case in practice as deep learning mod-
els are often resource-intensive and it is infeasible
to have multiple instances running in parallel.

3.2 Pipelining and Scheduling

Text mining tools often rely on the outputs of other
tools or NLP models and are built as pipelines. For
example, both entity linking and relation extraction
require named entity recognition and coreference
resolution. To ensure efficiency, re-computing the
outputs of tools that are already available should be
avoided, and tools should be run in parallel if pos-
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Figure 2: Microservice architecture of NLP Workbench. Each rectangle represents a physical machine, with its
capability indicated by the icon at the bottom right corner. Each rounded rectangle represents a container, with the
tool and function it provides indicated by the text inside. Container to physical machine allocation is for illustration
purposes only and is adjusted to fit the need when the system is deployed in production.

Figure 3: Example of a batched task with the directed
acyclic graphs of dependencies. Shaded nodes represent
tools that the user requests to run on the document,
and unshaded nodes represent tools that are needed to
provide the inputs to the shaded nodes.

sible. In addition to persisting and re-using outputs
as discussed in Section 3.1, we design a pipelining
and scheduling system that automatically detects
the dependencies between tools and schedules the
tasks in a way that eliminates re-computation and
encourages parallelism.

The dependencies of a tool can naturally be rep-
resented as a directed acyclic graph (DAG), where
inbound edges represent the dependencies. When
multiple tools are requested to be run on a sin-
gle document, we gather the direct and transitive
dependencies of these tools in a single graph, as
shown in Figure 3. The connected components of
the graph are DAGs. Within each DAG, the tools
are run in topological order; and disjoint DAGs are
executed in parallel.

In the example illustrated in Figure 3, the user
requests to run tool E, D, H, I, andK on a doc-
ument. The scheduler will automatically find all
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dependencies (A to K) and run two chains in parallel:
A-B-E-G-F-C-D and H-J-I-K'3,

3.3 Containerized Microservices

A major obstacle to integrating third party code is
the dependency hell problem: it is an NP-complete
problem to find a set of compatible versions of
all software library dependencies (Burrows, 2005;
Cox, 2016), and in reality a compatible set may
not exist. This is especially true for deep learn-
ing models (Han et al., 2020; Huang et al., 2022),
which often require specific versions of software
libraries. In the case of popular deep learning
frameworks, TensorFlow (Abadi et al., 2016) 2.0
introduces breaking API changes that are not back-
compatible. Both TensorFlow and PyTorch (Paszke
et al., 2019) are compiled with specific versions of
CUDA (Nickolls et al., 2008) and cuDNN (Chetlur
et al., 2014), and that makes different framework
versions hard to coexist. Manually fixing the code
to make it compatible with a specific version of a
library is often tedious and error-prone (Han et al.,
2020).

For deployment, a practical problem is that it is
often difficult or costly to find a single physical ma-
chine that satisfies the computing and networking
requirements of all the components: deep learn-
ing models require GPU for inference, database
management systems consume large amounts of
memory and disk space, and web servers need ac-

3There is more than one valid topological sorting for a
DAG.



cess to the Internet. One solution to this problem
is the ability to deploy components of NLP Work-
bench on multiple machines, which is achieved by
our design.

We solve both problems discussed above at once
by deploying both text mining tools and infrastruc-
ture components as containerized microservices.
Each component is deployed as a Docker container
(Merkel, 2014) that encapsulates the software and
its dependencies. The containers communicate
with each other via the RPC and message queue
functions provided by Celery'*. Figure 2 illus-
trates how the containerized microservices are de-
ployed on separate machines with different capabil-
ities. Such a microservice architecture allows us to
overcome the problem of heterogeneous technolo-
gies and simplifies horizontal scaling when needed
(Newman, 2015).

4 Components

NLP Workbench already includes a variety of tools
and models for text mining. Most of the compo-
nents come from state-of-the-art research in the
respective subfields. Others are baseline imple-
mentations to demonstrate NLP Workbench’s ex-
tensibility, showing that developers can straightfor-
wardly incorporate new tools and build pipelines
from existing ones. One benefit of the flexible
and modular design as described in §3 is that all
built-in tools and models can easily be replaced
or upgraded. Existing tools and models in NLP
Workbench include:

Named Entity Recognition The task, known as
NER, is to identify mentions to entities such as
people, organizations, and locations. We incor-
porated the NER model from PURE (Zhong and
Chen, 2021), which achieved good performance by
simply fine-tuning BERT (Devlin et al., 2019).

Coreference Resolution To determine which en-
tity a pronoun refers to, we adopted the heuristic
algorithm by Cunningham et al. (2002) that is based
on recency and type agreement.

Entity Linking Mentions to entities in the text
are disambiguated and linked to Wikidata (Vran-
decCi¢ and Krotzsch, 2014) entities. Candidate enti-
ties are generated by a fuzzy match on name. In ad-
dition to name similarity, the ranking of candidates
utilizes the cosine similarity between the sentence

14https://docs.celeryq.dev
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embeddings (Reimers and Gurevych, 2019) of the
context and the descriptions of the candidate entity
from Wikipedia and Wikidata.

Relation Extraction The user can extract struc-
tured facts in the form of knowledge triples like
(Annie Ernaux, Country, France) from a text. The
underlying model (Mesquita et al., 2019) combines
syntax and semantic features as well as BERT em-
beddings to predict the relation between entities.

Semantic Parsing Semantic parsing provides a
structured representation of the meaning of a sen-
tence, allowing users to obtain information like
who did what to whom, when, and where without
caring about the form. NLP Workbench uses AM-
RBART (Bai et al., 2022), a sequence-to-sequence
model based on BART (Lewis et al., 2020) and pre-
trained on a large graph corpus, to parse sentences
into AMR graphs (Banarescu et al., 2013).

Summarization We build an application on top
of semantic parsing to create natural language sum-
maries of events related to people in the document,
partly to demonstrate the simplicity of building
pipelines in NLP Workbench. For each sentence in
the document, we prune its AMR graph to only
contain the nodes and edges of pattern subject-
predicate-object, where the subject or object is a
person. The pruned AMR graphs are then con-
verted to natural language using AMRBART.

Sentiment Analysis The sentiment of a docu-
ment is predicted by VADER (Hutto and Gilbert,
2014), a fast and accurate rule-based algorithm opti-
mized for social media posts. A sentiment polarity
score is produced and can be used to classify the
sentiment as positive, neutral, or negative.

Social Network Analysis For corpora consisting
of social media posts, NLP Workbench is equipped
with a tool that builds graphs of social network
interactions from posts. Powered by the graph
database Neo4j'>, the tool can be used to visualize
the network and perform analyses, such as running
centrality algorithms like PageRank (Page et al.,
1999) to identify influential users.

5 Use Cases

Text mining has been proven useful in a variety
of domains, such as corporate finance, patent re-
search, life sciences, and many others (Feldman

15https://neo4j.com/
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and Sanger, 2006b). NLP Workbench, as a full-
fledged text mining platform, has been or has the
potential to be applied in many of these domains.
Some of the use cases are described in this section.

Digital Humanities Accessible and reliable NLP
tools are useful in digital humanities projects such
as Linked Infrastructure for Networked Cultural
Scholarship (LINCS)'. A major component of the
LINCS project is to generate linked data from nat-
ural language cultural heritage texts. The key steps
are NER, coreference resolution, entity linking, and
relation extraction, all of which are made available
in NLP Workbench. Through the simple user in-
terface, digital humanists and their students can
choose the available models that suit their data, and
easily connect these steps into a custom workflow.

The Centre for Artificial Intelligence, Data, and
Conflict (CAIDAC)!” houses human right scholars
interested in how armed groups and extremists use
social media to promote their agendas. NLP Work-
bench offers such researchers convenient tools for
collecting tweets'® for analysis. Posts can be sub-
jected to the NLP tools of interest, and the social
network underlying the corpus can be visualized,
explored, and analyzed. All of these tasks are done
through an accessible interface, requiring no pro-
gramming from the users, enabling them to perform
more and larger studies in a fraction of the time
otherwise required.

Business Analytics Business analysts ask ques-
tions like “are recent news reports about Apple Inc.
positive or negative?”’. These type of questions
can easily be answered by NLP Workbench. After
performing NER and entity linking on the news ar-
ticles, the analyst can conduct a semantic search to
find the articles that are related to Apple Inc. rather
than apple the fruit. Then, the analyst can use the
sentiment analysis tool and visualize the distribu-
tion of sentiment polarity scores with Kibana Lens,
as shown in the bottom right screenshot in Figure 1.

NLP Research All NLP models in NLP Work-
bench can be accessed via RESTful API and RPC,
or used directly as containers. For researchers who
wish to perform inferences with the models on their
own data, they could use the interfaces provided
by NLP Workbench, without needing to set up the
environment to run the models.
https://lincsproject.ca

Yhttps://www. tracesofconflict.com/
8Support for Telegram and other platforms is in progress.
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6 Roadmap

NLP Workbench is still in its early stages of devel-
opment, and we are actively working on improving
the system. Besides usability, stability, and security
updates, we plan to work on the following major
features in the near future:

Human-in-the-loop NLP Adding annotation
support to the web interface will allow users to pro-
vide feedback to the outputs of models. This will
help researchers to collect domain-specific labelled
data and improve the performance of the models in
a human-in-the-loop fashion (Wang et al., 2021).

Improved Corpus Management Managing doc-
ument collections is a crucial aspect of text mining
(Hearst, 1999; Cunningham et al., 2002). Currently,
corpora are manually imported into Elasticsearch
or created by crawling social media. We hope to
improve the way users access document collections.
This can be done by connecting NLP Workbench
to Datasets (Lhoest et al., 2021) and DatalLab (Xiao
et al., 2022) where popular text datasets are already
available. In addition to crawling from social me-
dia, we also plan to support creating a new corpus
by doing web search on a search engine.

More Text Mining Tools The extensible design
of NLP Workbench allows us to keep existing tools
and models up to date by replacing them when
better models are released, and integrate emerging
text mining tools to the system. For example, we
hope to add claim extraction models to facilitate
fact checking tasks (Hassan et al., 2017).

Multi-modal Analysis Social media posts often
refer to or contain information in other modalities
(images, video, audio) of interest. At the same
time, there is growing interest in grounding NLP
models and analysis on knowledge extracted from
videos and other sources. While adding support for
processing different media in NLP Workbench is as
easy as adding more NLP tools, we are interested
in integrating these models so that co-training or
grounding can be automated to the extent possible.

7 Conclusion

We introduced NLP Workbench, a platform that
caters to all three major aspects of text mining sys-
tems: corpus management, text mining tools, and
user interface. We explained what design features
make NLP Workbench efficient and extensible, and
how it can be used in a variety of applications.
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Limitations

We have already identified several important fea-
tures that are not yet implemented in NLP Work-
bench, as discussed in §6: the platform needs an
annotation feature for human-in-the-loop Al; it
should have access to commonly used public cor-
pora; and it should include text mining tools such
as one for claim extraction. There are some intrin-
sic limitations that even the state-of-the-art models
in NLP Workbench do not solve. For example, long
tail entities may not be covered by the knowledge
graph, and current entity linking models do not
have a notion for out-of-knowledge-graph entities
(Shen et al., 2023). This will result in long tail enti-
ties always being incorrectly linked. Beyond social
network analysis, our current design does not have
the user interface or models for other corpus-level
analyses, such as topic modeling (Blei et al., 2003).
And finally, all NLP models and algorithms in NLP
Workbench are targeted at English text. Although
we have been able to deal with corpora in other lan-
guages by translating them to English using Marian
MT (Junczys-Dowmunt et al., 2018), it is not yet
clear whether performance can be improved by di-
rectly using models trained on other languages.

Ethics Statement

By encapsulating the models, NLP Workbench low-
ers the entry barrier for non-experts to use state-of-
the-art AI models. The microservice architecture,
which allows models to be deployed on multiple
servers with different capabilities rather than a sin-
gle omnipotent server, also makes this text mining
platform more accessible. Containerizing third-
party models also helps with reproducibility and
transparency. There have been attempts of using
NLP Workbench to analyze datasets to help under-
stand propaganda, misinformation, and disinforma-
tion related to war and terrorism. However, users
must be warned that, as NLP Workbench uses third-
party data and models without modification, out-
puts obtained from NLP Workbench are inevitably
affected by the bias inherent in the datasets and
models.
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Abstract

JTLEX is a programming library that provides
a Java implementation of the TimeLine EX-
traction algorithm (TLEX; Finlayson et al.,
2021), along with utilities for programmatic
manipulation of TimeML graphs. Timelines
are useful for a number of natural language
understanding tasks, such as question answer-
ing, cross-document event coreference, and
summarization & visualization. jTLEX pro-
vides functionality for (1) parsing TimeML
annotations into Java objects, (2) construc-
tion of TimeML graphs from scratch, (3) par-
titioning of TimeML graphs into temporally
connected subgraphs, (4) transforming tempo-
rally connected subgraphs into point algebra
(PA) graphs, (5) extracting exact timeline of
TimeML graphs, (6) detecting inconsistent sub-
graphs, and (7) calculating indeterminate sec-
tions of the timeline. The library has been
tested on the entire TimeBank corpus, and
comes with a suite of unit tests. We release
the software as open source with a free license
for non-commercial use.

1 Introduction

TimeML is a standardized temporal annotation
scheme for annotating temporal information in
texts (Pustejovsky et al., 2003a). TimeML annota-
tions can be used to build temporal graphs, where
nodes are events and temporal expressions (i.e.,
times), and edges are temporal relations. TimeML
annotations can be generated using automatic ana-
lyzers (Chambers et al., 2014), manual annotation
(Minard et al., 2016), or some combination of the
two.

While temporal graphs derived from texts can
be deeply informative, they usually only encode
partial orderings of events and times. For many
NLP tasks such as text summarization and visual-
ization (Liu et al., 2012), question-answering (Sa-
quete et al., 2004), and knowledge representation
(Galton, 2009), a total order of all events and times
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(i.e., a timeline) is often more useful. Unfortu-
nately, timelines are rarely explicit in texts and usu-
ally cannot be read off from texts directly. There
have been a few prior attempts to extract timelines
from temporal graphs, however, these works have
certain limitations: they do not handle all TimeML
relations, they do not separate “real-life” events
and subordinated events, and they do not deal with
multiple possible temporal orders.

These problems were addressed by an approach
called TLEX (TimeLine EXtraction; Finlayson
et al., 2021). TLEX presented a CSP-based so-
lution that extracts exact timelines from a TimeML
graph. TLEX also detects inconsistent TimeML
subgraphs as well as temporal indeterminacy.
TLEX is a formally correct method and the ex-
perimental evaluation on four different TimeML
corpora showed that it has 100% accuracy for ex-
tracting timelines (Finlayson et al., 2021). TLEX
has been used for several NLP tasks such as corpus
validation, evaluating temporal dependency parsers,
and narrative representation (Ocal et al., 2022a,b;
Ocal and Finlayson, 2020). To enable better ac-
cess to this approach for the community, we have
implemented jJTLEX, an open-source Java imple-
mentation of TLEX for other researchers in the
field to use. We present jTLEX in this paper.

JTLEX provides several types of functionality.
In its canonical usage, jJTLEX takes a TimeML an-
notated file as input, then (1) parses the annotations
into TimeML objects, (2) builds a TimeML graph,
(3) partitions the TimeML graph into temporally
connected graphs to separate real-life events and
subordinated events, (4) transforms the temporally
connected graphs into point algebra (PA) graphs,
and (5) solves the PA graphs to extract a timeline. If
a timeline cannot be extracted, meaning the graph
is temporally inconsistent, (6) it detects the min-
imum inconsistent subgraph and returns it to the
annotator to fix it. Finally, if the order of events and
times are indeterminant (multiple possible order-
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ing), (7) it calculates the temporal indeterminacy.
These steps correspond to steps of the TLEX algo-
rithm as described in Finlayson et al. (2021).

We have tested jTLEX on the entire TimeBank
corpus (Pustejovsky et al., 2003b) which is a
reference corpus for TimeML that contains 183
TimeML annotated news articles. For each file,
JTLEX took no longer than 1 second to extract all
timelines on a currently available, standard con-
sumer laptop (3.0 GHz Intel Core i7-1185G7 with
32GB of RAM) Our demonstration system as well
as a screencast video demonstrating our system is
available!.

2 Library Overview

2.1 User Input

JTLEX processes and allows the manipulation of
all the information available in a TimeML anno-
tation. jTLEX can read in preexisting TimeML
annotations from a . tml file, accept TimeML anno-
tations directly via a JSON-style TimeML encod-
ing, or accept the raw text of TimeML annotations
as a Java String object. TimeML annotations can
be generated via manual annotation by following
the TimeML annotation guide (Sauri et al., 2006)
or by using state-of-the-art TimeML annotators
such as TARSQI (Verhagen et al., 2005), ClearTK
(Bethard, 2013), CAEVO (Chambers et al., 2014),
or CATENA (Mirza and Tonelli, 2016). Note that
there are certain limitations when using automatic
TimeML annotators such as information loss and
temporal inconsistency (Ocal et al., 2022a). Fortu-
nately, JTLEX can detect inconsistencies and help
users to fix them as explained in Section 2.7.

2.2 TimeML Parser

TimeML is an SGML-based annotation scheme to
annotate temporal information in texts. TimeML
defines tags for events (KEVENT>), temporal ex-
pressions (<TIMEX>), temporal signals (<SIG-
NAL>), event instances (<KMAKEINSTANCE>), and
links between events and times, namely temporal
link (<TLINK>), subordinated link (<SLINK>), and
aspectual link (<ALINK>). Each tag has attributes
that contain information about a TimeML object.
For example, the "polarity" attribute of <MAKE-
INSTANCE> indicates whether an event is negated
and it contains either POS or NEG values.

JTLEX provides a TimeML parser that can parse
TimeML annotations into a set of TimeML Java

lhttps ://cognac.cs.fiu.edu/jtlex/
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objects, including events, times, and links. Addi-
tionally, it can strip the TimeML tags and return
the raw text. The TimeML annotation guide iden-
tifies optional and non-optional attributes for each
TimeML tag. If the input to JTLEX is missing a
non-optional attribute, the parser returns an error
message to the user about which attribute is miss-
ing for which object. Therefore, JTLEX’s TimeML
parser can be used to check compliance of annota-
tions to the TimeML standard.

2.3 Graph Constructor

A TimeML graph is a graph where nodes are events
and times, and edges are TimeML links (as shown
in Figure 1). After jJTLEX parses a TimeML an-
notations into the TimeML objects (events, times,
links, etc.), it builds a TimeML graph. Any infor-
mation about the graph can be then programmat-
ically queried, such as the set of links, the set of
nodes, a link by ID, a node by ID, a list of incoming
or outgoing links, and much else.

JTLEX allows users to directly modify the
TimeML graph if they wish. Users can add or
remove links or nodes to the graph, and can also
build their own custom graph by creating an empty
graph and adding events, times, and links. The
graph implementation has a method that returns
a JSON output of the graph. This allows users to
take advantage of existing graph visualization sys-
tem such as React Flow (So, 2018) to inspect the
TimeML annotations.

2.4 Partitioner

As mentioned in Section 2.2, there are three
types of TimeML links. While <TLINK> and
<ALINK> provide information about the temporal
order of events and times, <SLINK> 1is used for
contexts introducing possible (modal), counterfac-
tual, or conditional relations between two events.
An example is shown below.

(1) Amanda forgot to buy coffee.

The example indicates a counterfactual relationship
between forgot and buy. The event of buy never
happened in the world described in the text, i.e., the
“real world”, and therefore, it needs to be separated.
As described in the TLEX paper, jJTLEX imple-
ments this by partitioning a TimeML graph into
temporally connected subgraphs. The partitioner
has two steps: JTLEX walks the graph to partition
the TimeML graph into connected subgraphs. Then


https://cognac.cs.fiu.edu/jtlex/
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Figure 1: Visualization of partitioning the TimeML
graph for wsj_0006.tml from the TimeBank corpus.
TLINKs and ALINKSs are given in bold, and SLINKSs
are in italic. JTLEX partitions the TimeML graph into
five temporally and aspectually connected subgraphs, as
shown by dashed lines.

MODAL

it further partitions these connected subgraphs into
subgraphs connected only with temporal and aspec-
tual links. We name the subgraph(s) that contains
“real world” events as main subgraph(s), and sub-
graphs that connect to main subgraphs via subordi-
nation links as subordinated subgraphs. A visual
example of this process is shown in Figure 1.

2.5 Transformer

A point algebra (PA) graph is a graph where nodes
are time points and edges are primitive tempo-
ral constraints such as {<, =}. As prescribed
by the TLEX algorithm, jTLEX transforms each
temporally connected subgraph into a PA graph.
Each node and link in the subgraph can be ex-
pressed in time points and constraints. Assume
we have two events (A and B) and A is BEFORE
B. This can be represented in a PA graph as fol-
lows: A~ < A" < B~ < B*, where — and +
indicate the start and end time points of a node,
respectively. An example of the transformation of
the TimeML graph in Figure 1 into a PA graph is
shown in Figure 2.

This transformation is necessary because the
timeline is generated by solving the temporal con-
straint satisfaction problem (TCSP) represented by
the PA graph, as discussed in Section 2.6.

2.6 Solver

After the transformer transforms each temporally
connected subgraph into a PA graph, jTLEX as-
signs integers to each time point in the graph us-
ing Java Constraint Programming (JaCoP) library
(Kuchcinski and Szymanek, 2013). The library
then obtains a timeline after sorting the assigned
integers. JaCoP is an open-source java library that
offers a rich set of primitive, logical, conditional,
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Figure 2: Visualization of the output of the transforming
temporally connected subgraphs in Figure 1 into the PA
graph.
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Figure 3: Visualization of the timeline of the TimeML
graph in Figure 1. Grey regions indicate subordinating
links between timelines.

and global constraints as well as configurable solu-
tion search methods. jJTLEX by default produces
the smallest solution, which starts at 1 and which
represents each time point difference as a differ-
ence of 1. Users can also use jTLEX to produce a
random solution.

When run over all the PA graphs, jTLEX pro-
duces an exact trunk-and-branch timeline where
the trunk is the main timeline corresponding to the
main subgraph and branches are subordinated time-
lines corresponding to the subordinated subgraphs
as shown in Figure 3. Therefore, the main timeline
consists the global order of “real world” events and
times, while subordinated branches consist subor-
dinated events. Users can retrieve the length of
the timeline, the first and last time points, the main
timeline, subordinated branches, the number of sub-
ordinated branches, the number of time points, and
the list of attachment time points where subordi-
nated branches are connected to the main timeline.
Users can also retrieve the JSON output of the time-
line, and therefore they can visualize the timeline
using a third-party graph visualizer application.

2.7 Inconsistency Detector

As described in the TLEX work, the solver can
only extract a timeline of the TimeML annotation
if the annotation is temporally consistent. If the in-
teger assignment is not possible, then it means the
TimeML graph has temporal inconsistency (Bartdk
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Figure 4: An example graph that has temporal indeter-
minacy.

et al., 2014). jJTLEX provides an inconsistency de-
tector to detect inconsistent cycles in the TimeML
graph.

The inconsistency detection algorithm detects
self-loops, where the start and end node of an edge
is the same such as A-AFTER->A. This can be
removed automatically as users request. For other
non-self-loop cycles, it detects the minimum incon-
sistent subgraph in the TimeML graph. Further,
in the case of two or more inconsistent subgraph
overlaps (have a shared edge), it can distinguish
the subgraphs and return each inconsistent cycle to
the users. A jTLEX output of an inconsistent cycle
is shown in Section 3.

Users can use jJTLEX to check if their annota-
tion is temporally consistent. If the annotation is
not consistent, jJTLEX returns the links that cause
inconsistency, therefore, users can fix the incon-
sistent annotation. This could be used as a corpus
validation after NLP researchers create a corpus.

2.8 Indeterminacy Calculator

In most cases, natural language texts lack enough
information to specify a full ordering, meaning
there could be multiple different global orderings
of the same events and times. Figure 4 shows a
TimeML graph with just such a temporal inde-
terminacy. The graph indicates a global order of
1" <1t <2and3 <4 <4t <5 < 5%, but
does not specify the relative order of 2 and 3.
JTLEX uses its own algorithm to measure tem-
poral indeterminacy in a timeline. The algorithm
extracts all possible timelines of the graph and com-
pares the shortest timeline with all other possible
timelines. More precisely, it checks whether every
neighboring time point pair in the shortest timeline
is a neighboring time point in other timelines. If
they are not always adjacent, the order of that pair
is indeterminate. With this result, we can actually
represent indeterminate sections on the timeline as
shown in Figure 5. This allows jTLEX to represent
multiple different orderings in a single timeline.
Using jJTLEX, users can retrieve the indetermi-
nant sections of a timeline. jTLEX also provides a
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Figure 5: Illustration of the indeterminacy calculation
process. The algorithm extracts all possible timelines.
For the graph in Figure 4, between 2 and 3, there are
11 possible ordering. This temporal indeterminacy is
shown in the grey area in the timeline. Therefore, mul-
tiple possible ordering can be represented in a single
timeline.

standard way of scoring the amount of indetermi-
nacy present in particular timeline.

3 Use Cases

A user guide and license information can be found
on the JTLEX website?. Here we illustrate an ap-
proach for one of the TimeML annotations of the
TimeBank corpus, called wsj_0006. tml. This file
and the rest of the corpus can be obtained from
LDC website®. The following text shown in Ex-
ample (2), is a snippet of the TimeML-annotated
text of wsj_0006.tml. The TimeML graph corre-
sponding to the snippet text is shown in Figure 1,
where we can see that the nodes of the graph are
either events or times, and the edges are TimeML
relations. Event instance IDs and timeIDs are given
in square brackets (DCT = DOCUMENT CREATION
TIME).

) [DCT:11/02/89111911: Pacific First Fi-

nancial Corp.  saide73; shareholders
approvedspi74) its acquisitionyei7s; by
Royal Trustco Ltd. of Toronto for $27 a
share, or $212 million. The thrift hold-
ing company @5@7@ it expectsgei77] to
obtainy.;75; regulatory approvalg|i7o; and
complete[q.igo; the transaction;gpigi} by

year-end; 0]

Users can read the file and create the TimeML
graph as follows:

2https: //cognac.cs.fiu.edu/jtlex/
3https: //catalog.ldc.upenn.edu/LDC2006T08
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1 Link: {ID = 1, LinkTag = TLINK, Syntax
= ""  Temporal Relation = BEFORE,
Origin = null
2 Signal: {Id = sid12, String = "by"
3
3 Related to event - Timex: {tID =
t10, Type = DATE, Value =
1989-12-31 , Mod = null,
Temporal Function = true,
AnchorID = t9, Begin Point = t@
, End Point = t@, Quantity =
null, Frequency = null}
4 Event Instance - Event Instance:
5 {ID = eiid8@, Tense = PRESENT,
Aspect = NONE, Part of Speech =
VERB, Polarity = POS, Modality
= "null”, Cardinality = "null"”
, Signal = null
6 EVENT: eid = e7, class =
ASPECTUAL, stem = complete}
7 3
Listing 1: jjTLEX parser output for printing the

information about the first link of the graph.

File tmlFile = new File(fName);
ITimeMLGraph graph = GraphReader.
TimeMLGraph(tmlFile);

Here, fName is the path to the file. Users can
retrieve any information about the graph such as
links (all or one by ID), nodes (all or one by ID),
incoming links, outgoing links, JSON output, num-
ber of nodes, number of links, number of link types,
etc. Using the following code, users can retrieve
the information of the first link:

System.out.print(graph.getLinkById(1));

The output will be as shown in Listing 1. As can
be seen, JTLEX provides all the available informa-
tion in the TimeML annotation about the link and
its components using the TimeML parser.

After the TimeML graph is created, users can
create a TLEX object to perform the timeline extrac-
tion including partitioning, transforming, solving,
inconsistency detection (if the graph is inconsis-
tent), and temporal indeterminacy. Creating the
tlex object is as follows:

TLEX tlex = new TLEX(graph);

Users, can retrieve the exact trunk-and-branch
timeline structure using:

tlex.getTimeline();

The output will be as shown in Listing 2. As can
be seen, jJTLEX returns the main timeline, subordi-
nated timelines, and the attachment points for each
subordinated timeline.

Main Timeline: { 1
eiid75- =1 2
eiid75+ = 2 3
eiid74- = 3 4
eiid74+ = 4 5
eiid73- =5 6
eiid76- = 5 7
eiid73+ = 6 8
eiid76+ = 6 9
t9- =7 10
t9+ = 8 11

3} 12

Attachment Points: {eiid77->eiid78, 13
eiid77->eiid80, eiid76->eiid77,
eiid78->eiid79}

Subordinated Timelines: { 14
[eiid81- = 1, eiid80- = 2, eiid81+ = 15
3, eiid8o+ = 3, t10- = 4, tlo+ =

57,

[eiid79- = 1, eiid79+ = 27, 16

[eiid78- = 1, eiid78+ = 27, 17

[eiid77- = 1, eiid77+ = 2]} 18

Listing 2: JTLEX timeline output for the wsj_0006 . tml
file.

[Graph Type: Main Graph
Nodes Count = 2

Links count = 2
TLinkType: 2

ALinkType: ©

SLinkType: @

Nodes:

eiid2048, t57

Links: (From -> To)
(t57 BEFORE eiid20438) 10
(eiid2048 BEFORE t57) 11
] 12

cONOYOUl A WN =

[Xe]

Listing 3: jJTLEX inconsistent subgraph output for the
wsj_1011.tml file.

Since the graph of wsj_0006. tml is consistent,
JTLEX’s inconsistency detection method returns an
empty set. We illustrate the inconsistency detection
algorithm using a temporally inconsistent file from
the TimeBank corpus, called wsj_1011. tml.

After running the method for graph construction
and creating the tlex object, users can simply call
the method tlex.getInconsistentSubGraphs()
and retrieve the inconsistent cycle. For this file,
JTLEX returns the output show in Listing 3. As
can be seen from the output, jJTLEX returns the
inconsistent subgraph along with the information
about the subgraph.

4 Related Work

As we discussed in Section 1, TimeML is a stan-
dardized temporal markup language in the NLP
community. Therefore, many tools have been de-



veloped for TimeML-related tasks. We can classify
existing TimeML tools into two categories: produc-
ing TimeML annotations and analyzing TimeML
annotations. NLP researchers have concentrated
tools of the first type, in particular for both full
automatic TimeML annotation—such as TARSQI
(Verhagen et al., 2005), ClearTK (Bethard, 2013),
and CAEVO (Chambers et al., 2014)—and tools of
the automatic annotation of sub-parts of TimeML—
such as Evita (Saurf et al., 2005) and NavyTime
(Chambers, 2013) for event detection, GATE-Time
(Derczynski et al., 2016) and SUTime (Chang and
Manning, 2012) for temporal expression recogni-
tion, and CATENA (Mirza and Tonelli, 2016) and
LCC-TE (Min et al., 2007) for temporal relation
extraction.

There are only a small number of tools that evalu-
ate TimeML annotations. Tango is a Java TimeML
parser tool to parse the TimeML annotated docu-
ments and create a TimeML graph (Verhagen et al.,
2006). Tango allows users to modify the graph
and it checks the temporal consistency of the graph
using temporal closure. Tango was used to evalu-
ate the TimeBank corpus, however, Tango did not
report any inconsistency on the TimeBank files.
Using the <TIMEX> values, Tango displays the
graph in a timeline form, where each section con-
tains a <TIMEX> and the events connected to the
<TIMEX>, however, it doesn’t provide the global
order of events. Similarly, TBOX (Verhagen, 2007)
also generates a TimeML graph from a TimeML
annotation, but it further removes the temporal clo-
sure links to display a simplified TimeML graph.
TBOX displays each event in a box shape and
places each box based on the temporal relation
to present the timeline (e.g., if event A is before
event B, then box-A would be on the left of box-B).
However, this representation could be problematic
considering temporal indeterminacy is already high
in TimeML annotations.

TimeML-strict is a Java validation tool that
parses TimeML annotations and validates them
whether they follow strict TimeML annotation
guide rules (Derczynski et al., 2013). It also
fixes missing document creation time (DCT) and
<TEXT> tags in the annotations. CAVaT is a Python
tool that parses TimeML annotations and prints
out the quantitative results such as distributions of
the TimeML objects (Derczynski and Gaizauskas,
2012). Further, it detects self-loops as well as dis-
connectivity in the TimeML graphs. CAVaT detects
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the temporal inconsistency of the graph using in-
consistent disclosure. If the graph is inconsistent, it
returns the last added constraint to the inconsistent
cycle. Determining the entire inconsistent cycle
based on one edge is very difficult for the annota-
tors considering the graph size. CAVaT detects 30
inconsistent files in the TimeBank corpus. How-
ever, CAVaT’s inconsistency detection algorithm
only deals with TLINKs and ignores ALINKs and
SLINKs. Later, (Ocal et al., 2022b) showed that by
taking ALINKSs into consideration, the TimeBank
corpus actually has 65 inconsistent files.

In addition to these TimeML tools, NLP re-
searchers have also developed ML-based ap-
proaches to extract timelines from TimeML an-
notations (Mani et al., 2006; Do et al., 2012;
Kolomiyets et al., 2012; Leeuwenberg and Moens,
2020). Howeyver, these approaches have certain lim-
itations such as they do not deal with all temporal
links (at most 6 out of 13), they do not distinguish
the real-life events and subordinated events, and
they do not handle temporal indeterminacy.

Unlike other tools and approaches, in this
work we provide an open-source implementation
of TLEX, a method for extracting exact time-
lines from a TimeML annotation. Like prior
approaches, TLEX—and by extension, jTLEX—
offers a TimeML parser and a graph constructor.
However, it goes further by separating subordinated
events from real-life events, presenting the global
order of events and times in a novel trunk-and-
branch timeline structure, detecting inconsisten-
cies automatically and helping users to fix them,
representing multiple different orders in a single
timeline, and measuring the indeterminacy score.

5 Discussion

We perform an extensive evaluation of the TLEX
algorithm using the JTLEX output in our forthcom-
ing paper (Ocal and Finlayson, 2023). We perform
sampling evaluation using Simple Random Sam-
pling (Saunders et al., 2009, p. 222), which allows
us to check the correctness of a specific feature
of a set of n members randomly selected from a
population with size N to obtain an estimate of the
correctness of that feature over all the data. Sam-
pling evaluation shows that jTLEX achieved 100%
accuracy on time point ordering and indeterminacy
identification with 95% confidence (Ocal and Fin-
layson, 2023).

Because jTLEX can detect temporal errors in the



annotations and measure temporal indeterminacy,
it can be used to evaluate automatic TimeML tools
and manual TimeML annotations. An example of
using jJTLEX to evaluate automatic TimeML anno-
tators can be found in Ocal et al. (2022a), and for
using it to evaluate gold-standard TimeML annota-
tions, see Ocal et al. (2022b).

6 Conclusion

We presented jJTLEX, an open-source Java library
that, for the first time, allows the programmatic ex-
traction of exact timelines from TimeML annotated
texts using a standard Java API. jTLEX provides
many useful methods for the TimeML community
such as TimeML parsing, graph extraction, timeline
extraction, inconsistency detection, and temporal
indeterminacy calculation. jTLEX can for used on
any TimeML annotations in any domain of natural
language. We release JTLEX as an open source

library that is free for non-commercial use*.
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Abstract

In recent years, COVID-19 has impacted all
aspects of human life. As a result, numer-
ous publications relating to this disease have
been issued. Due to the massive volume
of publications, some retrieval systems have
been developed to provide researchers with
useful information. In these systems, lexi-
cal searching methods are widely used, which
raises many issues related to acronyms, syn-
onyms, and rare keywords. In this paper,
we present a hybrid relation retrieval system,
CovRelex-SE, based on embeddings to pro-
vide high-quality search results. Our sys-
tem can be accessed through the following
URL: https://www. jaist.ac.jp/is/labs/
nguyen-lab/systems/covrelex-se/.

Keywords: COVID-19, relation search,
biomedical domain, relation extraction, entity
recognition, semantic search.

1 Introduction

Scientific information related to the coronavirus dis-
ease has received a lot of attention in recent years.
The number of COVID-19-relevant publications is
increasing daily. In the record of CORD-19 dataset
(Wang et al., 2020a), there are more than 900K
papers introduced by March 315, 2022. The huge
number of documents demonstrates the importance
of retrieval systems for providing researchers with
informative knowledge.

A relation is an object that consists of three com-
ponents (argl, rel, arg2), where argl, and arg2
are noun phrases that may contain biomedical en-
tities and rel is an expression describing the re-
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lation between argl and arg2. A query is made
up of partial information on a relation, which in-
cludes keywords regarding these components. Ide-
ally, a relation retrieval system should return all
relevant relations with the corresponding papers,
which can be used to answer two different types
of questions: single-hop and multi-hop. Regarding
single-hop questions, such as "COVID-19 disables
which things?", we can input the query ("COVID-
19", "disable", any-arg2), and then extract the an-
swer by using the returned results of arg2. On the
other hand, we can combine two queries: ("COVID-
19", "cause", DISEASE), and (CHEMICAL, "treat",
DISEASE) to answer the multi-hop question "What
are CHEMICAL that can treat some DISEASES
caused by COVID-19?". By that, the answer can
be extracted by using the returned results at the
position of CHEMICAL.

In this paper, we propose CovRelex-SE, a hy-
brid retrieval system to search the relations that
effectively tackles the issues raised by the lexi-
cal approach in the CovRelex system (Tran et al.,
2021). Instead of searching relations using lexi-
cal methods, CovRelex-SE ranks their scores by
utilizing the combination of lexical scores (based
on the Elasticsearch! engine) and semantic scores
(based on CORD19-BERT embeddings). In sum-
mary, our contributions in this paper are as fol-
lows: (I) A novel approach to ranking COVID-19-
relevant relations, which combines the effective-
ness of lexical approach and vector representation
approach; (II) A new pre-trained language model,

1https: //www.elastic.co/
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CORDI19-BERT, which is pre-trained from scratch
using the CORD-19 dataset; (II) A web-based
relation search system, CovRelex-SE, which pro-
vides two search functions: Single-Relation Search
and Graph Search; that aims to answer two type
of questions: single-hop and multi-hop; (IV) An
experimental evaluation, which shows the supe-
rior performance of CovRelex-SE system using the
CORD-19 dataset by March 315¢, 2022.

2 Related Work

Due to the COVID-19 outbreak, it is vital to collect
crucial information from a huge number of COVID-
19-related publications. Zhang et al. (2020) created
Covidex, a search engine that allows users to query
the COVID-19 Open Research Dataset and access
inside information. Esteva et al. (2020) introduced
Co-Search, a semantic search engine composed of
a retriever and a ranker that was built to handle
complex queries throughout the COVID-19 papers.
Additionally, Wang et al. (2020b) created the Ev-
idenceMiner web-based solution. Given a query
as a natural language statement, EvidenceMiner re-
trieves textual evidence at the sentence level from
the CORD-19 corpus for life sciences. More re-
cently, Raza et al. (2022) present an Information
Retrieval System that uses latent information to
select relevant works related to specific concepts.
Otegi et al. (2022) develop a Question Answering
system that receives a set of questions asked by ex-
perts about the disease COVID-19 and SARS-CoV-
2 virus, and provides a ranked list of expert-level
answers to each question.

Conceptually, the most similar to our work, Cov-
Relex (Tran et al., 2021), is a retrieval system for
scientific publications that target entities and rela-
tions via relation extraction from COVID-19 sci-
entific papers. However, there is still a lack of
systems that automatically extract the diverse rela-
tions through papers and obtain the results using
semantic information, especially given the rapid
publication of COVID-19 papers. This issue moti-
vates us to create the CovRelex-SE system.

3 Method

3.1 Overview

Figure 1 illustrates our proposed system, CovRelex-
SE. From the raw text of document abstracts, we
extract relations and recognize biomedical entities
inside the extracted relations. For each relation,
argl, arg2, and rel are converted into vectors by

using CORD19-BERT. Three Faiss (Johnson et al.,
2019) indices are then trained using all of the em-
bedding vectors. At the query time, the user input
a query, which will be converted to embedding
vectors. Following that, the Faiss indices will be
looked up for the most similar relations according
to the query and return semantic scores. The Elas-
ticsearch engine will also look up the query and
utilize the BM25 algorithm (Robertson et al., 1995)
to calculate lexical scores. The system then com-
bines the lexical scores and semantic scores as final
scores for relations. Finally, CovRelex-SE returns
the top-ranked triplets after filtering query entities
using the Elasticsearch engine.

3.2 Relation Extraction & Entity Recognition

In this paper, to extract the relations in the doc-
uments as many as possible, we use a variety of
relation extraction methods. As each method has its
own characteristics, we can obtain more unique re-
lations when combining all of them. The following
are brief descriptions of the methods.

e ReVerb (Fader et al., 2011) tackles the issues
of incoherent and uninformative relation ex-
tractions by introducing syntactic and lexical
constraints on binary verb-based relations.

e OLLIE (Schmitz et al., 2012) overcomes the
limitation of prior methods, which extract only
relations mediated via verbs. OLLIE broadens
the syntactic scope by identifying relations
mediated by nouns, adjectives, etc.

¢ ClauslE (Del Corro and Gemulla, 2013) is a
clause-based approach to open information ex-
traction. It separates the detection of clauses
and clause types from the actual generation of
propositions.

* Relink (Tran and Nguyen, 2021) is a method
inherited partly from ReVerb. It extracts rela-
tions from connected phrases, unlike ClauselE
which extracts clause types.

* OpenlE (Angeli et al., 2015) breaks a long
sentence into short, coherent clauses, and then
finds the maximally simple relations.

After extracting relations, we use the SpaCy?
models provided by the SciSpacy (Neumann et al.,
2019) library to recognize the biomedical entities.

2https: //spacy.io/
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Figure 1: Overview of the CovRelex-SE system.

Since each model is trained on a different annotated
corpus (Li et al., 2016; Bada et al., 2012; Kim
et al., 2004; Pyysalo et al., 2015), it can recognize
a different set of biomedical entities. Table 1 shows
SciSpacy models that were utilized.

Table 1: SciSpacy models used in our system.

Models Training corpus

CRAFT corpus (for cell types,
chemicals, proteins, genes)

en_ner_craft_md (Bada et al., 2012)

JNLPBA corpus (for cell lines,
cell types, DNAs, RNAs, proteins)

en_ner_jnlpba_md (Collier and Kim, 2004)

BC5CDR corpus (for chemicals and

en_ner_bcScdr_md diseases) (Li et al., 2016)

BioNLP13CG (for cancer genetics)
(Pyysalo et al., 2015)

en_ner_bionlp13cg_md

3.3 Embedding Extraction & Faiss Index

In recent years, domain-specific pre-trained mod-
els have led to effective results on many natural
language processing tasks (Chalkidis et al., 2020;
Lee et al., 2020). Generally, there are two com-
mon ways to pre-train a domain-specific language
model: from scratch or continual over a general lan-
guage model such as BERT (Devlin et al., 2018).
However, Gu et al. (2020) show that if we have
a large enough training data, pre-training from
scratch would be better. The particular reasons for
this circumstance are as follows: (I) The ability to
develop a new vocabulary for the specific domain,
(II) The fact that general documents basically differ
from documents of this domain, increasing the like-
lihood of negative transfers that reduce the overall
performance.

Based on the above points, we pre-train a new
language model, CORD19-BERT, from scratch us-
ing the data of CORD-19 corpus. Figure 2 illus-
trates the relative coverages of the vocabularies of
three models CORD19-BERT, PubMedBERT (Gu
et al., 2020) and BERT-base (Devlin et al., 2018).
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There is a considerable variation in the three vo-
cabularies. Especially, there are some common
COVID-19 related words that do not exist in the vo-
cabularies of BERT-base and PubMedBERT, such
as covid, unvaccinated, etc. In this step, we use the
masked language model task to pre-train CORD19-
BERT. Following BERT, we mask 15% of tokens,
and the model needs to predict the masked tokens
in the sentence. We share our pre-trained CORD19-
BERT model via Huggingface?.

BERT PubMedBERT

1376 8679

16326
10933

1887

534
. ‘coam 9-BERT

Figure 2: The relative coverages of three vocabularies
of BERT, PubMedBERT, and CORD19-BERT. When
the vocabulary size of each model is 30,522 tokens.

covid, coronavirus,”
unvaccinated, ...

After pre-training the model, we use CORD19-
BERT to extract the embeddings of relations. One
issue with data processing is the excessive number
of embedding vectors. Therefore, we used the Faiss
index (Johnson et al., 2019) to resolve this problem.
Faiss is a method for searching and grouping dense
vectors in an efficient manner. More details about
the Faiss settings used in this paper are shown in
the experimental section.

3.4 Relation Scoring

The score of a relation (argl, rel, arg2) is calcu-
lated based on semantic and lexical scores. The
semantic score is determined using the embeddings
from CORD19-BERT, whereas the lexical score is
computed using the Elasticsearch engine. Specif-
ically, let (s_argl, s_rel, s_arg2) be the semantic

Shttps://huggingface.co/CovRelex-SE/
CORD19-BERT
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Figure 3: Examples of Single-Relation Search and Graph Search.

scores of (arl, rel, arg?) calculated by Faiss in-
dices based on squared Euclidean (L.2) distance.
Following that, the semantic score of a relation is
calculated based on formula 1 with hyperparame-
ters «, 3, and . These parameters’ values can be
controlled by the users.

scorese = axs_argl—+pPxs_rel+yxs_arg2 (1)

The Elasticsearch engine, which is based on the
BM25 scoring algorithm, is used to compute the
lexical score. After obtaining the semantic and
lexical scores, the final score is calculated by com-
bining these two scores using the formula 2. Ad-
ditionally, there is a user-specified hyperparameter
with 6, depending on whether the user wants to
search exact match or by semantic similarity.

sCoT€final = 0 * scorese + (1 —0) * scoreje, (2)

3.5 Retrieval System

The retrieval system provides two different types of
searching scenarios: Single-Relation Search and
Graph Search. While Single-Relation Search
provides a simple way to discover a specific rela-
tion, Graph Search aims to answer complex ques-
tions from users.

3.5.1 Single-Relation Search

In Single-relation Search, a query consists of par-
tial information of a relation which can contain key-
words about argl, arg2, and rel, and the sliders
which determine the values of the hyperparame-
ters in formulas 1 and 2. The retrieved results are
relevant relations along with their corresponding
papers. An example of a single-relation query is
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illustrated in Fig. 3a. The query relation is ("Covid-
19", "cause", ""). The results are highest score re-
lations, for instance, ("COVID-19", "cause", "cere-

bral hemorrhage").

3.5.2 Graph Search

In addition to single relation searching, we provide
a multi-relation search tool called Graph Search.
The input graph is a directed graph where each edge
indicates a relation, and the label of the edge is de-
termined by the value of rel. Each edge contains
argl and arg?2 as its source and target. The retrieved
result is a graph that matches the query graph. The
main purpose of Graph Search is to find out the
answer for complex questions that are challenging
to answer with single search searching. For ex-
ample, the question "What CHEMICAL can treat
some DISEASE caused by COVID-19?" can be rep-
resented as a graph with three nodes and two edges
defining two relations ("COVID-19", "cause", DIS-
FASE), and (CHEMICAL, "treat", DISEASE). This
allows us to perform the question on the system
as a graph query, which will be answered by the
retrieved results. Additionally, Graph Search is
also a visualization of retrieved relations that makes
users easier to understand the results. Figure 3b
shows the outcome of the above query. One of the
results is the graph with two relations ("COVID-
19", "cause", "onset of autoimmune diseases"), and
("hydroxychloroquine”, "
eases").

"on

treat", "autoimmune dis-

4 Experimental Results

4.1 Corpus

The CovRelex-SE system makes use of a snapshot
of CORD-19 at March 31°¢, 2022. The dataset is



a resource of over 900,000 scholarly articles about
COVID-19 and related coronaviruses. Relation ex-
traction and embedding extraction were performed
on the abstracts of the papers.

4.2 Relation Extraction & Entity Recognition

As illustrated in Table 2, we extracted 107.4 million
relations, 82.2 million of which were unique. On
average, there are 160 unique relations extracted
from a single document abstract. Among the meth-
ods, OpenlE generates the most results.

Table 2: Statistics of extracted relations.

Method | Non-unig/corpus | Unig/corpus | Unig/abstract
ReVerb 5.5M 4.5M 8
OLLIE 11.0M 8.9M 17
ClauslE 20.9M 16.9M 32
Relink 12.7M 10.0M 20
OpenlE 57.3M 45.8M 90

[ Overall | 1074M [ s22M | 160 |

As shown in Table 3, four entity recognition
models have identified 15.1 million distinct entities
from the corpus. An average of 24 recognized
entities are present for each abstract of CORD-19.
Among the models, en_ner_jnlpba_md generates
the most results. The top 3 common recognized
entities are AMINO_ACID, CANCER, and CELL.

Table 3: Statistics of recognized entities.

Model /corpus | /abstract
en_ner_craft_md 3. 1M 5
en_ner_jnlpba_md 6.6M 11
en_ner_bcS5cdr_md 3.4M 5
en_ner_bionlpl3cg_ md | 2.0M 3

| Total B

4.3 Embedding Extraction & Faiss Index

To pre-train CORD19-BERT, we extract 52.8 mil-
lion sentences from the CORD-19 corpus using
both abstract and full-text of documents. We then
pre-train the model following the BERT-base set-
tings (110M parameters) (Devlin et al., 2018). In
the initialization step, we use a peak learning rate
Se-05 and train for 4.7 million steps, Adam op-
timizer with epsilon 1e-08, and batch size of 32
sequences with 512 tokens. Training took 99 hours
on one NVIDIA A100 GPU. After that, we use the
pre-trained model to perform embedding extrac-
tions. Each component of a relation is converted to
a 768-dim vector using this model.
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Using the Faiss package, we divide the search-
ing space of embedding vectors into 100 clusters.
When searching a query, the users can easily alter
the value of parameter nprobe, which affects how
many adjacent clusters are used to search. Table 4
shows the required time to search a query ("covid",
"cause", DISEASE) based on different values of
nprobe. The increase of the nprobe implies longer
search time. In general, there are three main factors
that affected the search time of a query including
the number of non-empty components in the query,
the number of components with entity types, and
the value of nprobe.

Table 4: Statistics of search time for different hyperpa-
rameter values of nprobe.

Hyperameter | Search time
Nprobe=1 5925
Nprobe=10 6.86 s
Nprobe=50 19.46 s

| Nprobe=100 [ 23195 |

4.4 Evaluation Settings and Results

To demonstrate the effectiveness of two search
functions of our system, we conduct an evalua-
tion task. The queries are created by using the
content of sample articles in the corpus. There
are 50 single-relation search queries and 30 graph
search queries were created. Two evaluators work
together to evaluate the returned results. Specifi-
cally, the evaluation process contains three phrases
as follows:

* Phase 1: How to use system. Two evaluators
carefully read the manual* of our system.

Phase 2: Evaluating. Two evaluators sepa-
rately determine whether the returned result
of systems are correct or not. A correct result
contains at least one relation that can be en-
tailed from its corresponding paragraph and
answer the query. After that, if any answers
weren’t identical, they adjudicated with each
other.

Phase 3: Combining answers. We collect
the answers from two evaluators. Only an-
swers that are accepted by both evaluators are
counted as correct ones. In addition, we used
Cohen’s kappa coefficient (McHugh, 2012)

*https://www.jaist.ac.jp/is/labs/nguyen-1lab/
systems/covrelex-se/docs/
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Table 5: Evaluation results on systems. Correct I&II:
evaluated as correct results (can be entailed the expected
answer from top-5 returned relations) by both the evalu-
ators. Kappa: Cohen’s kappa coefficient.

Function Method Correct I & ITI | Kappa

CovRelex 28 (56%) 0.78

Single Relation CovRelex
41 (82%) 0.85

Search with semantic

CovRelex-SE 42 (84%) 0.83
CovRelex 15 (50%) 0.72
Graph Search | covRelex-SE | 22(73.3%) | 0.70

to estimate the agreement between the two
evaluators.

As a baseline, we perform the queries on Cov-
Relex using the system’s default settings. More-
over, we add the semantic search component to
the baseline and refer to this setting as CovRelex
with semantic. For CovRelex with semantic and
CovRelex-SE, we set the values of («, 3,7, 6) in
section 3.4 to (1.0, 0.1, 1.0, 0.5).

Table 5 shows the evaluation results. For single-
relation search, we can see that using the semantic
improves the system by 26% over using simply
the lexical method. In addition, after employing
the latest data corpus, the accuracy of our system
enhances to 84%. For graph search, our system
performs better than CovRelex by 23.3%. More-
over, Cohen’s kappa coefficients of the methods are
greater than or equal to 0.7, which is considered a
good agreement (Fleiss et al., 2013).

4.5 Result Discussion

We observe that the proposed system is able to
make more effective use of semantic information
than the baseline CovRelex system. Specifically,
instead of lexical matching only, the CovRelex-SE
system also searches with the meaning of keywords.
For example, there is a query ("", "shield", "lung")
that describes the question "What thing shields the
lungs?". Figure. 4 presents top-1 retrieved relations
based on each system for this query. We can see
that the CovRelex system can not return any results.
On the other hand, the CovRelex-SE system knows
the close meaning between "shield" and "protect”
in this context and returns the relation ("ARBs",
"protect”, "lung").

There are some cases that the CovRelex-SE sys-
tem with default settings fails to retrieve the correct
relations in top-5 results, for example ("lung ra-

diological image", "screen”, "covid"). In general,
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{arg1: ", rel: "shield", arg2: "lung"}
CovRelex-SE Results

(46 relations)

CovRelex Results
(O relations)

Figure 4: An example results of systems.

we can further improve the accuracy of the system
by changing the values of hyperparameters such
as nprobe. However, there is a trade-off between
computation time and accuracy.

5 Threats to Validity

There are two main threats to validity in this study,
which are described as follows.

5.1 Threat of Evaluation Settings

In this study, we evaluate the performance of the
systems in Table 5 using the default settings. As
a result, their configuration values might not be
optimal for the systems. To reduce the threat, we
run several queries through the systems, manually
changing the value of each setting and selecting
the one with the most relevant and consistent re-
sults. Also, we intend to use an evaluation task to
determine the best settings for each system.

5.2 Threat of Extracting Relations

This threat mainly lies in the extracted relations that
are used for ranking. The threat may come from
the relation extraction methods that do not capture
all available relations or extract the incorrect ones.
To minimize the threat of extracting false positive
relations, we carefully investigate the relation ex-
traction methods. Also, we plan to use additional
relation extraction methods to capture all possible
relations in the documents.

6 Conclusions

In this paper, we present CovRelex-SE, a novel
COVID-109 retrieval system for ranking relations in
the CORD-19 corpus. The score of a relation is cal-
culated based on semantic and lexical scores. The
semantic score is determined using the embeddings
from CORD19-BERT, whereas the lexical score
is computed using the Elasticsearch engine. In or-
der to evaluate the effectiveness of CovRelex-SE,
we conducted an evaluation task. The experimen-
tal results show that our system outperforms the



CovRelex system in both single-relation search and
graph search.
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A Appendix

A.1 Detailed settings of Faiss

One issue with data processing is the excessive
number of embedding vectors; 82 million relations
correspond to 246 million 758-dim vectors. Then
calculating the query’s embedding and iterating
over all corpus relations’ embeddings is impracti-
cal. Therefore, we used Faiss to resolve this issue.
The detailed settings of Faiss® are shown in Ta-
ble. 6.

Table 6: Detailed settings of Faiss.

Setting Value
Version 1.7.2
Faiss Index IndexIVFFlat
Faiss Quantizer IndexFlatl.2
Faiss nlist 100
Faiss nprobe 10 (default)

A.2 Examples appearing in CORD19-BERT
Vocabulary

Table 7 shows some examples of subwords that
exist in the CORD19-BERT vocabulary but not in
BERT and PubMedBERT. From these examples,
it can be seen that the embedding spaces of BERT
and PubMedBERT are not capable of describing
the important concepts of COVID-19-related docu-
ments directly. This can affect the model’s perfor-
mance on representing the semantic information of
phrases. We provide subwords with explanations
of them from Oxford Online Learner’s Dictionary®.
Most of these terms are related to the coronavirus.

Table 7: Examples appearing in CORD19-BERT vocab-
ulary, not in BERT and PubMedBERT vocabularies.

Token Explanation

A disease caused by a coronavirus, especi-
ally Covid-19.

A type of virus that can cause pneumonia

covid

coronavirus ] ) ]
and other diseases in humans and animals.

A piece of equipment that makes it possib-
le for somebody to breathe over a long pe-

respirator .
riod when they are unable to do so natura-

1ly.

A period of time when an animal or a per-

. son that has or may have a disease is kept
quarantine :
away from others in order to prevent the

disease from spreading.

To give a person or an animal a vaccine,
vaccinate especially by injecting it, in order to prot-

ect them against a disease.

. . False information that is given deliberat-
disinformation
ely.

. . To become less involved or connected wi-
distancing )
th somebody/something.

Something that you wear over part or all
facemask of your face, in order to protect it or to

prevent the spread of disease.

An official order to control the movement
lockdown of people or vehicles because of a dange-

rous situation.

. . Wordpiece in words containing “infecti-
##infection

on" (e.g. reinfection, coinfection)

3See Faiss wiki page for the meaning of each setting:
https://github.com/facebookresearch/faiss/wiki/

6https: //www.oxfordlearnersdictionaries.com/
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Abstract

Topic Modeling is a commonly used technique
for analyzing unstructured data in various fields,
but achieving accurate results and useful mod-
els can be challenging, especially for domain
experts who lack the knowledge needed to op-
timize the parameters required by this natu-
ral language processing technique. From this
perspective, we introduce an Interactive Topic
Model Trainer ITMT) developed within the
EU-funded project IntelComp. ITMT is a user-
in-the-loop topic modeling tool presented with
a graphical user interface that allows the train-
ing and curation of different state-of-the-art
topic extraction libraries, including some re-
cent neural-based methods, oriented toward the
usage by domain experts. This paper reviews
ITMT’s functionalities and key implementation
aspects in this paper, including a comparison
with other tools for topic modeling analysis.

1 Introduction

In the growing information age, today mostly dom-
inated by an unprecedented interest in artificial
intelligence (Al), as well as its deployment in a
multitude of applications, topic modeling is still
mostly preferred over other Al techniques for the
automatic extraction of the main themes concurring
in a collection of documents.

Nonetheless, the blind application of these topic
extraction tools entails some difficulties, from which
we can cite the presence of garbage topics (i.e., top-
ics that describe the corpus under analysis as a
whole, but not the relevant topics it consists of);
the complicated adjustment of flat topic models
when the corpus is characterized by topics with
very different sizes, as they do not support hier-
archical modeling; or challenges associated with
finding a suitable tuning for each algorithm, which
requires expertise and a good knowledge of their
hyperparameters, just to mention some.

Moreover, when the knowledge of domain ex-
perts is available, it is worthwhile to offer tools
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that enable the incorporation of such understanding
into the building of topic models, providing both
appliances for visualization and guided adjustment
of the model, specially designed for the usage of
non-Al practitioners that are experts in their area.
Nevertheless, it is essential that the models created
for this purpose are easily interpretable by end users,
i.e., avoid garbage or too broad topics, etc.

Hence, we present in this paper IntelComp’s
Interactive Topic Model Trainer (ITMT), a tool
developed within the H2020 European project In-
telComp! for this purpose. IntelComp seeks the
development of a platform that makes use of the
latest generation of Artificial Intelligence and Nat-
ural Language Processing (NLP) tools to provide
relevant information to assist public policies in
Science, Technology, and Innovation (STI), geared
toward aiding decision-making over the policy cycle.
This requires a thorough analysis of documentary
sources, which can entail up to hundreds of mil-
lions of documents (e.g., scientific articles, patents,
etc.); therefore, here becomes fundamental the use
of topic modeling to extract information with a
level of detail greater than attainable through the
inspection of these sources’ metadata.

ITMT consists of a Python-based toolbox inte-
grated within a PyQT6-based graphical user inter-
face? for the training of topic models following
an expert-in-the-loop approach that ultimately con-
tributes to models that are more aligned with the
prior experience and needs of IntelComp end users.
The software package includes several state-of-the-
art topic modeling solutions, seeking adequacy to
the needs of each possible scenario, due to both the
characteristics of the data sets and the scalability of
the algorithms, but also the infrastructure available
for training. Besides, the software contains a series
of proprietary algorithmic improvements that allow

thttp://intelcomp.eu
2The project will also make the tool accessible via a web
service.
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Features ITMT | Gensim | Mallet | StandfordTMT | STTM | Familia | TopicNet | ToModAPI | OCTIS | BigML
Pre-processing tools v v v v v v v
Bayesian based models v v v v v v v v v v
Neural topic models v v v

Level-2 HTMs for granularity inspection v

Topic visualization tools v v v v
Topic curation tools v

Topic annotation tools v

Hyper-parameters tuning v v v v v

Global topic statistics v v

Coherence metrics v v v v v v v

Entropy metrics v

Diversity metrics v
Significance metrics v
Classification metrics v v v v
Domain-experts oriented v v v

Table 1: Comparison of ITMT with other existing frameworks for topic modeling.

topic models to be evaluated and curated by experts.

Compared to other current topic modeling frame-
works (McCallum, 2002; Rehurek and Sojka, 2010;
Lisena et al., 2020; Silvia Terragni, et al., 2021),
which typically focus on putting out topic modeling
algorithms but ignore their interpretability and ade-
quateness for the needs of end users, ITMT stands
out as a tool for training topic models while includ-
ing the knowledge of experts in the creation and
curation of such models. A comparison summary
between ITMT and other available frameworks is
available in Table 1, while a detailed analysis is
provided in Section 4.

The main contributions of our framework’s cur-
rent release are:

* Integration of several topic extraction libraries
enabling users to easily train models under a
common interface.

Incorporation of a novel implementation of
Hierarchical Topic Models (HTMs). In par-
ticular, we provide a level-2 HTM comprising
tools that allow the user to pick which topics
should be further split.

Inclusion of topic evaluation, annotation, vi-
sualization, and curation tools aiming for the
usage of domain experts, which are common
and independent of the training algorithm.

ITMT has been published under a permissive
MIT license in the GitHub Project https://
github.com/IntelCompH2020/topicmodeler.

2 System overview

ITMT consists both of a PyQT6-based graphical
user interface (GUI) as the front-end and a back-end
service supporting all the operations that need to
be carried out as a response to user interactions.
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The visualization itself and the actual training and
optimization of the models are completely decou-
pled. The state management is performed on the
back-end side, and it is sustained by the use of
external folders given as input to the application, as
described in Section 2.1. This provides the ITMT
with both persistence and portability capabilities,
as all structures (training datasets, models, etc.)
created during the application’s execution can be
accessed and modified at a later time.

2.1 Input requirements

For the system to work, three input folders must
be provided, namely 1) a project folder in which
the application’s output will be saved; 2) a source
folder containing the datasets; 3) a wordlists folder
to harbor the wordlists (i.e., lists created by the user
outside the ITMT and the ones generated during
the application’s execution). For the time being,
the datasets available in the source folder must be
given in parquet format, and contain at least the raw
version of the texts to be used for training, and, for
some models, their contextualized embeddings.

Provided the three inputs, the project folder is
set up with a fixed structure composed of 1) a
configuration file with all the specifications and
descriptions of variables implied in the ITMT; 2) a
folder for the training datasets, and 3) a folder for
the trained topic models.

2.2 The graphical user interface

So as to offer the distinct ITMT utilities in a user-
friendly manner, the GUI is composed of four main
subwindows, each of them relating to one of the
functionalities offered by the application, leading

the user through the different steps that must be
followed for the creation of topic models; and one
additional subwindow serving as a welcome page.


https://github.com/IntelCompH2020/topicmodeler
https://github.com/IntelCompH2020/topicmodeler

Figure 1: Wordlist management and Model management ITMT’s subwindows. Left: Available wordlists and their
information are listed, and the user can access their content by clicking on a wordlist’s associated row; also, the
user can access the menus for editing and creating a new wordlist, or delete any of them. Right: Available models
(level-1 and level-2) are hierarchically listed; by clicking on any, the model’s information, topical description, and
metrics are displayed; windows for curation and training of submodels can be accessed from here.

In the following, we offer a summarized descrip-
tion of each of these subwindows, and for more
details, the demo video available here3 can be con-
sulted.

Welcome page. It allows the selection of the
project/source/wordlists folders through either the
user’s file system or a list of recently used fold-
ers and provides a shortcut and description to all
functionalities.

Corpus management. Itiscomposed of two views,
each of them serving a different purpose: 1) visual-
izing and operating with the available local datasets
(obtained from the source folder) and 2) visualizing
and operating with the user-created training datasets.
From 1) a training dataset can be created through a
new window and from 2) the preprocessing + topic
modeling training windows can be accessed.

Wordlist management. It supports the listing, cre-
ation, edition and deletion of ad-hoc word lists to in-
corporate information collected by domain experts
(e.g., stopwords, equivalent terms or acronyms,
etc.).

Model management. It assists the models’ man-
agement functionalities (listing, copying, renaming,
and deletion), as well as the visualization of the
models’ information and statistics. Also, a thematic
analysis with different levels of resolution through
the construction of second-level topic models can be
pursued from here, and the curation, visualization
and evaluation tools can be accessed.

Settings. It permits the user to configure all the
settings available in the configuration file.

3https://youtu.be/e@YDsnnNHto

2.3 ITMT users’ workflows

With the ITMT’s subwindow division, we aim at
guiding the user through the steps that are necessary
for the procurement of high-quality models with
interpretable topics, and as aligned as possible to
the needs of the expert orchestrating the creation.
To do so, we recommend following the succeeding
five-stage process, summarized in Figure 2. Note
that the tool itself does not impose the execution
of this workflow, but it is the user who should be
conscious of it.

auxiliary topic
model

Procurement
ofa

representative

vocabulary

Wordlists
generation

Figure 2: ITMT recommended workflow.

Topic
model
evaluation

Generation

Topic
model

Model
curation

Preprocessing

training

Expert
knowledge
needed !

1. Generation of a training dataset. By utiliz-
ing the documents of one of the local datasets
provided in the source folder, or the concatena-
tion of several of them, the user can construct
a training corpus through the Corpus manage-
ment subwindow.

2. Procurement of a representative vocabulary
for the training corpus. After the selection
of the just created training dataset, its prepro-
cessing and the creation of an initial auxiliary
model with a moderate number of topics (e.g.,
30-40 topics) through the preprocessing and
training windows should be approached. Hav-
ing the model constructed, the user benefits
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from some topic evaluation and curation tools
to clean the vocabulary as follows:

* Through the visual and manual inspec-
tion of the model, garbage topics can
be identified. This allows the detection
of uninformative terms for the corpus,
which should be marked as stopwords.

Terms that appear in several topics of
varied nature should also be marked as
stopwords.

Equivalent terms coming from lemmati-
zation errors, acronyms, and synonyms
should be marked to be mapped to a com-
mon structure.

Based on the stopwords and equivalences de-
tected, corresponding wordlists for filtering
each of the latter can be created through the
Wordlist management subwindow, which can
be used for performing a new preprocessing
of the training corpus. This process can be re-
peated any number of times until an adequate
vocabulary for the dataset is obtained.

. Topic modeling training. Having a repre-
sentative vocabulary, the final training should
be pursued. To obtain an easily interpretable
model, slightly overestimating the number of
training topics is a good practice.

. Topic modeling evaluation. It could be ad-
vantageous for the user to train several models
and then pick the one with the best perfor-
mance metrics.

. Models curation. Finally, the usage of cu-
ration tools is recommended for the final ad-
justment of the selected model. E.g., similar
topics could be fused into a unique one or
garbage topics removed; alternatively, the user
can observe the presence of too broad topics,
for which a level-2 exploration through the
HTM techniques may be of use, etc.

3 Software components

As we have covered in the former section, the
construction of a topic model is a procedure that
requires the sequential execution of various tasks,
each of them managed by a different component of
the topic modeling service underlying the GUI. We
present in this section each of these components.
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3.1 Preprocessing pipeline

This section describes the tasks carried out by the
ITMT’s preprocessing pipeline. It is important to
highlight it is not a complete NLP pipeline but only
provides additional cleaning tasks usually recom-
mended to obtain higher-quality topic models.

The transformations to which the documents
inputted into the pipeline are subjected are based
on a set of settings selected ad-hoc by the user,
which includes the wordlists to be used for the
vocabulary cleaning (i.e., steps 1 and 2 described
below) and the parameters implied in steps 3 and 4
(e.g., vocabulary size, etc.).

1. Removal of additional stopwords which,
while having meaning to a sentence, lack se-
mantic interest for the dataset under analysis.

Word replacements by other equivalent ones
so that they are treated as a single term during
topic modeling.

Filtering of short documents, as they lack
enough information for a robust estimation of
their thematic composition.

Vocabulary construction by removing terms
with a too high or too low probability of ap-
pearance in the corpus, and restricting the
maximum vocabulary size.

analysis high_dimensional space tool multivariate
analysis extract projection algorithm classification
performance
forward network deep_learning
learn algorithm unsupervised text document LDA
topic_analysis

v

analysis
generation

Specific STWs removal forward

Stopwords

multivariable: MVAN\

projection: feature

Word replacement
Threshold Doc length

Vocab word selection

!

high_dimensional space tool MVA extract feature
algorithm classification performance

auljadid Suissasoadaid

Equivalent terms

L

P= 5
learn algorithm unsupervised text document LDA
topic_analysis

Figure 3: Illustration of the operation of the components
in the ITMT preprocessing pipeline.

The output of the processing pipeline is there-
fore a subset of the input documents (those with
sufficient length) in BoW format (besides its em-
beddings, in case the topic modeling algorithm in



use requires them). The complete procedure has
been illustrated in Figure 3 for a concrete example.

The tool includes two different implementations
that allow high parallelization of the processes just
described. The first one is based on Spark, so the
execution can be easily distributed among the nodes
of a Spark cluster if such a cluster is available. If the
latter condition cannot be met, the parallelization
is achieved through Dask.

3.2 Topic modeling technologies

This section describes the topic modeling tech-
nologies included in the toolbox so far. All the
algorithms are provided with default parameters
as presented in their original works, but can be
customized by the user for each specific training.

Mallet (McCallum, 2002) is a popular Java library
with a highly efficient parallelizable implementation
of LDA (Blei et al., 2003) based on collapsed Gibbs
sampling known for providing good performance
in terms of topic coherence and scalability. It puts
the available resources to good use leading to fast
training due to its multi-threading capabilities.

Spark-LDA Spark incorporates a machine learn-
ing library, MLLIB (Xiangrui Meng, et al., 2016)
with two LDA implementations, both of them inte-
grated into the ITMT: a fast online method based
on Variational Bayes and another based on an
expectation-maximization algorithm. Spark-LDA
is suitable for fast training using horizontal scaling,
but requires the use of a Spark cluster.

Neural Topic Models Bayesian-based topic mod-
els (BTMs) have been useful for text analysis
for almost two decades, but neural topic models
(NTMs) have gained research interest in the last
years for their performance and flexibility. ITMT
evaluates three representative NTM techniques, Au-
toencoded Variational Inference for Topic Mod-
els (AVITM)-based implementation of LDA and
ProdLDA (Product-of-Experts LDA), both pro-
posed in Srivastava and Sutton (2017); and Con-
textualized Topic Models (Bianchi et al., 2021a,b),
against classical approaches for performance com-
parison.

Second-level hierarchical topic models Flat topic
models like the ones presented above do not permit
a topical analysis with the degree of granularity
sometimes required by domain experts. In this line,
we have included in the ITMT two novel implemen-
tations of hierarchical topic models (HTMs) that
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lack complicated implementations like most state-
of-the-art HTMs, thus making it straightforward to
integrate the knowledge of domain experts in the
model building. Concretely, the integrated models
are HTM with word selection (HTM-WS) and HTM
with document selection (HTM-DS), which follow
a three-step process: 1) level-1 topic modeling
and expansion topic selection; 2) level-2 model’s
synthetic training corpus construction by either
keeping the words each level-1 corpus’s document
assigned to the topic selected for expansion (HTM-
WS) or those documents with a proportion of the
expansion topic larger than a customized threshold
(HTM-DS); 3) training of this corpus to generated
the level-2 model.

3.3 User-oriented tools

We present in this section the topic modeling user-
oriented tools integrated into the ITMT.

Evaluation tools. The tools currently available
are a set of global topics statistics and metrics:

* Topics’ relative size in the corpus.

* Topics’ chemical description with a penalty
for the most common terms, instead of the
traditional way of presenting the words in
descending order of appearance frequency.

Number of active documents (i.e., number
of documents in which each topic is present),
which helps distinguish between “vertical” and
“horizontal” topics, i.e., topics that are specific
to a limited number of documents vs topics
that are shared among most documents.

Entropy of the model, which gives an idea of
whether a topic is characterized by a reduced
number of terms or by a broad set (each of
them in a smaller proportion).

Coherence metrics, to provide insight into the
degree of cohesion of the high probability
terms for a given topic. It can be used as an
indicator to help the user decide which topics
are good candidates to be further split.

Visualization and annotation tools. pyLDAvis
graphs (Sievert and Shirley, 2014) are generated
for each trained model and embedded into the
ITMT to ease the interpretation of the topics. To
improve identification, the ITMT also supports the
automatic labeling of topics and their posterior



modification through the user’s manual labeling.
For the automatic topic labeling system itself, i.e.,
the scheme that assigns to each collection of words
characterizing one of the topics in the model a
specific label from a customizable list of feasible
terms, a zero-shot-classifier is used.

Curation tools. Aiming to improve the quality of
the final model, the ITMT offers:

» Suggestions of similar topics, in the sense they
co-occur with relative frequency, or the words
characterizing them are the same.

Fusion of topics (e.g., too similar topics) se-
lected by the user, guaranteeing the probabilis-
tic feasibility of the model.

Sorting the topics of the model according to
size, by placing the largest topics first.

* Topic deletion, which is useful to eliminate
topics of little interest from the model.

* Topic model reset, allowing the user to discard
all changes applied after training.

4 Existing frameworks

Probably the most widely used topic modeling
frameworks are Gensim (Rehurek and Sojka, 2010)
and Java-based package Mallet (McCallum, 2002),
which include implementations of a handful of
popular BTMs. They also provide pre-processing
pipelines, hyper-parameters optimization, and the
calculation of some coherence metrics. In the same
direction, the Stanford TMT (Daniel Ramage, et al.,
2009) is a set of topic modeling tools, including,
inter alia, features such as the training of BTMs,
the selection of parameters via a data-driven pro-
cess, and the manipulation of texts from different
spreadsheets.

Also released as a Java framework, STTM (Qiang
et al., 2018) focuses on the integration of short text
topic modeling algorithms, but it includes as well
some long-text implementations and evaluation met-
rics. In Di Jiang, et al. (2021) the authors proposed
a configurable framework named Familia that per-
forms automatic parameter inference for a variety
of topic models and supports the design of new
topic models to best suit specific problems at hand.
Aiming to bring additive regularization for topic
modeling (ARTM) Vorontsov (2014); Kochedykov
et al. (2017) accessible for the general public, Vic-
tor Bulatov, et al. (2020) proposed TopicNet, a
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Python module including a modular approach to
topic model training and several visualization tech-
niques, as well as semi-automated model selection
and support for user-defined goal metrics.

Other state-of-the-art frameworks include 7o-
ModAPI (Lisena et al., 2020), a python-based API
for the training, inference, and evaluation of differ-
ent topic models; and OCTIS (Silvia Terragni, et
al., 2021), also a Python-based framework + dash-
board for the training of topic models, which addi-
tionally supports its analysis and comparison over
several datasets and evaluation metrics, besides a
bayesian-based hyperparameters optimization strat-
egy. Lastly, BigML is a general tool for Machine
Learning, that incorporates some Topic Modeling
functionalities#, including an optimized implemen-
tation of LDA for any text in seven languages, with
preprocessing, training, inference, and visualization
of models in a user-friendly dashboard, as well as
the possibility of creating, configuring, and updat-
ing topic models programmatically via the BigML
API and bindings.

Nonetheless, from the latter, only ToModAPI
and OCTIS support the training of NTMs. More-
over, none of them allow the actual incorporation
of knowledge expertise into the model building,
nor allow for a thematic analysis with different
levels of resolution. Hence, ITMT excels as an
expert-in-the-loop oriented tool for the training at
different resolution levels, curation, evaluation, and
visualization of both BTMs and NTMs.

5 Conclusions

In this paper, we have presented IntelComp’s Inter-
active Topic Model Trainer ITMT), a Python-based
tool that includes implementations of several state-
of-the-art topic modeling algorithms orientated
towards the usage of domain experts and a novelty
implementation of second-level hierarchical topic
models for granularity exploration. Moreover, the
framework is provided with a set of tools for the
evaluation, visualization, annotation, and curation
of topic models, and a preprocessing pipeline.

For future work, we are active in offering each
of the ITMT’s components as a Docker container
to transform the GUI into a web service.
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Abstract

In this system demonstration, we seek to
streamline the process of reviewing financial
statements and provide insightful information
for practitioners. We develop FISH, an inter-
active system that extracts and highlights cru-
cial textual signals from financial statements
efficiently and precisely. To achieve our goal,
we integrate pre-trained BERT representations
and a fine-tuned BERT highlighting model
with a newly-proposed two-stage classify-then-
highlight pipeline. We also conduct the human
evaluation, showing FISH can provide accurate
financial signals. FISH overcomes the limita-
tions of existing research and more importantly
benefits both academics and practitioners in fi-
nance as they can leverage state-of-the-art con-
textualized language models with their newly
gained insights. The system is available online
at https://fish-web-fish.de.r.appspot.
com/, and a short video for introduction is at
https://youtu.be/ZbvZQ09i6aw.

1 Introduction

Financial statements document the business activi-
ties and financial performance of a company. For
example, the 10-K fillings required by SEC! are
regulatory documents required of all public compa-
nies and are typically composed of several sections
each. Considerable time and human resources are
needed to digest such long and complicated texts.
Accordingly, efficient analysis of complex and con-
densed documents is critical for financial practition-
ers. In this work, we introduce FISH—a Financial
Interactive System for Signal Highlighting—as an
effective and efficient system to review financial
reports.

One common scenario in practice is when a com-
pany’s report has just been released: financial pro-
fessionals such as financial analysts and accoun-
tants must skim through the report and quickly pre-

“These authors contributed equally to this work.
'Securities and Exchange Commission

50

Our most critical accounting policies relate to rev-
2016 enue recognition, inventory, pension and other post-
(Target) retirement benefit costs, goodwill, other intangible

assets and long-lived assets and income taxes.

Our most critical accounting policies relate to rev-
2015 enue recognition, inventory, pension and other post-
(Reference) | retirement benefit costs, goodwill, other intangible

assets and long-lived assets and income taxes.

Table 1: A pair of highly similar segments from ITEM 7
in the financial 10-K reports of the Estée Lauder Com-
panies Inc. in 2016.

pare a preliminary summary. However, some parts
of the report are minor or even trivial due to the
established structure formulated by regulators or
similar writing patterns from the same accounting
firms. That is, there are often only a few sentences
in the report that need to be carefully reviewed and
analyzed. Although many studies leverage textual
data in financial reports to provide soft evidence
to support financial analysis (Liu et al., 2018; Du
et al., 2019; Juan et al., 2021), most existing sys-
tems or studies still lack interactivity and do not
directly provide off-the-shelf signals; such solu-
tions are thereby considered impractical for many
real-world usage scenarios.

We first recognize two challenges in the liter-
ature concerning textual information in long and
complicated financial reports: (1) Many parts of
a financial report are minor or even trivial; (2) It
is difficult to utilize coarse information in empiri-
cal applications. To address these challenges, we
propose a multi-stage financial analysis pipeline
composed of two modules: a segment classifier
and a segment highlighter.

To tackle the first one, we leverage the year-to-
year structure of the annually released financial
statements of a company. For example, as shown
in Table 1, we observe that the target and refer-
ence segments appear identical, showing that these
texts provide rather minor information and can be
ignored for further analyses. For this part, we inte-
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grate a segment classifier that calculates the simi-
larities for text pairs between years (i.e., the target
year and the year previous to it). Given such a
year-to-year similarity comparison, all segments in
the report for a target year are classified as one of
three types: (1) new segments, (2) highly similar
segments, and (3) revised segments.

For the second challenge, the segment high-
lighter module provides straightforward and fine-
grained signals in segments identified as the third
type—revised segments—which are considered
those revised from segments in the reports of the
reference year. Specifically, this module highlights
words in such segments by predicting the word
importance based on the semantic context of the fi-
nancial report and the differences between the two
segments in a year-to-year pair. To accomplish this,
we adopt contextualized representations from the
pre-trained language model (Devlin et al., 2019)
and further fine-tune the proposed module with a
supervised token classification task.

In this demonstration, we showcase FISH, an
interactive system to help financial professionals
effectively and efficiently skim through financial
reports in a straightforward manner. FISH is tech-
nically supported by the proposed two-module
pipeline. In particular, we use financial 10-K re-
ports collected by Loughran and McDonald (2011)
to demonstrate our idea. FISH better visualizes
the segment classifications in a target-year report
and provides fine-grained information highlighting
the essential information for the revised segments
for financial professionals to review and analyze
carefully.

2 Background and Related Work

Traditionally, research on financial statements fo-
cuses on quantitative data such as stock prices or
other financial metrics. Textual information such
as operation calls and forward-looking statements
in reports are rarely carefully considered in con-
ventional finance literature. Pioneering studies in
both finance and computer science literature first
adopted statistical or machine learning methods
to identify crucial information in text data in fi-
nancial reports. For example, Loughran and Mc-
Donald (2011) compile a large amount of 10-K
reports and construct a finance-specific sentiment
lexicon. Moreover, Jegadeesh and Wu (2013); Tsai
and Wang (2017) leverage the sentiment signals in
textual data to investigate relations between quan-
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titative and textual information. More recently,
distributed representation techniques have been in-
troduced to analyze financial reports (Tsai et al.,
2016; Rekabsaz et al., 2017; Lin et al., 2021).

Recent advancements in natural language pro-
cessing (NLP) techniques have made it possible to
develop useful information systems that can ana-
lyze textual information in financial reports. For
example, Liu et al. (2018) leverage variants of pre-
trained word embedding models to identify finan-
cial risks and cues to support financial analysis.
Du et al. (2019) integrate multiple representations
of 10-K reports and further infuse financial senti-
ment aspects into word and sentence representa-
tions. HIVE (Juan et al., 2021) is an interactive
system utilizing an attention mechanism to explore
insights from financial reports. However, existing
systems do not effectively address the two chal-
lenges mentioned earlier, nor do they utilize state-
of-the-art and dominant deep contextualized lan-
guage models such as BERT (Devlin et al., 2019)
and its variants as their back-end engine.

3 Financial Data and Pre-processing

The Form 10-K Financial Statements. we used
the Form 10-K filings collected from the Software
Repository for Accounting and Finance,” where
a Form 10-K is an annual report required by the
U.S. SEC. Specifically, we used the 10-K filings
ranging from 2011 to 2018, which comprise 63,336
filings from 12,960 public companies. To make the
best use of the year-to-year information, we dis-
carded companies for which the reports in some
years are missing during the period; 3,849 compa-
nies (3,849 x 8 = 30,792 reports in total) remained
after this filtering. Note that in this study, we ran-
domly sample 200 companies from the 3,849 com-
panies with their annual reports for demonstration
purpose.

Coherent Text Segments. Every 10-K annual
report contains 15 schedules (e.g., Items 1, 1A,
1B, 2, 3, ..., 7, 7A, ..., 15).3 Each item sec-
tion in a report is typically composed of multiple
paragraphs, to which we first applied the SpaCy
API* to divide each paragraph into sentences as
our smallest unit of text. Moreover, as coherent
text segments have been claimed to be beneficial
to some downstream tasks such as information re-

https://sraf.nd.edu/sec-edgar-data/
3https: //en.wikipedia.org/wiki/Form_10-K
“Sentencizer: https://spacy.io/api/sentencizer
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#Segments/Report  #Tokens/Segment
Sentence 1,743 36
Segment* 677 94
Paragraph 474 134

Table 2: Statistics of pre-processed reports of 200 sam-
pled companies. The two columns report the average
numbers of segments in a report and the average num-
bers of tokens in a sentence/segment*/paragraph, respec-
tively, where * indicates the documents are segmented
by the cross-segment BERT.

trieval and other NLP applications (Koshorek et al.,
2018; Shtekh et al., 2018), we further integrated
the cross-segment BERT (Lukasik et al., 2020), a
state-of-the-art text segmentation model, for the
final pre-processing. Note that a segment may con-
tain more than one sentence and usually reflects the
proper length for the BERT-based models; thus, in
our system, we take “segments” to be a basic unit
as the input of the two proposed modules for classi-
fication and fine-grained highlighting. Table 2 is an
overview of pre-processed segments with different
levels of granularity and other data statistics.

4 The Multi-stage Pipeline

The proposed multi-stage pipeline is composed of
the segment classifier and the segment highlighter
modules, both of which leverage contextualized
text representations from BERT-based models (De-
vlin et al., 2019; Reimers and Gurevych, 2019).
With this pipeline we seek to examine year-to-year
signals from the 10-K filings of each given com-
pany. Specifically, our interactive system targets
each company’s 10-K filings for a certain year;
the company’s report from the previous year is re-
garded as the reference document (see Table 1).

4.1 Segment Classifier

To leverage the year-to-year structure of a com-
pany’s 10-K filing, we first denote the set of text
segments from a company’s year-t report as Sy =
{s},s?,...,s"}, where n denotes the number of
segments in the reports. As S; is a target-year
report, S;_1 is treated as a reference document. Ac-
cordingly, we perform year-to-year text ranking by
treating segments in the target report si € S; as
our queries and segments in the reference report
s]_, € 8,1 as our references. In particular, the
segment classifier calculates the similarity of each
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pair of target-reference text segments as

¢(8§, Sg—l)v

where ¢ is a proximity function. In this study,
we adopt two approaches for similarity calcula-
tion to account for both syntactic and semantic
similarities. First, we use ROUGE-2 to measure
the syntactic similarity, capturing bi-gram patterns
in financial sentences (Lin, 2004). For semantic
similarity, we utilize the fine-tuned SentenceBERT
model (Reimers and Gurevych, 2019) to calculate

the cosine similarity of each target-reference pair.
In this demonstration, each target text segment

st € S, is classified into different groups by adopt-
ing the following heuristic rules with pre-defined

thresholds 7 and €:°

s} type =
1 if max({¢rouge (s, sg_l)|sz_1 €Si—1}) <7
2 if max({¢rouge(si, 51_1)Is1_1 € St—1}) > 7
AND ¢pprr(si,si 1) > €,
if maX({ﬁf’Rouge(Siv si_1)lsi_y € Si—1}) > 7
AND ¢BERT(S§, SZil) < €,

1

where j* = argmax; ({rouge(s}, 5_1)|s]_; €
S;—1}) denotes the segment in the reference doc-
ument with the maximum @rouge (i, ) similarity.
Thus, a segment in the target report can be catego-
rized according to the above three types:

1. New segments are new text segments which
are syntactically distant from all of their cor-
responding relevant reference text segments
(as shown in Table 3).

Highly similar segments are text segments
possessing syntactic structures and semantic
meanings that closely resemble those of the
reference segments (as shown in Table 1).

Revised segments include segments that are
syntactically similar to the reference segments
but differ semantically in meaning. In practice,
as financial professionals shall pay greater at-
tention to these segments, we here adopt fur-
ther fine-grained highlighting for these seg-
ments in our second-stage module (as shown
in Table 3).

Note that we here use a simple yet intuitive pro-
cedure to classify segments in target reports for

SWe set threshold 7 as 0.1, resulting in approximately 10%
of new segments in a report; the threshold € is set to 0.99,
resulting in discarding approximately 50% of highly similar
segments in a report.
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in the prior year. This improvement reflected a decrease in general and administrative costs as
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in the prior year.

(6) Change year

Figure 1: The main system interface of FISH. The left and right panels indicate the 10-K filings of a company in the

target and reference years, respectively.

demonstration purposes; nevertheless, the classifi-
cation can be much more complicated or involve
professional adjustments of practitioners.

4.2 Segment Highlighter

The first-stage module narrows the considerations
of what constitutes a (potentially) important seg-
ment. In the second module, we further focus on
the third type of segments—the revised segments—
and provide fine-grained information on these to
enhance the readability of the documents. In par-
ticular, we seek to provide fine-grained (i.e., word-
level) signals on such segments for practitioners,
which in our demonstration of the interactive sys-
tem is the basis for the highlighted words.

To build the highlighting model, we formulate
the underlying word importance prediction prob-
lem as a token-level binary classification task by
adding a classification linear layer on top of BERT.
We further fine-tune the model using the e-SNLI
dataset (Camburu et al., 2018), which was com-
piled for a natural language inference classification
task that determines the entailment or contradiction
relation for a given pair of sentences with human-
annotated highlighted words. Fine-tuning takes
around two hours on a V100 GPU, with less than
20GB of GPU memory usage.

At the inference stage, for each syntactically
similar but semantically dissimilar pair (s}, 5£1)’
where s} is a revised segment, we construct the
contextualized representation with BERT (Devlin
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et al., 2019) with the two special tokens (i.e., [CLS]
and [SEP]) as:

hrj» = BERT([CLS]s] | [SEPIs}).  (2)

Recall that in Eq. (2), 5£1 denotes the most syntac-
tically similar segment in the reference year against
s}, but the cosine similarity between siil and sj is
rather low (see Eq. (1)). In this demonstration, we
consider that word-level signals for such revised
segments (syntactically similar but semantic dis-
similar to the reference segments) can help users ex-
amining these segments easily and deeply. The im-
portance probability of each word w in each revised
segment s} is then P(wls};s] |) = F(hpj-, w),
where F'(+,-) denotes the fine-tuned model using
the e-SNLI dataset; these probabilities are later
used to indicate the word importance in our system
using highlighting.

5 Demonstration

Figure 1 shows the main interactive interface of
the proposed FISH, a web-based interactive anal-
ysis system for financial reports. For a better user
experience, we lay out a concise system interface
with user-friendly shortcuts to meet the needs of
financial practitioners. In addition, we use both
coarse-grained (segment-level) and fine-grained
(word-level) signal highlighting features and in-
teractive functions based on the proposed pipeline.
FISH thereby facilitates more effective and efficient
reviewing of financial reports.
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Operating expenses as a percentage of net sales decreased to 65.1% as compared
with 66.0% in the prior year. This improvement reflected a decrease in general and
administrative costs as a percentage of net sales of approximately 50 basis points, a

decrease in charges associated with restructuring activities of approximately 40

Figure 2: Highlighting has been disabled for highly
similar segments; only new or revised segments remain
highlighted.

5.1 User-friendly System Interface

The system includes the content of all available
sections in the 10-K reports of the sampled 200
companies. As shown in (1) of Fig. 1, users can
also scroll through drop-down menus at the top
of the page to select the company and target year.
Additionally, the ITEM navigation buttons on the
left sidebar help users quickly locate the first line
of the target ITEM, illustrated in (4) of the Fig. 1.

For year-to-year analysis, we adopt a two-panel
interface (see (3) in Fig. 1) to make it easy for users
to compare reports between consecutive years on
the same screen. The left panel in the figure shows
the contents of a financial report for the target year,
and the right panel is regarded as the reference
document and thus features a lower opacity. We
also provide arrows on both sides of the screen
by which to switch back and forth between target
years, as shown in (6) of the Fig. 1.

5.2 Interactive Signal Highlighting

As described in Section 4, the proposed classify-
then-highlight pipeline first classifies each segment
in the target report as one of three types according
to Eq. (1): new, highly similar, or revised. Each
segment is highlighted in a color reflecting its type,
as illustrated in the content panel of the figure. The
three color indicator buttons on the right top of the
page (shown in (2) of Fig. 1) allow users to en-
able/disable highlighting for each type of segment,
as demonstrated in Fig. 2.

In addition to segment-level highlighting, we
provide fine-grained information for revised seg-
ments. Recall that each revised segment s in the
report of interest (displayed in the left panel) is fur-
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Operating expenses as a percentage of net sales_to 65.1% as compared
with 66.0% in the prior year. This improvement reflected a decrease in general and
administrative costs as a percentage of net sales of approximately 50 basis points, a
decrease in charges associated with restructuring activities of approximately 40
basis points and lower selling and shipping costs as a percentage of net sales of 10

basis points. Also included in this improvement was a favorable change in foreign

Figure 3: Segment- and word-level highlighting

ther passed to the segment highlighter along with
the most syntactical similar segment s{il in the
reference document (see the condition of the third
type in Eq. (1) and the description in Section 4.2).
The embedding of the (s}, s{il) segment pair in
Eq. (2) is then fed to the fine-tuned model F'(-, -)
to estimate the word importance of each word in s} .
This importance is indicated with different color
shades when users hover over the revised segments.
As illustrated in Fig. 3, the words decreased and
65.1% are darker than others, implying that these
two words are judged to be more crucial than other
words in the same segment.

Note that we additionally provide a segment
alignment feature as shown in (5) of Fig. 1. This
horizontally aligns the target segment si with the
most syntactical similar segment s{il from the
reference report document for the highly similar
and revised segments, where the right panel au-
tomatically redirects to the corresponding aligned
segment in the reference document when the user
clicks on such segments in the left panel.

6 Empirical Evaluation

In this section, we report real-world cases that FISH
captured and evaluate FISH’s highlighting results
with human judgement.

Case studies We take the financial report of Es-
tée Lauder Companies Inc in 2016 for example.
Table 3 provides an example of new segments and
revised segments along with their reference seg-
ments. Recall that the new segments capture con-
tent that is not syntactically similar to—or is less
syntactically similar to—content from the previ-
ous year’s document. As shown in the upper block
in Table 3, the target segment (left) is identified



Estee Lauder Cos. (2016) — target segment

Estee Lauder Cos. (2015) — reference segment

On May 3, 2016, we announced a multi-year initiative ( Leading
Beauty Forward ) to build on our strengths and better leverage

We also plan to continue to build upon and leverage our history
of outstanding creativity, innovation and entrepreneurship in high
quality products and services and engaging communications.

New . .
our cost structure to free resources for investment to continue our
growth momentum.
Based on this material weakness, the Company s management
Revised has concluded that, as of June 30, 2016, the Company s internal

Based on this assessment, the Company s management has con-
cluded that, as of June 30, 2015, the Company s internal control

control over financial reporting was not effective...

over financial reporting was effective...

Table 3: The cases of new and revised segment (left) with their corresponding reference segments s{il (right).
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Figure 4: The histogram of the Pearson correlation co-
efficients r between human annotations and the outputs
of our system. The red line is the average of all scores.

as a new segment by FISH as its corresponding
most syntactically similar segment in the previous
reference report is completely different. Indeed,
with this example, we observe that the company
is disclosing a new operational strategy in 2016,
which is brand-new information compared to the
previous year’s report. As for the revised segments,
which sometimes conceal important information
such as changed income, expenses or management
decisions such as new partnerships. In the lower
block in Table 3, we observe what seems at first
glance to be minor differences between reports in
two consecutive years; however, the meanings be-
hind these changes carry important financial signals
(e.g. the highlighted words weakness, was not ef-
fective). With the highlighted words, we can then
further attest the empirical effectiveness of these
highlighted words.

Human Evaluation on Revised segments To
verify the effectiveness of FISH’s word-level high-
lighting on revised segments, we hire three asses-
sors as potential users to select important words
from the given segments. Specifically, the anno-
tators should first identify the importance of each
words-in-context of the revised segments and then
label them as 1 or 0. As a result, for each sequence
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of words [wy, wa, ...] in s}, we calculate the Pear-
son correlation coefficient (denoted as Pearson’s r,
hereafter) between the human annotations® and the
probabilities of word importance predicted by our
system.

Our empirical evaluation data is composed
of 200 revised segments randomly sampled from
all revised segments classified by our system. As
shown in Figure 4, most cases are with high values
of Pearson’s r, and only a few cases are with val-
ues lower than 0.5. Overall, FISH achieves a high
average of 0.744 Pearson’s r (the red vertical line
in Figure 4).

7 Conclusion

We propose FISH, a financial statement signal-
highlighting system integrated with a two-stage
pipeline architecture, including a segment classifier
and a segment highlighter. Both utilize BERT con-
textualized representations to strengthen the seman-
tic comprehension of texts. Notably, our pipeline
leverages the relationship of text segments between
the target year and the previous year for automatic
and interactive signal highlighting for financial pro-
fessionals. The segment classifier first narrows
the focus to new or revised segments instead of
the entire report. As for the revised segments, we
integrate a word-level highlighter to provide fine-
grained financial signals via transfer learning on
an external dataset. In addition, our human evalua-
tion also suggests that FISH can provide effective
highlighting results for empirical applications. To
the best of our knowledge, FISH is the first inter-
active system not only made for practical financial
applications but also leverages state-of-the-art con-
textualized language models, which shall greatly
benefit both academics and finance practitioners to
yield new insights.

®We take the average of three annotations as the final word
importance (i.e., the ground truth) to avoid the personal sub-
jective opinions.
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Abstract

The development of poetry generation system
mainly focuses on enhancing the capacity of
generation model. However, the demands of
customization and polishing are generally ig-
nored, which highly reduces the scope of ap-
plication. In this work, we present Yu Sheng,
a web-based poetry generation system that is
featured a human-in-loop generation frame-
work, providing various customization options
for users with different backgrounds to engage
in the process of poetry composition. To this
end, we propose two methods and train the
models that can perform constrained gener-
ation and fine-grained polishing. The auto-
matic and human evaluation results show that
our system has a strong ability to generate
and polish poetry compared to other vanilla
models. Our system is publicly accessible at:
https://yusheng.cis.um.edu.mo.!

1 Introduction

Classical Chinese poetry is written with specific
rules such as historical period, phonology, etc., at-
tracting researchers from different fields to study
its writing mechanism. Apart from the in-depth
analysis of poetry writing process, the automatic
generation of classical Chinese poetry is an emerg-
ing research task of open-ended text generation.
Several research lines of poetry generation has
been investigated in the past few years such as com-
binatory process (Queneau, 1961), template-based
method (Gervés, 2001), machine learning (Levy,
2001), and deep learning (Yi et al., 2018). Recently,
the pre-trained language model is utilized to cap-
ture poetry prior knowledge (Tian et al., 2021) and
build the downstream generation models. Previous
research focuses on building the generation model
with an end-to-end pipeline, polishing (Yan, 2016)
is an essential part of poetry generation that can
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'Our  demonstration
https://vimeo.com/776525586.

video is available at:
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be helpful to reduce linguistic errors and enhance
the aesthetic. Although there are numerous online
systems that can generate classical Chinese poetry
based on the keywords,>** few works integrate the
polishing function into the generation system. Ji-
uge’ allows the user to make the adjustment by pro-
viding candidate words but is limited to word-level
replacements, which is not flexible in adjusting the
poetry-level polishing. Moreover, the design of
polishing services should be user-oriented. The
current system (Zhipeng et al., 2019) allows users
to select the candidate words, but it is not friendly
for non-professional users due to their insufficient
background in poetry composition, which is also
limited for professional users to polish the results.

To alleviate the aforementioned problems, we
design and implement a human-in-loop classical
Chinese poetry generation system, Yu Sheng. Yu
Sheng not only supports the poetry generation with
diverse genres and constraints, but also provides
fine-grained polishing functions where the unsat-
isfactory parts can be refined with automatic ad-
justment. In order to build models that are capa-
ble to handle the above functions, we propose two
methods for constraint integration and poetry pol-
ishing. Specifically, the global attention mecha-
nism is proposed to integrate different kinds of
constraints. For building the polishing model, we
utilize the multi-task learning approach to train the
model with mask prediction and sentence recon-
struction tasks. Moreover, the data augmentation
techniques are also used to alleviate the scarcity of
task-specific data. Both automatic and human eval-
uation results have shown the effectiveness of our
proposed polishing-based generation model. By
deploying the model trained with the above meth-
ods, Yu Sheng is characterized by customizable

“https://www.aichpoem.net/#/shisanbai/ctcouplet
3http://moonbrewer.com/poem/
*https://tssc.sinaapp.com/

Shttp://jiuge.thunlp.org
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Figure 1: The overall architecture of system Yu Sheng. User input will be handled with an intention processor
before sending into the essential poetry generation framework. Note that not all the modules in the generation
framework are necessarily used before completing a composition.

generation and human-in-loop polishing, aiming to
further improve the generation quality and flexibil-
ity of classical Chinese poetry.

2 Methodology

The generation pipeline of Yu Sheng includes two
stages: poetry generation and poetry polishing. It
not only supports automatic poetry generation from
given information, but also accepts any existing
poems as input for polishing. In this section, we
first describe the proposed methods for building the
generation and polishing models and introduce the
data augmentation methods for compensating the
data used in supervised training.

2.1 Constrained Poetry Generation

Global Attention As a typical literacy genre with
predetermined features, poetry is designed, drafted,
and polished under the subtle influence of different
rigid features. These indispensable features not
only affect the structures and multi-level morphol-
ogy, but also the sentence semantics, and phonol-
ogy beauty. Hence, the algorithm of extracting and
integrating these features in different dimensions is
crucial to the whole process of poetry generation.
Global features of poetry include “Word Amount”,
“Sentence Amount”, “Level and Oblique Tones”,
and “Rhyme”. Apart from some features that can
be directly measured, we specifically build a rule-
based tool to extract other abstract features, such
as “Level and Oblique Tones” and “Rhyme”, by
using an ancient thyming dictionary called Ping-
ShuiYun (Branner, 2006). Specifically, we leverage
the dictionary to annotate the tone of each word
in poetry dataset and then automatically predict
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the rhyming condition determined by tone of end
word in each poem sentence. In this section, we
use Transformer-based architecture (Vaswani et al.,
2017) to illustrate the proposed method for gen-
eration and polishing task. To introduce all the
global features into the generation process as the
constraints, they are formulated as text input D and
encoded into the vectorized representation S with
the model embedding. Finally, the self-attention
mechanism is used to integrate these constraints,
which can be formally expressed as:

S=D,®D;®D,®D, ®D; ey
G = EMBED (S) (2)
C = SELF-ATT (GWY,GWX GW") (3)

where D,,D;,D,,D,, and D; denote “Word
Amount”, “Sentence Amount”, “Level and Oblique
Tones”, “Rhyme”, and user input, respectively. The
constraints are interacted with the inputs by self-
attention calculation C = SELF-ATT(-), acting as
the global information to steer the generation of
each time step . The generation model is opti-
mized by cross-entropy loss with constraints C as
follows:

lyl
Lgen =~ _10gp (1 | C;Ogen)
t=1

“

where y is the draft produced by the generation
model Ogen.

2.2 Poem Polishing

The polishing model . iteratively optimizes the
generation draft y following the constraints C.



Mask Prediction Strategy Previous works use
the independent polishing model under practical
scenarios. Deng et al. (2020) propose a BERT-
based polishing scheme that highly relies on the
mask-prediction pre-training task. However, this
method generates the candidate words without con-
sidering original input and constraints. Li et al.
(2020) successfully introduce the input into the
polishing process through additional embedding
modules. But it is not efficient to design an ad-
ditional embedding module for newly introduced
constraints due to computational cost, nor to ig-
nore user input from the prior generation and only
conduct masked prediction tasks. To this end, we
design a polishing model that is capable to update
the specific word and reconstruct the entire po-
etry. Within decoding process of polishing task, the
model should provide word candidates predictions
w for mask position m and generate polished sen-
tence according to previous obtained poetry draft
¥ and feature constraints C. For training the pol-
ishing model, a multi-task learning approach is
applied to jointly optimize the loss of mask pre-
diction and sentence reconstruction, which can be
formulated as:

|m]

Lpask = — Z logp (Wt ‘ my, C; Hpol) 5)
t=1
lyl

Lrec ==Y logp(yi | ¥,Cibpo)  (6)
t=1

where y is the ground truth. Lpask and Lyec are
the cross-entropy loss of mask-prediction task and
sentence reconstruction task, respectively. Finally,
the model is optimized by two kinds of loss:

L= ['mask + Erec (7)

2.3 Data Augmentation

Generation Augmentation For constrained gen-
eration task, combining poetry data with all the
pre-determined constraints could limit the scope of
application. In this case, hard constraints would
restrict the diversity of model input, leading to lim-
ited customization choices in the deployment stage,
let alone the generation case without constraint.
Hence we propose a constraint-level masked-style
data augmentation method. It masks the constraints
with equal probabilities so that it can increase
the diversity of data with different sets of pre-
determined constraints. The model is forced to
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learn to generate diverse candidates based on aug-
mented types of constraints, meanwhile, it also
supports more flexible customization of poetry gen-
eration.

Polishing Augmentation Since there is no la-
beled data for training the polishing model, a
pseudo dataset is built by masking the random to-
kens of ground truth text. To construct the masked
sentences, we set up the mask ratio as 0.5, resulting
in an equal probability for masked and unmasked
tokens. Due to the randomness of the masking op-
eration, the masked sentences will not cover all
polishing scenarios. Hence, we further quadruple
the polishing data for each poetry by masking the
tokens that are different from the original pseudo
data, covering a wider range of polishing requests.

2.4 Setup

We exploit GPT-2 (Radford et al., 2019) as our fun-
damental model and follow the pretrain-finetuning
paradigm to build the downstream generation and
polishing models. Our training corpus consists of
1,004,039 poems which are built based on open-
source data®’. The amount of training data reaches
4,016,159 instances after data augmentation tech-
niques. For decoding settings, we employ Top-p
sampling method with p = 1, and the temperature
parameter ¢ = 1.0 is applied to the softmax layer.

[ Target Setup ]

Automatic
Refinement

[ Constraint Setup ]

Poem Dynamic
Generation Polishing
P 7
Ve N
v - 7 2 N
s Static N
7 - Ay ~
7 Polishing ~
ey N
( s Substitutes I ‘ Manual N )

Selection Replacement |

.

Figure 2: Overview of system functionality.

3 Functionality Design

As shown in Figure 2, we specially design three
main functions for Yu Sheng system, meeting the

6https ://github.com/Werneror/Poetry
"https://github.com/chinese-poetry/chinese-poetry
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Diversity (Distinct) 1

F-Score 1

Model
Distinct-1 Distinct-2 Word Amount Sentence Amount Tones Rhyme
Transformer 1.10 14.39 13.84 2.10 3.38 33.25
+ Polish 1.39 23.10 45.20 30.60 99.96 25.67
"GPT-2 242 4462 76.18 86.96 99.76  68.53

+ Polish 2.45 44.67 75.98 86.00 99.56  67.51
+ Gen. Aug. 2.42 44,97 80.56 87.24 99.72  70.02
+ Polish Aug. 2.44 44.61 74.51 87.67 99.72  69.11
+ Both 2.44 45.02 79.76 86.52 99.64 69.42

Table 1: Automatic evaluation results of generated poems with same input and constraints. Overall, the polishing
model enhances the generation quality. “Gen.” and “Aug.” denote “generation” and “augmentation”, respectively.

user’s demand at different levels. As the fundamen-
tal function, the user can easily obtain poetry by
indicating expected features. As for people who
have advanced requirements of aesthetics, they can
pay more effort into poetry generation by using
two polishing modes for optimizing the generation
draft. The dynamic polishing provides the func-
tionality of poetry-level refinement. The user can
simply select the unsatisfactory words or sentences
as the target, and then the system will perform auto-
matic polishing for updating the chosen parts. If the
user wants to dive deeper and make subtle changes,
static polishing can recommend substitutes for the
unsatisfactory text, where the user can choose the
proper candidate and manually replace the corre-
sponding parts. Moreover, professional user can
import their own poetry work and obtain inspiration
from polishing candidates provided by Yu Sheng.
To facilitate polishing process, the system will pro-
vide explanatory information of each feature to user
for understanding the candidates. For improving
the inference speed in a practical environment, we
enable a inherit-based decoding trick for polishing
task, which significantly reduces response time by
preserving the unchanged tokens at each decoding
step. The whole generation pipeline makes up of
the aforementioned functions, and the specific use
cases of each function are introduced in Appendix.

4 Evaluation

4.1 Automatic Evaluation

4.1.1 Data and Metrics

Data 2,522 constraint-poem pairs are filtered out
from the original data as the test data, which is
independent of the training corpus. This test set is
passed to original vanilla Transformer and GPT-2
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generation model to obtain initial poetry drafts and
then used as the input of the polishing model. To
simulate the users’ operation, we randomly choose
the polishing part of each poem.

Distinct is used to evaluate the diversity of gener-
ated poetry. It is calculated by dividing the number
of words by the number of unique words in a sen-
tence, which can be formulated as:

Count(unique N-gram)
Count(word)

Distinct(n) = (8)

F-score Since our system focuses on generating
the poetry according to poetry-related constraints,
F-score is utilized to evaluate the model accuracy
and recall of constraint integration. We calculate
micro-F1 score to evaluate the integration of differ-
ent constraints due to large inter-class gap.

4.1.2 Results

The evaluation results are as shown in Table 1. In
general, GPT-2 is a stronger generation model com-
pared to vanilla Transformer. Hence, we choose
GPT-2 as a testbed to further verify the effective-
ness of different polishing strategies. Although all
metrics show that basic polishing model improves
the generation performance of vanilla Transformer,
original GPT-2 model cannot benefit from the basic
polishing model. The reason may be that the diffi-
culty of polishing increases with the improvement
of generation quality. Encouragingly, the polishing
model trained with augmentation data improves the
performance of most metrics, demonstrating the ef-
fectiveness of proposed augmentation methods.
Although the polishing model learns the diver-
sified polishing cases from the augmentation data,
both sentence reconstruction and mask prediction



tasks cannot improve the generation diversity due
to their objective functions. Hence, the scores of
Distinct-1 and Distinct-2 are fluctuating for aug-
mentation models. But the proposed methods gain
stable improvement from the perspective of mor-
phology, phonology, and lexical-related factors.

Overall, our proposed polishing model can fur-
ther improve the quality of GPT-2 generation re-
sults by mending constraint errors with the afore-
mentioned augmentation strategies, which demon-
strates the effectiveness of proposed methodology.
Therefore, we can realize that the system is capable
to generate high-quality poetry together with flex-
ible customization. To prove the competitiveness
of our system, we also compare it with the existing
system in Section 4.2.

4.2

4.2.1 Data and Metrics

The goal of poetry generation and polishing is con-
forming to human preference. To better understand
the model’s behavior from human points of view
and evaluate the effectiveness of polishing, we con-
duct a human evaluation of the polished poetry.
Besides model evaluation, we provide system com-
parison regarding generated poems based on poetry
customization options that all systems support.

For each model and system, we randomly sam-
ple 60 poems from the generation results as evalua-
tion data. Then we invite native Chinese speakers
with poetry knowledge as evaluators to conduct
evaluation using four metrics: Poeticness, Fluency,
Meaning, and Coherency. Three evaluators are as-
signed to evaluate poems generated under different
models and another four evaluators are assigned to
conduct system comparison.

The rating criteria for each metric are listed be-
low:

Human Evaluation

* Poeticness (Poe.): Score the current poem
based on the sense of beauty: O (tedious), 1
(sense of beauty exists in partial sentence), 2
(all poem sentences contain a sense of beauty).

* Fluency (Flu.): Score the current poem based
on the phonology and fluency: O (phonology
crash), 1 (partial sentence is unreadable), 2
(all the sentences can be read fluently with
smooth phonology).

* Meaning (Mea.): Score the current poem
based on its relevance to the user intention:
0 (digress from the main subject), 1 (partial
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Model Poe. Flu. Mea. Coh.
Transformer 088 0.87 043 0.63
+ Polish 0.62 0.52 055 0.50
“GPT2 127 082 055 050

+ Polish 1.12 0.82 1.13 0.77

+ Gen. Aug. 1.18 093 1.10 0.88

+ Polish Aug. 1.10 0.85 0.98 0.82

+ Both 1.30 1.02 1.20 1.08

Table 2: Human evaluation results of the poems gener-
ated by different models. By training the models with
augmentation data, the poems generated/polished by our
model are better than GPT-2 baseline. “Gen.” and “Aug.”
denote “generation” and “augmentation”, respectively.

System Poe. Flu. Mea. Coh.
Jiuge 140 125 1.15 1.17
Yu Sheng 1.62 1.53 155 1.62

Table 3: Human evaluation results of the poems gener-
ated by our system Yu Sheng and another system Jiuge.
The poems were generated by each system based on
poetry constraints that both systems are capable to cus-
tomize. Overall quality of the poems generated by Yu
Sheng is competitive with the other systems in terms of
each metric.

sentences are irrelevant), 2 (relevant to the
subject).

* Coherency (Coh.): Score the current poem
based on its coherency: O (all sentences are
independent), 1 (partial sentence does not fol-
low surrounding context), 2 (all the sentences
are coherent with the other context).

4.2.2 Results

The human evaluation results are as shown in Table
2. It shows that polished poems achieve the highest
score on poeticness, which supports the rationality
of high F-score in the automatic evaluation. In our
system, the model can generate poetry with accu-
rate morphology by following the constraints given
by the user, such as “Word Amount” and “Sen-
tence Amount”, and other high-level rhythmic op-
tions like “Rhyme” and “Level and Oblique Tones”
could enhance the sense of beauty. Regarding flu-
ency and coherency, the augmentation data highly
improve their scores since the polishing model is
trained by diversified constraints. System compari-
son in Table 3 shows high competitiveness of our
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Figure 3: Use cases of constrained poetry generation and polishing. Constraints customized in filter bar and
topic words entered in input bar steer the constrained poetry generation. Refinement results are reflected on the
demonstration panel, replacing the previous draft.

system regarding the same constraints supported  poem work. More details can be founded in the
by both systems. Appendix due to page limitations.

5 Discussion More Backbone Models In this work, we focus

on exploring the generation and polishing capabil-
ity of general casual language model. Since other
pre-trained models also inherit the Transformer ar-
Constrained Poem Generation As shown in  chitecture, we provide the results of vanilla Trans-
Figure 3a, the user may first use the feature selector ~ former to prove the generality of proposed method.
to customize all generation constraints. Then the  The polishing model can greatly enhance the qual-
user enters the topic words according to the type of ity of model outputs in the first stage. However, the
keywords and click generate button, Yu Sheng will  polishing model becomes less effective for high-
return the results in the demonstration panel. quality poems. We are also passionate to explore
in the future work.

Figure 3 presents a case of using Yu Sheng to cus-
tomize poetry generation with constraints.

Poem Polishing We also showcase the poetry

polishing procedure on the automatic generation

results or user-imported poem as illustrated in Fig- 6 Conclusion and Future Work

ure 3b. The users can import their own poem into

workspace by entering keywords and poem sen- We propose Yu Sheng, a comprehensive, human-
tences into the import module. When the user  in-loop classical Chinese poetry generation system.
switches to Dynamic Polishing mode and chooses ~ Yu Sheng establishes a generation pipeline that
“H”, “B” as the unsatisfactory tokens, the system  covers multi-dimensional demands of generation
would perform polishing action and return the re-  and polishing, enabling amateurs to engage in the
sult with poetry-level adjustment. The user alsocan  process of poetry generation, and provide inspi-
switch to static polishing mode, and then select spe-  rations for composition work of human poets. It
cific word or sentence. The system would recom-  provides the functionalities for users with different
mend different substitutes for words and sentences ~ backgrounds to conduct poetry composition con-
for replacement. Preliminary analysis of the poem  veniently and flexibly. With the global attention
would be automatically generated in the workspace = mechanism and the human-in-loop poetry genera-
for users to understand current features and struc-  tion paradigm, Yu Sheng could be easily updated
tural information before performing next operation. ~ with diverse constraints and further extended to
At the end of poetry generation, Yu Sheng also  different languages. In the future, we will also col-
allows users to evaluate the current composition  lect the data and construct an annotated polishing
and propose a beautiful share poster for sharing the  corpus for training a more robust polishing model.
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Limitations

The limitations of our system are three-folded.
First, there is no public polishing dataset in the
open-source community. To address this problem,
we mask the tokens of human-written poetry to
build the pseudo data. Since the polishing model
aims to refine the machine-generated poetry, the
pseudo data used to train our model is still far away
from the realistic scenario compared to the anno-
tated data. Secondly, polishing quality is hard to
control due to knowledge background of users. Al-
though poetry features can be easily checked and
evaluated, aesthetics highly relies on the users’ pref-
erences. Non-professional users may hardly notice
the subtle problem of the generated poetry and
make the right decision on whether to polish it or
not. Thirdly, polyphonic disambiguation is hard to
solve due to the lack of phonology data, resulting
mild corruption of sentence semantic.
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A Appendix

A.1 Detailed Use Case

Constrained Generation Figure 1 presents a
case study of using Yu Sheng to customize po-
etry generation task with constraints. As shown in
Figure 1a, the user first uses the feature selector
to customize all correlated features (“Poem Type”
as “Metrical Poem”, “Input Type” as “Keyword”,
“Word Amount” as 5, “Sentence Amount” as 4,
“Level and Oblique Tones” as “*F-#2 2545 and
“Rhymes” as “JL"). Then the user enters the key-
word “E K”(Summer) as the topic word according
to the chosen type of keywords and starts the gen-
eration by clicking the “Write” button on the right
side of input bar.

Within a short time after receiving the generation
request, Yu Sheng returns and presents the expected
generated poem in the demonstration panel, which
is shown in Figure 1b. The user can easily ob-
tain diversified poems under the same constraints
and topic setup by repeatedly clicking the “Write”
button without limitation.

Poetry Polishing We also showcase the polishing
functionalities as illustrated in Figure 2. With the
upholding poem draft, a user stays in the static
polishing mode and clicks on unsatisfactory word
“M&” and sentence “% M E- H . The system will
provide different substitutes as shown in Figure
2a. The user can replace sentence “i& & H G £”
in the original draft with substitute “%& & H. H

£ by clicking the preferred substitute block in
the sentence recommendation panel. The updated
poem is shown in 2b.

Then, the user switches to the dynamic polish-
ing mode for automatic polishing. The words “H”
and “/5 are marked as targets as shown in Figure
2c. Then the user clicks “Update Selected Text”
button to label the text with a low-quality tag. Yu
Sheng will automatically polish these unsatisfac-
tory words and returns the result with dynamic
adjustment as shown in Figure 2d. Finally, the
result meets the user’s requirement after iterative
polishing.

When the user decides to complete the current
work, Yu Sheng allows the user to evaluate the
presented composition by rating stars after clicking
“Finish” button. The user can also click the “Share”
button to generate a poster. The poster will pop up
in the middle of the interface (Figure 2e, 2f) for
downloading and sharing.
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A.2 Examples

As shown in Table 1, we also present two examples
obtained from our pipeline system.

B Revisions

To address the reviewers’ concerns, we revised our
paper as follows:

* We fixed the typos and added a link of system.
Furthermore, a multilingual user interface has
been added in Yu Sheng for serving the user
comes from different language background.

* We offered more detailed explanations in
terms of training loss and modelling ap-
proaches. Sentence reconstruction loss is for-
mulated as the posterior probability of predict-
ing words in the original poem sentence based
on the draft and constraints.

¢ We described the rule-based method to extract
tone and rhyme in Section 2.



(c) Import Poem

(d) Poem Analysis

Figure 1: Use Case: Constrained Poetry Generation

Topic Word: & K; Word Amount: 5; Sentence Amount 7; Rhyme: J1L5;

Constrained Setup
G ’ Tone: “F-FIKIKF IKIKIKFF - IRIKEFIK ~FF IR
eneration
Result | HEE HiE - BAKES - ZIEELE - BEEHE -
Static Polishing Result | H5EE HIE » BAIKEF - B LEE > MEEHEE -
Dynamic Polishing | Result | 55 H 7% » BAKET - TIXELEE > WEAJE 2 -
. Topic Word: H N #K; Word Amount: 5; Sentence Amount 7; Rhyme: +—J;
Constrained Setup
- Tone: JKIKIKFF FFKKF  FFFIK KIKKTEF
eneration
Result | A NFEIRIZ » FREHMRHEE o SAAMIEE - H BRI ©
Dynamic Polishing | Result | A FFEIEX » FREWRBIEE o SRS » HRAERMN -
Static Polishing Result | A FFEIGT4 » FOBWRIEE o T REZ0S > BRI -
Dynamic Polishing | Result | H T FI85% » TKEIEHE o ] KB > ILBIRRE N -

Table 1: Examples of pipeline generation.
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Abstract

In this demo, we introduce a web-based mis-
information detection system PANACEA on
COVID-19 related claims, which has two mod-
ules, fact-checking and rumour detection. Our
fact-checking module, which is supported by
novel natural language inference methods with
a self-attention network, outperforms state-of-
the-art approaches. It is also able to give auto-
mated veracity assessment and ranked support-
ing evidence with the stance towards the claim
to be checked. In addition, PANACEA adapts
the bi-directional graph convolutional networks
model, which is able to detect rumours based
on comment networks of related tweets, instead
of relying on the knowledge base. This rumour
detection module assists by warning the users
in the early stages when a knowledge base may
not be available.

1 Introduction

The dangers of misinformation have become even
more apparent to the general public during the
COVID-19 pandemic. Following false treatment
information has led to a high number of deaths
and hospitalisations (Islam et al., 2020). Manual
verification can not scale to the amount of misin-
formation being spread, therefore there is a need to
develop automated tools to assist in this process.
In this work, we focus on automating misinfor-
mation detection using information from credible
sources as well as social media. We produce a web-
based tool that can be used by the general public
to inspect relevant information about the claims
that they want to check, see supporting or refuting
evidence, and social media propagation patterns.
For false information, the commonly used and
relatively reliable method for automated veracity
assessment is to check the claim against a verified
knowledge base, which we call fact-checking. Pre-
vious works such as EVIDENCEMINER (Wang
et al., 2020b), PubMed' and COVID-19 fact-

lhttps://www. ncbi.nlm.nih.gov/pmc/
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checking sites recommended by the NHS? are all
designed to retrieve related documents/sentences
from a reliable knowledge base. However, this ap-
proach leaves users to summarise a large amount
of potentially conflicting evidence themselves.
PANACEA, which is supported by novel natural
language inference methods (Arana-Catania et al.,
2022), is instead able to provide automated veracity
assessment and supporting evidence for the input
claim. In addition, previous works retrieve results
using entities in the input claim, and thus often
include results related to a keyword in the input
claim instead of the whole query, while PANACEA
considers the whole query for better result. The
supporting pieces of evidence are also ranked by
their relevance score and classified according to
their stance towards the input claim.

In addition to false information, truthful infor-
mation can also be misused to harm competitors or
gain attention on social media (Pennycook et al.,
2020; Tsfati et al., 2020). However, the latter is
harder to be found by checking reliable knowledge
bases as those are focused on false information.
Regarding this issue, previous work has analysed
the spread of misinformation using features such
as stance (Zhu et al., 2021), sentiment, topics, ge-
ographical spread, the reliability of external links
included in the tweet (Sharma et al., 2020), origin
and propagation networks (Finn et al., 2014). How-
ever, it is still hard for users to identify rumours
by directly looking at those features. Previous re-
search shows that the propagation pattern is dif-
ferent between fake and real news, which would
offer additional features for early detection of mis-
information on social media (Zhao et al., 2020).
PANACEA extends this by using tweets’ propaga-
tion patterns to identify rumours. Rumour detection
is not as reliable as fact-checking, but it generalises
the system to various situations that fact-checking

2https://library.hee.nhs.uk/covid-19/
coronavirus-%28covid-19%29-misinformation
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cannot cover: First, true or unverified information
with intent to harm; Second, scenarios where no
verified knowledge database is available. Rumour
detection cannot prove the truth of a claim but may
alert the user about claims with a high risk of being
misinformation.

Previous work have either retrieved tweets from
a short fixed time period (Sharma et al., 2020) or
search recent tweets (Finn et al., 2014), which is
limited by Twitter to only the last 7 days. We
instead maintain an updated database which is con-
stituted of an annotated tweets dataset with popular
claims and an unlabelled streaming of COVID-19
related tweets that are crawled and selected peri-
odically to update the dataset. Besides building
on the various analytic functionalities used in pre-
vious work, PANACEA improves the architecture
of these elements and adds extra features to the
updated dataset for more efficient results.

A screencast video introducing the system?, il-
lustrating its use in the checking of a COVID-19
claim, and the demo* are also available online. The
system can be easily adapted to other claim topics.

PANACEA covers various types of misinforma-
tion detection related to COVID-19 with the fol-
lowing contributions:

* We built a new web-based system, PANACEA,
which is able to perform both fact-checking
and rumour detection with natural language
claims submitted by users. The system in-
cludes visualisations of various statistical anal-
yses of the results for a better user understand-
ing.

PANACEA performs automated veracity as-
sessment and provides supporting evidence
that can be ranked by various criteria, sup-
ported by novel natural language inference
methods. The system is able to manage mul-
tiple user requests with low latency thanks to
our development of a queuing system.

PANACEA is able to perform automated ru-
mour detection by exploiting state-of-the-art
research on propagation patterns. The sys-
tem uses an annotated dataset and streams of
COVID-19 tweets are collected to maintain
an updated database.

3https ://www.youtube.com/watch?v=D1PN8_90Yso
4https ://panacea2020.github.io/
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2 Datasets
The following datasets are used in the project:

Knowledge Database This is used for fact-
checking, and includes COVID-19 related docu-
ments from selected reliable sources °. The docu-
ments were cleaned and split into 300 token para-
graphs to construct a reliable knowledge database,
whose supporting documents are retrieved and vi-
sualised in our system.

PANACEA Dataset (Arana-Catania et al., 2022),
constructed from COVID-19 related data sources®
and using BM25 and MonoT5 (Nogueira et al.,
2020) to remove duplicate claims. This dataset
includes 5,143 labelled claims (1,810 False and
3,333 True), and their respective text, source and
claim sub-type.

COVID-RV dataset In order to fine-tune our
model, we constructed a new COVID-19 related
propagation tree dataset for rumour detection. Sim-
ilar previous datasets are Twitter15 and Twitter16
(Ma et al., 2018), which are widespread tweets’
propagation trees with rumour labels, however, they
are not COVID-19 related. Our dataset has been
constructed by extending COVID-RV (Kochkina
et al., 2023), including the number of retweets, user
id, post time, text, location and tweet reply ids as
metadata for each tweet. Each tree is annotated
with a related claim chosen from our claim dataset
and a stance label (chosen from Support or Re-
fute) towards its related claim. Such a stance la-
bel for each tree is purely based on the content
of the source tweet. In COVID-RYV the conversa-
tions are annotated as either True or False based
on the veracity of the claim and the stance of the
source tweet towards it. Tweets supporting a false
claim or challenging a true claim are annotated as
False, tweets supporting true claims or challenging
a false claim are annotated as True. Twitter15 and
Twitter16 datasets also contain Unverified conver-
sations, which are discussing claim that are neither
confirmed or denied.

COVID Twitter Propagation Tree (Live) Be-
sides the last dataset constructed for fine-tuning,

SCenters for Disease Control and Prevention (CDC), Eu-
ropean Centre for Disease Prevention and Control (ECDC),
WebMD and World Health Organisation (WHO)

®Corona VirusFacts Database, CoAID dataset (Cui and
Lee, 2020), MM-COVID (Li et al., 2020), CovidLies (Hossain
et al., 2020), TREC Health Misinformation track and TREC
COVID challenge (Voorhees et al., 2021)
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PANACEA also runs a crawler to collect a stream
of COVID-19 tweets that are used to maintain an
updated database. This live dataset is not anno-
tated, instead, it is labelled by the pre-trained ru-
mour detection model. As the Twitter’s search API
does not allow retrieval of tweets beyond a week
window, we retrieve COVID-19 related historical
tweets based on the widely used dataset of COVID-
19-TweetIDs (Chen et al., 2020), which contains
more than 1 billion tweet IDs. Considering the
size of the dataset, and for the storage and retrieval
efficiency, we filtered out the less popular tweets
with limited impact. To date, more than 12k prop-
agation trees have been collected, starting from
January 2020. For each tweet, its pseudo rumour
label is generated by the trained model.

3 Architecture of PANACEA

Figure 1 shows an overview of PANACEA, includ-
ing two functions: fact-checking and rumour de-
tection for COVID-19. For fact-checking, there
are three modules: (1) resource allocation system;
(2) veracity assessment; and (3) supporting evi-
dence retrieval. PANACEA also supports a unique
function, rumour detection by propagation patterns,
which has the following modules: (1) tweet re-
trieval; (2) rumour detection; and (3) tweet meta-
information analysis.

FACT CHECKING RUMOUR DETECTION

'
g Veracity Assessment . -&- y Rumour Assessment E
| Ranked Supporting Evidence ! User | Stance/Sentiment Analysis !
' '
g Stance/Relevance Analysis ' l ! Propagation visualisation :
"""""""""""" it ciaim }
P Queuing ’
g . Claims Tw?e‘s « s
Allocation Retrieval
Tweet Database
Veracity Assessment s
NLI-SAN -

Update _ Rumour Detection

Knowledge et

Base

Tweet

Crawler Data Analysis

Figure 1: Architecture of PANACEA

3.1 Fact-Checking

Resource Allocation System Users can input
natural language claims into our system, and
PANACEA provides autocompleted input guesses
based on the current input and the claims dataset.
Claim autocompletion can help users to input the
claim faster and the results included within the
claims dataset can be pre-computed for faster re-
trieval. However, if the user cannot find what they
would like to check through the claims dataset, the
new claim would be passed to our model for real-
time evaluation. Veracity assessment and evidence
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retrieval are based on our natural language infer-
ence model NLI-SAN (Arana-Catania et al., 2022),
which needs GPU resources to run. Therefore we
built a queuing system that manages the resources
and queues the claims while the GPUs are being
used. The results are sent to the user. To avoid
duplicate searches, a temporary copy of this result
is saved in our database based on the user’s IP ad-
dress until the user searches for a new claim or the
saved period expires.

Veracity Assessment PANACEA is supported
by NLI-SAN (Arana-Catania et al., 2022), which
incorporates natural language inference results of
claim-evidence pairs into a self-attention network.
The input claim c is paired with each retrieved
relevant evidence e; to form claim-evidence pairs,
where the relevant evidences are the retrieved sen-
tences as described in the following paragraph.
Each claim-evidence pair (c, ¢;) is fed into both
a RoBERTa-large’ model to get a representation .S;
and into a RoBERTa-large-MNLI" model to get a
probability triplet I; of stance (contradiction, neu-
trality, or entailment) between the pair. Next, S;
is mapped to a Key K and a Value V, while I;
is mapped onto a Query Q. (Q, K, V'); forms the
input of the self-attention layer and the outputs O;
for all the claim-evidence pairs are concatenated
together. The output is then passed to a MLP layer
to get the veracity assessment result (True or False)
as shown in Figure 2.

Supporting Evidence Retrieval This module in-
cludes three parts: document retrieval, sentence
retrieval and corresponding meta-data generation.
Multi-stage retrieval is applied, retrieving first the
top 100 relevant documents with BM25, that then
are re-ranked by MonoT5 (Nogueira et al., 2020)
and the top 10 documents are selected. For each
of those documents, the top 3 sentences are se-
lected. Both documents and sentences are ranked
by their relevance score, which is the cosine sim-
ilarity between the documents/sentences and the
input claim embeddings. Each of those texts are
represented through embeddings obtained using
Sentence-Transformers with the pre-trained model
MiniLM-L12-v2 (Wang et al., 2020a). The corre-
sponding metadata of the supporting documents,
including type, source, relevance score, and stance
towards the claim are also shown, together with
the ranked documents/sentences. Users can also

7 https://huggingface.co/
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Figure 3: The detail page of user selected supporting document

filter or re-rank the result using the metadata. An
example of documents retrieved is shown in Fig-
ure 2 and the corresponding detailed information
visualisation is shown in Figure 3. On the details
page, the whole document text is shown with the
top 3 relevant sentences highlighted by their stance
towards the input claim. The stance distribution,
described in the veracity assessment module is also
visualised.

3.2 Rumour Detection

Another approach to detecting rumours that has
been found to be effective (Ma et al., 2018; Tian
et al., 2022) is modelling user comments and prop-
agation networks. Next we describe the relevant
rumour detection modules of our system.
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Claim-related tweets retrieval Similar to the
fact-checking module, this module includes an au-
tocomplete function for the user’s natural language
input claim that guesses the input from our claims
dataset. The results for existing claims are also
pre-computed to retrieve tweets faster. For a claim
that is not in our claim dataset, we use BM25 to
retrieve the related propagation trees from the large
Twitter propagation tree database maintained by
the active Twitter crawler.

Rumour Assessment and Data Analysis
PANACEA adapts a bi-directional graph convolu-
tional networks model (BiGCN) (Bian et al., 2020)
to perform rumour detection, which is trained
on Twitterl6 and fine-tuned on our annotated
propagation trees. The reason we chose BiGCN
is that it behaves relatively better compared with
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Figure 4: Rumour detection result with input claim: vitamin c¢ cures coronavirus.

other models in cross-dataset evaluation (Kochkina
et al.,, 2023). For an input claim, the system
gives the rumour detection result generated by the
weighted average of propagation trees’ rumour

e T .
%, where T is the set
jer M

of retrieved propagation trees. We generate the
sentiment labels of each tweet by VADER® and
stance of tweet towards the input claims by natural
language inference (Nie et al., 2020).

assessment label,

8https://www.nltk.org/api/nltk.sentiment.
vader.html
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Twitter propagation visualisation As shown in
Figure 4, PANACEA has six modules, which use
the metadata we crawled from the tweet and gener-
ated from data analysis to visualise the propagation
pattern:

1. Tweet Count, showing the total number of
tweets related to the input claim against the
posting date, and aiming to reflect the total
influence and scale of discussion of the claim.

2. Word Cloud, showing the top 30 words in
tweets refuting the input claim and the top
30 words in tweets supporting the input claim.


https://www.nltk.org/api/nltk.sentiment.vader.html
https://www.nltk.org/api/nltk.sentiment.vader.html

Stopwords, punctuation, and numbers are re-
moved to reduce non-informative words.

Discussion Topics, building on Latent Dirich-
let Allocation (LDA), where each topic is en-
coded by COVID-Twitter-BERT ° and the rep-
resentative tweet is selected by its embedding
similarity with respect to the topic. Princi-
pal component analysis (PCA) is applied to
visualise each topic. Top 10 words and cor-
responding weights of the chosen topic are
shown in a bar chart.

Tweet Spread, showing the influence of each
original tweet in the scatter plot, where the
radius denotes the number of tweets that are
direct comments or retweets from the original
tweet. The y-axis “Total Spread” also includes
the number of indirect comments/retweets of
the original tweet, such as the retweets of
retweets, etc.

Propagation Graph, showing the propagation
graph between the source tweet and its com-
ments, showing the information spread path.
5 other claims are randomly chosen from pop-
ular claims for users to compare propagation
patterns. This module aims to visualise prop-
agation graphs in a straightforward way and
help users see the difference between trees of
different types.

Tweet Map. Related tweets to the input claim
are plotted on the world map and coloured
by their stances, where red/yellow/blue repre-
sents refute/neutral/support. The difference
in stance and popularity towards the input
claim in the different regions can be easily
seen, which shows the local context and geo-
location bias.

4 Evaluation Results

Fact-Checking We investigate the performance
of our system in document retrieval and veracity
assessment in (Arana-Catania et al., 2022). Table 1
shows that combining BM25 and MonoT5 is the
most effective approach for document retrieval of
the selected techniques. In addition, Figure 5 shows
that NLI-SAN achieves similar performance with
KGAT (Liu et al., 2020), while having a simpler
architecture for the application, and outperforms
GEAR (Zhou et al., 2019).

*https://huggingface.co/
digitalepidemiologylab/covid-twitter-bert-v2
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AP@5 AP@10 AP@20 AP@100

BM25 0.54 0.56 0.58 0.62
BM25+MonoBERT 0.52 0.55 0.58 0.62
BM25+MonoBERT 0.55 0.58 0.60 0.62

BM254+RM3+MonoT5  0.51 0.53 0.55 0.57

Table 1: Document retrieval on the PANACEA dataset.
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Figure 5:
dataset.

Veracity classification on the PANACEA

Rumour Detection As shown in Figure 6, our
comparison (Kochkina et al., 2023) among various
models, including branchLSTM (Kochkina and Li-
akata, 2020), TD-RvNN (Ma et al., 2018), BIGCN
(Bian et al., 2020), SAVED (Dougrez-Lewis et al.,
2021) and BERT (Devlin et al., 2019) for rumour
detection evaluated on Twitterl5, Twitterl6 and
PHEME (Kochkina et al., 2018), reveals there is
no model that always performs the best. Although
state-of-the-art models can achieve high accuracy
on their training datasets, such performance drops
quickly while evaluating on a different dataset
(Kochkina et al., 2023). Due to the limitation of
existing models in generalisation, users should in-
terpret this result with caution as the system cannot
guarantee output correctness.

anchLSTM TD-RVNN

BiGCN () SAVED

BERT

0.206 branchLSTM
0279 branchLSTM
0232 branchLSTM
0284 TD-RVNN
0.244 branchLSTM
0201 TD-RVNN.

o | 027 TD-RANN
0376 BIGCN
0327 BERT

, | 0304 TO-RINN
032 BERT
0373 BIGCN
0335 BERT
0194 BIGCN
0157 BERT

PHA—TW15+Tw16 Twi5—PH4

Figure 6: Cross-dataset evaluation of models train and
test on different datasets, such as training on PHEME,
testing on Twitter15/Twitter16 and vice versa.
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5 Conclusion

This paper introduces a web-based system on fact-
checking and rumour detection based on novel nat-
ural language processing models for COVID-19
misinformation detection. Going forward, we will
keep updating the data and explore other methods
for misinformation identification to improve the
current system and introduce more functions to the
system as part of our continuing efforts to support
the general public to identify misinformation.
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Abstract

The proliferation of deep neural networks in
various domains has seen an increased need for
the interpretability of these models, especially
in scenarios where fairness and trust are as im-
portant as model performance. A lot of inde-
pendent work is being carried out to: i) analyze
what linguistic and non-linguistic knowledge
is learned within these models, and ii) high-
light the salient parts of the input. We present
NxPlain, a web application that provides an ex-
planation of a model’s prediction using latent
concepts. NxPlain discovers latent concepts
learned in a deep NLP model, provides an in-
terpretation of the knowledge learned in the
model, and explains its predictions based on
the used concepts. The application allows users
to browse through the latent concepts in an intu-
itive order, letting them efficiently scan through
the most salient concepts with a global corpus-
level view and a local sentence-level view. Our
tool is useful for debugging, unraveling model
bias, and for highlighting spurious correlations
in a model. A hosted demo is available here:
https://nxplain.qcri.org!

1 Introduction

Interpretation of deep neural networks (DNNs) has
gained a lot of attention in recent years, especially
in NLP, where state-of-the-art models are being
widely deployed and used in practice. Work done
in interpretation can be broadly classified into two
branches: i) representation analysis and ii) attribu-
tion analysis. The former attempts to understand
what knowledge is learned within the representa-
tion (Belinkov et al., 2017a; Tenney et al., 2019)
and the latter is focused on how the model predicts
the output (Linzen et al., 2016; Gulordava et al.,
2018; Marvin and Linzen, 2018).2

A drawback of the methods in representation
analysis is that it does not gauge whether the model

* This work was carried out while the author was at QCRI.
'A short video demo of the system is also available here:
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uses what it has learned in making a prediction. On
the other hand, the drawback of attribution analy-
sis is that their explanations are limited to discrete
units (e.g. words, some specific piece of the net-
work), and the abstract nuances behind these dis-
crete units are lost in the explanation, resulting in
an inadequate or implausible explanation. Some
efforts have been made in trying to connect rep-
resentation and attribution analysis (Feder et al.,
2021; Elazar et al., 2021).

In this work, we present NxPlain, a web-app
that provides a holistic view by combining
representation and attribution analysis. More
specifically, we discover latent concepts in the
model using the Latent Concept Analysis (Dalvi
et al., 2022) and connect these concepts to specific
predictions using Integrated Gradients (Sundarara-
jan et al., 2017), a model and input saliency
method.

NxPlain allows the users to:

* Discover latent concepts in transform-
ers (Wolf et al., 2020) models via an inter-
active GUI

* Align the concepts using human-defined on-
tologies and task specific concepts

* Explain predictions using saliency-based attri-
butions and extracted latent concepts

The analysis presented by NxPlain can enable
a practitioner to understand a trained model better
and be aware of the kinds of concepts a model is
using to perform its tasks. For example, the word
immigrant can appear as part of a neutral concept
(if the model clusters it with other "roles" related to

a person’s status like "non-immigrant”, "resident"”,

https://www.youtube.com/watch?v=C2Pi04fI5dk
The following survey papers summarize the work done on

Representations Analysis (Belinkov et al., 2020; Sajjad et al.,
2021) and Attribution Analysis (Danilevsky et al., 2020)
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Figure 1: Examples of Latent Concepts.

etc), or it can appear as part of a negative concept
(if the model clusters it with other hate-speech re-
lated terms like "alien", "illegal" etc.) as in Figure
1. Understanding which of these categorizations a
model is learning and relying on can be a strong
signal of the underlying biases of the model. A
more benign example of debugging would also be
able to see a purely lexical concept being used
for prediction (say words ending in "y"), when
the lexical property should not have any bearing
on the task at hand. The target users for our sys-
tem can be broadly divided into two categories: 1)
researchers/practitioners who want to understand
their model better, and ii) other systems that want
to use the concepts extracted by NxPlain to better
explain predictions to their customers.

2 System Design

The overall system behind the NxPlain application
is split into three distinct components. See Figure
2 for a pictorial representation.

* Backend: This part of the app integrates the
pipeline, which handles i) extraction of la-
tent concepts, ii) computation of various order-
ings, and iii) computation of the concepts rel-
evant to particular sentences etc. A database
is used to store all of the computed results so
that the other two components can then use
these results.
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* Rest API: This piece displays the results from
the Backend in an organized and machine-
readable fashion. Users can use this to access
the latent concepts and their relevant metadata
for their applications.

Frontend: This is the primary user-facing
module of the app, and runs in a Web browser.
The frontend provides an easy to use the
graphical interface to add models to the com-
putation queue and retrieve the extracted con-
cepts once they are ready. Figure 4 shows
the Model Explanations page, where one can
browse all the extracted concepts, sort them
according to various criteria and analyze the
knowledge learned in the selected model.

Technical Details For extracting the concepts,
we use the code provided by Dalvi et al. (2022).
We then tag the input corpus with various human-
defined tagsets such as Parts-of-Speech and Seman-
tic tags, and align the latent concepts with these,
as done by Sajjad et al. (2022). The results are
then stored in a database, and retrieved later via a
Python server implemented using Flask. The back-
end exposes a Rest API which can be used as-is
by users in their own applications. We also pro-
vide an Angular frontend app that uses the Rest
API to present the concepts in a GUI. For sentence-
level explanations, we use the (Kokhlikyan et al.,
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Figure 2: The architecture of NxPlain: The backend uses a pipeline to extract latent concepts and align them with
various human ontologies and task-specific concepts. The frontend then uses the computed data to provide both
global (model-level) and local (prediction-level) explanations. A RestAPI is also provided so a user can build upon

the backend without having to use the provided fronten

2020) tookit’s Integrated Gradients implementation
to perform attribution analysis.

3 Pipeline Components

The NxPlain application provides an easy interface
to analyze the latent knowledge learned within a
deep NLP model, as well as connect these latent
concepts to specific predictions. In order to do
this, the pipeline in the Backend relies on three
key components proposed by recent literature: 1)
concept discovery, ii) concept alignment, and iii)
attribution analysis.

3.1 Concept Discovery

The first component, responsible for extracting the
latent concepts learned by a model is based on
work done by Dalvi et al. (2022), called Latent
Concept Analysis. At a high level, feature vectors
(contextualized representations) are first generated
by performing a forward pass on the model. These
representations are then clustered using agglomer-
ative hierarchical clustering (Gowda and Krishna,
1978) to discover the encoded concepts. The hy-
pothesis is that contextualized word representations
learned within pretrained language models capture
meaningful groupings based on a coherent concept

d.
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such as lexical, syntactic and semantic similarity,
or any task or data specific pattern that groups the
words together (Dalvi et al., 2022). Figure 1 shows
example concepts discovered in the model space
of a base and finetuned BERT model. The con-
cepts discovered are a mix of linguistic, lexical and
semantic concepts.

3.2 Concept Alignment

The second component uses an alignment frame-
work proposed by Sajjad et al. (2022) to align each
of the latent concepts to some pre-existing ontol-
ogy like part-of-speech, semantic tags, WordNet
etc. This enables richer explanations for the latent
concepts, and also allows for the application to sort
all of the concepts based on criteria relevant to the
user. For instance, if the user is only interested
in morphological latent concepts, the application
can easily filter and sort all of the latent concepts
based on this property after the alignment has been
performed.

The alignment of a concept to a specific
property (e.g. Noun) is done by check-
ing if most of the words (above a certain
threshold) in the concept are labeled with
that property. For example, Cpos(JJR)
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{greener, taller, happier, ...} would be aligned
to the property of "comparative adjectives"
in the POS tagging task, Csen(MOY)
{January, February, ..., December} defines
a concept containing months of the year in the
semantic tagging task, and C,ysiim (names)
{Ahmed, Muhammad, Karim, Hamdy, ...}
represents a concept of Muslim names. Explana-
tions based on human-defined concepts are not
always applicable or available as these models
learn very fine-grained hierarchies of knowledge
and concepts that are very task-specific, hence not
every latent concept is aligned to some pre-existing
tag/ontology.

3.3 Attribution Analysis

Our first two components are geared towards un-
derstanding what the model has learned, however,
it does not necessarily imply that this knowledge
is utilized during prediction and provides no in-
sight into how these concepts are being used. To
bridge this gap, our third component uses Inte-
grated Gradients (IG) (Sundararajan et al., 2017),
which is a powerful axiomatic attribution method
for deep neural networks that computes the im-
portance of input features and model components
based on their contribution to model’s prediction.
More concretely, IG is used to extract the salient
input features (words) used to make a certain pre-
diction, and these salient features are then mapped
to latent concepts to expand on the explanation. For
example in Figure 5 highlights “captures" to be the
most salient input feature used in predicting the
sentiment of the sentence.
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4 Frontend Views

The goal of NxPlain is to provide an easy method
for users to extract and analyze latent knowledge
learned within a deep NLP model and connect them
to the prediction. The Frontend helps achieve this
goal by providing a intuitive yet powerful GUI that
can be used to interact with a model’s latent con-
cepts and predictions. The user can upload a model
and a corpus that they want to analyze. The com-
putational queue of the application discovers latent
concepts and aligns them using the components
mentioned in Section 3. The user can then use the
Frontend, where they can switch between three
major views:

Overall view: This view presents a high-level
overview of the concepts learned by the model.
Specifically, we can see i) the number of concepts
learned, ii) statistics on the concepts aligned with
the human-fined concepts, iii) a summary of the
size distribution of these concepts, iv) and salient
concepts in the data and model. Figure 3 shows
a sample overview page for a Sentiment analysis
model.

Model Explanations view: This view presents
the latent concepts in a paginated view, along with
controls to sort the concepts. Users can sort the con-
cepts i) by size, ii) by their affinity to the linguis-
tic phenomenon (using the alignments computed
earlier), iii) by their relation to the various output
classes (in classification models) and iv) by their
overall relevance. Each concept is accompanied by
a unique label to keep track of important concepts.
See Figure 4 for a sample model explanation view.
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Figure 4: The model-explanation page showing latent concepts for the selected model and domain. Sorting and
pagination controls allow a user to effectively browse and analyze concepts learned by the model.

Prediction Explanations view: This view al-
lows the user to look at concepts used in making
a prediction and facilitates a deeper view of the
behavior of the model on specific sentences. The
attribution analysis component is used to get a
salience map of the input tokens, as well as the
matching concepts that contain these tokens in sim-
ilar contexts. Figure 5 displays the prediction view,
where the user can select the sentences that they
want to analyze. Here NxPlain shows that “cap-
tures" was the most influential word used by the
model to make the prediction. The model used a
latent concept representing positive verbs to make
the prediction.

5 Related Work

5.1 Toolkits

A number of toolkits have been made available
to carry out analysis of neural network models.
Google’s What-If tool (Wexler et al., 2019) inspects
machine learning models and provides users an in-
sight into the trained model based on the predic-
tions. Seq2Seq-Vis (Strobelt et al., 2018) enables
the user to trace back the prediction decisions to
the input in NMT models. Captum (Kokhlikyan
et al., 2020) provides generic implementations of a
number of gradient and perturbation-based attribu-
tion algorithms. NeuroX (Dalvi et al., 2019b) and
Ecco (Alammar, 2021) use probing classifiers to
examine the representations pre-trained language
models. ConceptX (Alam et al., 2023) provides
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a framework for analyzing and annotating latent
concepts in pre-trained language models. Tenney
et al. (2020) facilitates debugging of pLMs through
interactive visualizations. Our work is different
from these toolkits. Our toolkit bridges the gap
between representation analysis and causation by
using attribution-based method. NxPlain provides
enriched explanations using traditional linguistic
knowledge and human-defined ontologies.

5.2 Research Works

A large number of studies primarily focus on un-
derstanding the knowledge learned within a trained
model. Researchers have proposed numerous anal-
ysis frameworks such as diagnostic classifiers (Be-
linkov et al., 2017a; Hupkes et al., 2018), cor-
pus analysis (K4dér et al., 2017; Poerner et al.,
2018; Na et al., 2019), linguistic correlation anal-
ysis (Dalvi et al., 2019a; Lakretz et al., 2019). A
plethora of work has been carried out using these
analyses frameworks to analyze what concepts are
learned within the representations through relevant
extrinsic phenomenon varying from word morphol-
ogy (Vylomova et al., 2017; Belinkov et al., 2017a;
Dalvi et al., 2017) to high level concepts such as
structure (Shi et al., 2016; Linzen et al., 2016) and
semantics (Qian et al., 2016; Belinkov et al., 2017b)
or more generic properties such as sentence length
(Adi et al., 2016; Bau et al., 2019).

While the work done on representation analysis
unwraps interesting insights about the knowledge
learned within the network and how it is preserved,
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Figure 5: The prediction-explanation page showing latent concepts used during the prediction. The Integrated
Gradients method highlights that capture is the most salient word used in the prediction. NxPlain connects it to the
concept used along with its label. We observe here that the model used a concept representing positive verbs.

it’s only limited to human-defined concepts. More
recent work has discovered that these models cap-
ture novel ontologies (Michael et al., 2020; Dalvi
et al., 2022; Fu and Lapata, 2022) learning linguis-
tic concepts (Sajjad et al., 2022), as well as the
task-specific concepts (Durrani et al., 2022) that
emerge as the pre-trained language models are fine-
tuned towards a task.

Another line of work in interpretability focuses
on attribution analysis that characterizes the role
of model components and input features towards a
specific prediction (Linzen et al., 2016; Gulordava
et al., 2018; Marvin and Linzen, 2018). The expla-
nations are categorized based on two aspects: local
or global (Guidotti et al., 2018). The former gives a
view of explanation at a level of individual instance
(Ribeiro et al., 2016; Alvarez-Melis and Jaakkola,
2017), whereas the latter explains the general be-
havior of the model at corpus level (Pryzant et al.,
2018; Prollochs et al., 2019).

6 Conclusion

We presented NxPlain, a web-app for connecting
concept analysis with model prediction. The appli-
cation bridges representation analysis and attribu-
tion analysis to better explain the models’ predic-
tions, and provides a intuitive, yet powerful graphi-
cal interface to explore the knowledge learned by a
model, and also to pinpoint the knowledge used in
specific predictions. In the future, we plan to enable
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human-in-the-loop to enhance concept alignment,
as well as incorporate feedback into the explana-
tion system. A hosted version of the application
can be accessed at https://nxplain.qcri.org.
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Abstract

We introduce small-text, an easy-to-use ac-
tive learning library, which offers pool-based
active learning for single- and multi-label text
classification in Python. It features numerous
pre-implemented state-of-the-art query strate-
gies, including some that leverage the GPU.
Standardized interfaces allow the combination
of a variety of classifiers, query strategies, and
stopping criteria, facilitating a quick mix and
match, and enabling a rapid and convenient de-
velopment of both active learning experiments
and applications. With the objective of mak-
ing various classifiers and query strategies ac-
cessible for active learning, small-text inte-
grates several well-known machine learning li-
braries, namely scikit-learn, PyTorch, and
Hugging Face transformers. The latter inte-
grations are optionally installable extensions,
so GPUs can be used but are not required. Us-
ing this new library, we investigate the perfor-
mance of the recently published SetFit train-
ing paradigm, which we compare to vanilla
transformer fine-tuning, finding that it matches
the latter in classification accuracy while out-
performing it in area under the curve. The
library is available under the MIT License at
https://github.com/webis-de/small-text, in ver-
sion 1.3.0 at the time of writing.

1 Introduction

Text classification, like most modern machine learn-
ing applications, requires large amounts of training
data to achieve state-of-the-art effectiveness. How-
ever, in many real-world use cases, labeled data
does not exist and is expensive to obtain, especially
when domain expertise is required. Active Learn-
ing (Lewis and Gale, 1994) solves this problem by
repeatedly selecting unlabeled data instances that
are deemed informative according to a so-called
query strategy, and then having them labeled by an
expert (see Figure 1a). A new model is then trained
on all previously labeled data, and this process is
repeated until a specified stopping criterion is met.
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a) Active learning process
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Figure 1: Illustrations of (a) the active learning process,
and (b) the active learning setup with the components
of the active learner.

Active learning aims to minimize the amount of
labeled data required while maximizing the effec-
tiveness (increase per iteration) of the model, e.g.,
in terms of classification accuracy.

An active learning setup, as shown in Figure 1b,
generally consists of up to three components on the
system side: a classifier, a query strategy, and an
optional stopping criterion. Meanwhile, many ap-
proaches for each of these components have been
proposed and studied. Determining appropriate
combinations of these approaches is only possi-
ble experimentally, and efficient implementations
are often nontrivial. In addition, the components
often depend on each other, for example, when a
query strategy relies on parts specific to certain
model classes, such as gradients (Ash et al., 2020)
or embeddings (Margatina et al., 2021). The more
such non-trivial combinations are used together,
the more the reproduction effort increases, making
a modular library essential.

An obvious solution to the above problems is the
use of open source libraries, which, among other
benefits, accelerate research and facilitate technol-
ogy transfer between researchers as well as into
practice (Sonnenburg et al., 2007). While solu-
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and transformers integration, which enable to use GPU-based models and state-of-the-art transformer-based
text classifiers of the Hugging Face transformers library, respectively. The dependencies between the module’s

packages have been omitted.

tions for active learning in general already exist,
few address text classification, which requires fea-
tures specific to natural language processing, such
as word embeddings (Mikolov et al., 2013) or lan-
guage models (Devlin et al., 2019). To fill this
gap, we introduce small-text, an active learning
library that provides tried and tested components
for both experiments and applications.

2 Overview of Small-Text

The main goal of small-text is to offer state-of-
the-art active learning for text classification in a
convenient and robust way for both researchers and
practitioners. For this purpose, we implemented
a modular pool-based active learning mechanism,
illustrated in Figure 2, which exposes interfaces
for classifiers, query strategies, and stopping cri-
teria. The core of small-text integrates scikit-
learn (Pedregosa et al., 2011), enabling direct use
of its classifiers. Overall, the library provides thir-
teen query strategies, including some that are only
usable on text data, five stopping criteria, and two
integrations of well-known machine learning li-
braries, namely PyTorch (Paszke et al., 2019) and
transformers (Wolf et al., 2020). The integra-
tions ease the use of CUDA-based GPU computing
and transformer models, respectively. The modular
architecture renders both integrations completely
optional, resulting in a slim core that can also be
used in a CPU-only scenario without unnecessary
dependencies. Given the ability to combine a con-
siderable variety of classifiers and query strategies,
we can easily build a vast number of combinations
of active learning setups.

The library provides relevant text classification
baselines such as SVM (Joachims, 1998) and Kim-
CNN (Kim, 2014), and many more can be used
through scikit-1learn. Recent transformer mod-
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els such as BERT (Devlin et al., 2019) are available
through the transformers integration. This inte-
gration also includes a wrapper that enables the use
of the recently published SetFit training paradigm
(Tunstall et al., 2022), which uses contrastive learn-
ing to fine-tune SBERT embeddings (Reimers and
Gurevych, 2019) in a sample efficient manner.

As the query strategy, which selects the instances
to be labeled, is the most salient component of an
active learning setup, the range of alternative query
strategies provided covers four paradigms at the
time of writing: (i) confidence-based strategies:
least confidence (Lewis and Gale, 1994; Culotta
and McCallum, 2005), prediction entropy (Roy and
McCallum, 2001), breaking ties (Luo et al., 2005),
BALD (Houlsby et al., 2011), CVIRS (Reyes
et al., 2018), and contrastive active learning (Mar-
gatina et al., 2021); (ii) embedding-based strategies:
BADGE (Ash et al., 2020), BERT k-means (Yuan
et al., 2020), discriminative active learning (Gissin
and Shalev-Shwartz, 2019), and SEALS (Cole-
man et al., 2022); (iii) gradient-based strategies:
expected gradient length (EGL; Settles et al.,
2007), EGL-word (Zhang et al., 2017), and EGL-
sm (Zhang et al., 2017); and (iv) coreset strategies:
greedy coreset (Sener and Savarese, 2018) and
lightweight coreset (Bachem et al., 2018). Since
there is an abundance of query strategies, this list
will likely never be exhaustive—also because strate-
gies from other domains, such as computer vision,
are not always applicable to the text domain, e.g.,
when using the geometry of images (Konyushkova
et al., 2015), and thus will be disregarded here.

Furthermore, small-text includes a consider-
able amount of different stopping criteria: (i) stabi-
lizing predictions (Bloodgood and Vijay-Shanker,
2009), (iv) overall-uncertainty (Zhu et al., 2008),
(iii)) classification-change (Zhu et al., 2008),



(ii) predicted change of F-measure (Altschuler and
Bloodgood, 2019), and (v) a criterion that stops
after a fixed number of iterations. Stopping criteria
are often neglected in active learning although they
exert a strong influence on labeling efficiency.

The library is available via the python packaging
index and can be installed with just a single com-
mand: pip install small-text. Similarly, the
integrations can be enabled using the extra require-
ments argument of Python’s setuptools, e.g., the
transformers integration is installed using pip
install small-text[transformers]. The ro-
bustness of the implementation rests on extensive
unit and integration tests. Detailed examples, an
API documentation, and common usage patterns
are available in the online documentation.'

3 Library versus Annotation Tool

We designed small-text for two types of set-
tings: (i) experiments, which usually consist of ei-
ther automated active learning evaluations or short-
lived setups with one or more human annotators,
and (ii) real-world applications, in which the final
model is subsequently applied on unlabeled or un-
seen data. Both cases benefit from a library which
offers a wide range of well-tested functionality.
To clarify on the distinction between a library
and an annotation tool, small-text is a library,
by which we mean a reusable set of functions and
classes that can be used and combined within more
complex programs. In contrast, annotation tools
provide a graphical user interface and focus on the
interaction between the user and the system. Ob-
viously, small-text is still intended to be used
by annotation tools but remains a standalone li-
brary. In this way it can be used (i) in combination
with an annotation tool, (ii) within an experiment
setting, or (iii) as part of a backend application,
e.g. aweb APL As alibrary it remains compatible
to all of these use cases. This flexibility is sup-
ported by the library’s modular architecture which
is also in concordance with software engineering
best practices, where high cohesion and low cou-
pling (Myers, 1975) are known to contribute to-
wards highly reusable software (Miiller et al., 1993;
Tonella, 2001). As a result, small-text should be
compatible with most annotations tools that are
extensible and support text classification.

"https://small-text.readthedocs.io
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4 Code Example

In this section we show a code example to perform
active learning with transformers models.

Dataset First, we create (for the sake of a sim-
ple example) a synthetic two-class spam dataset
of 100 instances. The data is given by a list of
texts and a list of integer labels. To define the to-
kenization strategy, we provide a transformers
tokenizer. From these individual parts we construct
a TransformersDataset object which is a dataset
abstraction that can be used by the interfaces in
small-text. This yields a binary text classifica-
tion dataset containing 50 examples of the positive
class (spam) and the negative class (ham) each:

import numpy as np

from small_text import TransformersDataset, \
TransformerModelArguments

from transformers import AutoTokenizer

# Fake data example:

# 50 spam and 50 non-spam examples

text = np.array(['this is ham'] * 50 +
['this is spam'] * 50)

np.array([0] * 50 + [1] * 50)

labels

transformer_model = 'bert-base-uncased'
tokenizer = AutoTokenizer.from_pretrained(
transformer_model)

train = TransformersDataset.from_arrays(
text, labels, tokenizer,
target_labels=np.array([0, 1]),
max_length=10

Active Learning Configuration Next, we con-
figure the classifier and query strategy. Although
the active learner, query strategies, and stopping
criteria components are dataset- and classifier-
agnostic, classifier and dataset have to match
(i.e. TransformerBasedClassification must be
used with TransformersDataset) owing to the
different underlying data structures:

from small_text import LeastConfidence, \
TransformerBasedClassificationFactory \
as TransformerFactory

num_classes 2

model_args = TransformerModelArguments (
transformer_model)

clf_factory = TransformerFactory(model_args,
num_classes, kwargs={'device': 'cuda'})
query_strategy = LeastConfidence()



https://small-text.readthedocs.io

Since the active learner may need to instantiate a
new classifier before the training step, a factory
(Gamma et al., 1995) is responsible for creating
new classifiers. Finally, we set the query strategy
to least confidence (Culotta and McCallum, 2005).

Initialization There is a chicken-and-egg prob-
lem for active learning because most query strate-
gies rely on the model, and a model in turn is
trained on labeled instances which are selected by
the query strategy. This problem can be solved
by either providing an initial model (e.g. through
manual labeling), or by using cold start approaches
(Yuan et al., 2020). In this example we simulate
a user-provided initialization by looking up the re-
spective true labels and providing an initial model:

from small_text import \
PoolBasedActiveLearner, \
random_initialization_balanced as init

active_learner = PoolBasedActiveLearner (
clf_factory, query_strategy, train)

# Provide initial data.
indices_initial = init(train.y, n_samples=10)

active_learner.initialize_data(
indices_initial,
train.y[indices_initial]

To provide an initial model in the experimental
scenario (where true labels are accessible), small-
text provides sampling methods, from which we
use the balanced sampling to obtain a subset whose
class distribution is balanced (or close thereto). In
a real-world application, initialization would be ac-
complished through a starting set of labels supplied
by the user. Alternatively, a cold start classifier or
query strategy can be used instead.

Active Learning Loop After the previous code
examples prepared the setting by loading a dataset,
configuring the active learning setup, and providing
an initial model, the following code block shows
the actual active learning loop. In this example, we
perform five queries during each of which ten in-
stances are queried. During a query step the query
strategy samples instances to be labeled. Subse-
quently, new labels for each instance are provided
and passed to the update method, and then a new
model is trained. In this example, it is a simulated
response relying on true labels, but in a real-world
application this part is the user’s response.
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from sklearn.metrics import accuracy_score

num_queries = 5
for i in range(num_queries):
# Query 10 samples per iteration.
indices_queried = active_learner.query(
num_samples=10

)

# Simulate user interaction here.
# Replace this for real-world usage.
y = train.y[indices_queried]

# Provide labels for the queried indices.
active_learner.update(y)

# Evaluate accuracy on the train set

print (f'Iteration {i+1}')

y_pred = active_learner.classifier\
.predict(train)

print('Train accuracy: {:.2f}'.format(
accuracy_score(y_pred, train.y)))

In summary, we built a full active learning setup
in only very few lines of code. The actual active
learning loop consists of just the previous code
block and changing hyperparameters, e.g., using a
different query strategy, is as easy as adapting the
query_strategy variable.

5 Comparison to Previous Software

Unsurprisingly, after decades of research and de-
velopment on active learning, numerous other li-
braries are available that focus on active learning
as well. In the following we present a selection of
the most relevant open-source projects for which
either a related publication is available or a larger
user base exists: JCLAL (Reyes et al., 2016) is a
generic framework for active learning which is im-
plemented in Java and can be used either through
XML configurations or directly from the code. It
offers an experimental setting which includes 18
query strategies. The aim of libact (Yang et al.,
2017) is to provide active learning for real-world
applications. Among 19 other strategies, it includes
a well-known meta-learning strategy (Hsu and
Lin, 2015). BaalL (Atighehchian et al., 2020) pro-
vides bayesian active learning including methods
to obtain uncertainty estimates. The modAL library
(Danka and Horvath, 2018) offers single- and multi-
label active learning, provides 12 query strategies,
also builds on scikit-1learn by default, and offers
instructions how to include GPU-based models us-
ing Keras and PyTorch. ALiPy (Tang et al., 2019)
provides an active learning framework targeted at



Name Active Learning Code
QS SC Text GPU Unit Language License Last Reposi-
Focus support Tests Update tory
JCLALY 18 2 x x x Java GPL 2017 (9]
libact? 19 - x x v Python BSD-2-Clause 2021 (v}
modAL?3 12 - x v v Python MIT 2022 (9]
ALiPy* 22 4 x x v Python BSD-3-Clause 2022 (]
Baal® 9 - x v v Python Apache 2.0 2023 (]
Irtc® 7 - v v x Python Apache 2.0 2021 (]
scikit-activeml” 29 - x v v Python BSD-3-Clause 2023 (%]
ALToolbox® 19 - v v v Python MIT 2023 (v}
small-text 14 5 v v v Python MIT 2023 (]
Table 1: Comparison between small-text and relevant previous active learning libraries. =~ We ab-

breviated the number of query strategies by “QS”, the number of stopping criteria by “SC”, and the
low-resource-text-classification framework by 1rtc. All information except “Publication Year” and “Code
Repository” has been extracted from the linked GitHub repository of the respective library on February 24th, 2023.
Random baselines were not counted towards the number of query strategies. Publications: 'Reyes et al. (2016),
2Yang et al. (2017), 3Danka and Horvath (2018), “Tang et al. (2019), ® Atighehchian et al. (2020), ’Ein-Dor et al.

(2020), "Kottke et al. (2021), 8Tsvigun et al. (2022).

the experimental active learning setting. Apart
from providing 22 query strategies, it supports al-
ternative active learning settings, e.g., active learn-
ing with noisy annotators. The low-resource-
text-classification-framework (1lrtc; (Ein-
Dor et al., 2020)) is an experimentation framework
for the low resource scenario and supports which
can be easily extended. It also focuses on text
classification and has a number of built-in mod-
els, datasets, and query strategies to perform ac-
tive learning experiments. Another recent library
is scikit-activeml which offers general active
learning built around scikit-learn. It comes
with 29 query strategies but provides no stopping
criteria. GPU-based functionality can be used via
skorch,? a PyTorch wrapper, which is a ready-to-
use adapter as opposed to our implemented clas-
sifier structures but is on the other hand restricted
to the scikit-learn interfaces. ALToolbox (Tsvi-
gun et al., 2022) is an active learning framework
that provides an annotation interface and a bench-
marking mechanism to develop new query strate-
gies. While it has some overlap with small-text,
it is not a library, but also focuses on text data,
namely on text classification and sequence tagging.

In Table 1, we compare small-text to the pre-
viously mentioned libraries, and compare them
based on several criteria related to active learning
or to the respective code base: While all libraries
provide a selection of query strategies, not all li-

2We also evaluated the use of skorch but transformer mod-
els were not supported at that time.
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braries offer stopping criteria, which are crucial
to reducing the total annotation effort and thus di-
rectly influence the efficiency of the active learning
process (Vlachos, 2008; Laws and Schiitze, 2008;
Olsson and Tomanek, 2009). We can also see a
difference in the number of provided query strate-
gies. While a higher number of query strategies
is certainly not a disadvantage, it is more impor-
tant to provide the most relevant strategies (either
due to recency, domain-specificity, strong general
performance, or because it is a baseline). Based
on these criteria, small-text provides numerous
recent strategies such as BADGE (Ash et al., 2020),
BERT K-Means (Yuan et al., 2020), and contrastive
active learning (Margatina et al., 2021), as well
as the gradient-based strategies by Zhang et al.
(2017), where the latter are unique to active learn-
ing for text classification. Selecting a subset of
query strategies is especially important since active
learning experiments are computationally expen-
sive (Margatina et al., 2021; Schroder et al., 2022),
and therefore not every strategy can be tested in the
context of an experiment or application. Finally,
only small-text, 1rtc, and ALToolbox focus on
text, and only about half of the libraries offer access
to GPU-based deep learning, which has become
indispensable for text classification due to the re-
cent advances and ubiquity of transformer-based
models (Vaswani et al., 2017; Devlin et al., 2019).

The distinguishing characteristic of small-text
is the focus on text classification, paired with a
multitude of interchangeable components. It of-


https://github.com/ogreyesp/JCLAL
https://github.com/ntucllab/libact
https://github.com/modAL-python/modAL
https://github.com/NUAA-AL/ALiPy
https://github.com/baal-org/baal
https://github.com/IBM/low-resource-text-classification-framework
https://github.com/scikit-activeml/scikit-activeml
https://github.com/AIRI-Institute/al_toolbox
https://github.com/webis-de/small-text

Dataset Name (p) Type Classes Training Test

AG’s News' (AGN) N 4 120,000 *7,600
Customer Reviews? (CR) S 2 3,397 378
Movie Reviews® (MR) S 2 9,596 1,066
Subjectivity? (suBJ) S 2 9,000 1,000
TREC-6° (TREC-6) Q 6 5,500 *500

Table 2: Key characteristics about the examined
datasets: 'Zhang et al. (2015), ?Hu and Liu (2004),
3Pang and Lee (2005), “Pang and Lee (2004), 5Li and
Roth (2002). The dataset type was abbreviated by N
(News), S (Sentiment), Q (Questions). *: Predefined
test sets were available and adopted.

fers the most comprehensive set of features (as
shown in Table 1) and through the integrations
these components can be mixed and matched to
easily build numerous different active learning se-
tups, with or without leveraging the GPU. Finally,
it allows to use concepts from natural language pro-
cessing (such as transformer models) and provides
query strategies unique to text classification.

6 Experiment

We perform an active learning experiment com-
paring an SBERT model trained with the recent
sentence transformers fine-tuning paradigm (Set-
Fit; (Tunstall et al., 2022)) over a BERT model
trained with standard fine-tuning. SetFit is a con-
trastive learning approach that trains on pairs of
(dis)similar instances. Given a fixed amount of dif-
ferently labeled instances, the number of possible
pairs is considerably higher than the size of the
original set, making this approach highly sample
efficient (Chuang et al., 2020; Hénaff, 2020) and
therefore interesting for active learning.

Setup We reproduce the setup of our previous
work (Schroder et al., 2022) and evaluate on the
datasets shown in Table 2 with an extended set of
query strategies. Starting with a pool-based ac-
tive learning setup with 25 initial samples, we per-
form 20 queries during each of which 25 instances
are queried and labeled. Since SetFit has only
been evaluated for single-label classification (Tun-
stall et al., 2022), we focus on single-label clas-
sification as well. The goal is to compare the
following two models: (i) BERT (bert-large-
uncased; (Devlin et al., 2019)) with 336M param-
eters and (i) SBERT (paraphrase-mpnet-base-
v2; (Reimers and Gurevych, 2019)) with 110M pa-
rameters. The first model is trained via vanilla fine-
tuning and the second using SetFit. For the sake of
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Model Strategy Rank Result
Acc. AUC Acc. AUC
BERT PE 2.20 2.80 0.917 0.858
BT 1.40 1.60 0.919 0.868
LC 3.80 3.20 0916 0.863
CA 4.20 5.00 0.915 0.857
BA 3.00 5.20 0.917 0.855
BD 6.20 4.60 0.909 0.862
CS 6.60 7.60 0910  0.843
RS 7.80 5.40 0.901 0.856
SetFit PE 2.80 3.20 0.927 0.906
BT 2.80 1.60 0.926 0.912
LC 2.20 2.60 0.927 0.908
CA 4.80 3.80 0.924 0.907
BA 5.20 6.20 0.923 0.902
BD 6.60 5.60 0.915 0.904
CS 2.80 4.40 0.927 0.909
RS 6.60 6.80 0.907 0.899

Table 3: The “Rank” columns show the mean rank
when ordered by mean accuracy (Acc.) and by area un-
der curve (AUC). The “Result” columns show the mean
accuracy and AUC. All values used in this table refer
to state after the final iteration. Query strategies are
abbreviated as follows: prediction entropy (PE), break-
ing ties (BT), least confidence (LC), contrastive ac-
tive learning (CA), BALD (BA), BADGE (BD), greedy
coreset (CS), and random sampling (RS).

brevity, we refer to the first as “BERT” and to the
second as “SetFit”. To compare their performance
during active learning, we provide an extensive
benchmark over multiple computationally inexpen-
sive uncertainty-based query strategies, which were
selected due to encouraging results in our previous
work. Moreover, we include BALD, BADGE, and
greedy coreset—all of which are computationally
more expensive, but have been increasingly used in
recent work (Ein-Dor et al., 2020; Yu et al., 2022).

Results In Table 3, the results show the summa-
rized classification performance in terms of (i) fi-
nal accuracy after the last iteration, and (ii) area
under curve (AUC). We also compare strategies
by ranking them from 1 (best) to 8 (worst) per
model and dataset by accuracy and AUC. First,
we can also confirm for SetFit the earlier finding
that uncertainty-based strategies perform strong for
BERT (Schroder et al., 2022). Second, SetFit con-
figurations result in between 0.06 and 1.7 percent-
age points higher mean accuracy, and also in be-
twen 4.2 and 6.6 higher AUC when averaged over
model and query strategy. Interestingly, the greedy
coreset strategy (CS) is remarkably more success-
ful for the SetFit runs compared to the BERT runs.
Detailed results per configuration can be found
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Limitations

Although a library can, among other things, lower
the barrier of entry, save time, and speed up re-
search, this can only be leveraged with basic knowl-
edge of the Python programming language. All in-
cluded algorithmic components are subject to their
own limitations, e.g., the greedy coreset strategy
quickly becomes computationally expensive as the
amount labeled data increases. Moreover, some
components have hyperparameters which require
an understanding of the algorithm to achieve the
best classification performance. In the end, we pro-
vide a powerful set of tools which still has to be
properly used to achieve the best results.

As small-text covers numerous text classifica-
tion models, query strategies, and stopping criteria,
some limitations from natural language processing,
text classification and active learning apply as well.
For example, all included classification models rely
on tokenization, which is inherently more difficult
for languages which have no clear word boundaries
such as Chinese, Japanese, Korean, or Thai.

Ethics Statement

In this paper, we presented small-text, a library
which can—Ilike any other software—be used for
good or bad. It can be used to bootstrap classifi-
cation models in scenarios where no labeled data
is available. This could be used for good, e.g. for
spam detection, hatespeech detection, or targeted
news filtering, but also for bad, e.g., for creating
models that detect certain topics that are to be cen-
sored in authoritarian regimes. While such sys-
tems already exist and are of sophisticated quality,
small-text is unlikely to change anything at this
point. On the contrary, being open-source soft-
ware, these methods can now be used by a larger
audience, which contributes towards the democrati-
zation of classification algorithms.
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Supplementary Material
A Technical Environment

All experiments were conducted within a Python
3.8 environment. The system had CUDA 11.1 in-
stalled and was equipped with an NVIDIA GeForce
RTX 2080 Ti (11GB VRAM).

B Experiments

Each experiment configuration represents a com-
bination of model, dataset and query strategy, and
has been run for five times.

B.1 Datasets

We used datasets that are well-known benchmarks
in text classification and active learning. All
datasets are accessible to the Python ecosystem via
Python libraries that provide fast access to those
datasets. We obtained CR and SUBJ using glu-
onnlp, and AGN, MR, and TREC using hugging-
face datasets.

B.2 Pre-Trained Models

In the experiments, we fine-tuned (i) a large
BERT model (bert-large-uncased) and (ii) an
SBERT paraphrase-mpnet-base model (sentence-
transformers/paraphrase-mpnet-base-v2). Both are
available via the huggingface model repository.

B.3 Hyperparameters

Maximum Sequence Length We set the maxi-
mum sequence length to the minimum multiple of
ten, so that 95% of the given dataset’s sentences
contain at most that many tokens.

Transformer Models For BERT, we adopt the
hyperparameters from Schroder et al. (2022). For
SetFit, we use the same learning rate and optimizer
parameters but we train for only one epoch.

C Evaluation

In Table 4 and Table 5 we report final accuracy and
AUC scores including standard deviations, mea-
sured after the last iteration. Note that results ob-
tained through PE, BT, and LC are equivalent for
binary datasets.

C.1 Evaluation Metrics

Active learning was evaluated using standard met-
rics, namely accuracy und area under the learning
curve. For both metrics, the respective scikit-learn
implementation was used.
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Dataset Model Query Strategy
PE BT LC CA BA BD CS RS
BERT 0.8980.003 0.9010.004 0.9000.001 0.8890.010 0.8890.008 0.8940.003 (0.8810.006 0.8860.004

AGN SetFit  0.9000.002 0.9020.004 0.9020.002 0.8920.006 0.8870.010 0.8960.003 0.8960.003 (.8770.005
CR BERT 0.9200.009 0.9200.009 0.9160006 0.9170.010 0.9190.010 0.9110.010 0.9150012 0.9020.014
SetFit  0.9370.014 0.9370.014 0.9370014 0.9380.009 0.9340.004 09130011 0.9390.011 (0.9120.010
MR BERT 0.8500.005 0.8500.005 0.8460.008 0.8440.008 0.8590.003 0.8350.017 0.8430.006 0.8310.020
SetFit  0.8710.009 0.8710.009 0.8710.009 0.8690.004 0.8670.005 0.8640.008 0.8700.008 0.871 0.003
SUBJ BERT 0.9590.005 0.9590.005 0.9580.003 0.9580.008 0.9590.003 0.9480.006 0.9570.004 (0.9370.006
SetFit  0.9620.004 0.9620.004 0.9620.004 0.9600.002 0.9660.002 0.9420.002 0.9630.003 0.9320.005
TREC-6 BERT 0.9600.002 0.9660.003 0.9600.008 0.9650.006 0.9580.007 0.9580.009 0.9520.015 0.9470.009

SetFit  0.9660.005 0.9610.005 0.9660.005 0.9630.008 0.9610.005 0.9580.005 0.9670.004 (.9460.009

Table 4: Final accuracy per dataset, model, and query strategy. We report the mean and standard deviation over
five runs. The best result per dataset is printed in bold. Query strategies are abbreviated as follows: prediction
entropy (PE), breaking ties (BT), least confidence (LC), contrastive active learning (CA), BALD (BA), BADGE
(BD), greedy coreset (CS), and random sampling (RS). The best result per dataset is printed in bold.

Dataset Model Query Strategy
PE BT LC CA BA BD CS RS
AGN BERT 0.8270.009 0.8390.014 0.8360.009 0.8210.015 0.8190.012 0.8400.003 0.8040.012 0.8250.011

SetFit  0.8810.002 0.8890.003 0.8850.005 0.8790.004 0.8690.006 0.8810.002 0.8810.003 (.8670.004
BERT 0.8850.007 0.8850.007 0.8810.007 0.8810.011 0.8820.006 0.8760.005 0.8740.011 (0.8770.011

CR SetFit  0.9250.001  0.9250.001 0.9250.001 0.9270.003 0.9240.005 0.9100.005 0.9300.002 (.908 0.008
MR BERT 0.8190.010 0.8190.010 0.8200.007 0.8130.009 0.8170.013 0.8080.011 0.8040.010 0.8130.004
SetFit  0.8590.004 0.8590.004 0.8590.004 0.8590.003 (0.8580.004 0.8550.002 0.8580.004 (.8570.002
SUBJ BERT 0.9440.008 0.9440.008 0.9430.007 0.9400.009 0.9390.009 0.9290.005 0.9340.006 0.9240.007
SetFit  0.9530.002 0.9530.002 (0.9530.002 0.9520.003 0.9500.002 0.9400.003 0.9490.001 0.9350.002
TREC-6 BERT 0.8180.033 0.8550.023 (0.8370.034 (0.8290.030 0.8160.029 0.8560.024 0.7990.037 (.8430.008

SetFit  0.9100.008 0.9340.005 0.9190.008 0.9170.013 0.9070.017 0.9340.010 0.9270.008 (0.9270.004

Table 5: Final area under curve (AUC) per dataset, model, and query strategy. We report the mean and standard
deviation over five runs. The best result per dataset is printed in bold. Query strategies are abbreviated as follows:
prediction entropy (PE), breaking ties (BT), least confidence (LC), contrastive active learning (CA), BALD (BA),
BADGE (BD), greedy coreset (CS), and random sampling (RS). The best result per dataset is printed in bold.

D Library Adoption

As mentioned in Section 7, the experiment code of
previous works documents how small-text was
used and can be found at the following locations:

* Abusive Language Detection:
https://github.com/HannahKirk/ActiveTran
sformers-for- AbusiveLanguage

* Classification of Citizens’ Contributions:
https://github.com/juliaromberg/egov-2022

* Softmax Confidence Estimates:
https://github.com/jgonsior/btw-softmax-cl
ipping

» Revisiting Uncertainty-Based Strategies:
https://github.com/webis-de/ACL-22
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Abstract

In this paper, we present kogito, an open-
source tool for generating commonsense in-
ferences about situations described in text.
kogito provides an intuitive and extensible
interface to interact with natural language gen-
eration models that can be used for hypothesiz-
ing commonsense knowledge inference from
a textual input. In particular, kogito offers
several features for targeted, multi-granularity
knowledge generation. These include a stan-
dardized API for training and evaluating knowl-
edge models, and generating and filtering in-
ferences from them. We also include helper
functions for converting natural language texts
into a format ingestible by knowledge models
— intermediate pipeline stages such as knowl-
edge head extraction from text, heuristic and
model-based knowledge head-relation match-
ing, and an ability to define and use custom
knowledge relations. We make the code for
kogito available at https://github.com/epfl-
nlp/kogito along with thorough documentation
at https://kogito.readthedocs.io.

1 Introduction

In recent years, large-scale language models (Rad-
ford and Narasimhan, 2018; Devlin et al., 2019;
Brown et al., 2020) trained on massive amounts of
text have been conceptualized as implicit knowl-
edge bases that encode knowledge about the world
(Petroni et al., 2019; Roberts et al., 2020). As they
are trained to receive natural language inputs, these
models can be prompted to generate text that ex-
presses a fact. Leveraging this property, knowlege
models train on knowledge graph tuples (triplets
of head entity, relation, tail entity) and learn to
express knowledge encoded in the parameters of
language models when provided with a head entity
and relation (Bosselut et al., 2019; Hwang et al.,
2021; Da et al., 2021; West et al., 2022).

The success of these knowledge models has in-
spired the field to deploy them in various down-
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stream use-cases such as generating figurative lan-
guage (Chakrabarty et al., 2020b), producing sar-
castic responses (Chakrabarty et al., 2020a), design-
ing plots for stories (Ammanabrolu et al., 2021) and
text-based games (Dambekodi et al., 2020), and
developing persona-grounded dialogue agents (Ma-
jumder et al., 2020). Given the prevalence of appli-
cations that benefit from augmenting NLP systems
with commonsense inferences, we present a novel
commonsense KnOwledGe Inference TOolkit,
kogito, that standardizes commonsense infer-
ence generation from knowledge models. To the
best of our knowledge, kogito is the first library
that facilitates access to knowledge models through
an easy-to-use, customizable interface. In particu-
lar, we make the following contributions:

1. A Python package' for knowledge inference

with a customizable and extensible API.

. A module to perform commonsense infer-
ence with a library of pretrained models, in-
cluding GPT-2 (Radford et al., 2019), GPT-3
(Brown et al., 2020) and COMET (Hwang
et al., 2021).

. A standardized interface to train, evaluate and
predict with knowledge models.

Modules to extract relevant candidates for
commonsense inference (i.e., head extraction)
with support for customization and extension.

Modules to match relevant relations to ex-
tracted head entities (i.e., relation matching)
with support for customization and extension.

A module to filter commonsense inferences
based on their contextual relevance using com-
monsense fact linkers (Gao et al., 2022)

Functionality to define novel knowledge re-
lations on top of the built-in ATOMIC2020

"https://pypi.org/project/kogito/
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(Hwang et al., 2021) and ConceptNet (Speer
and Havasi, 2013) relation sets.

8. Extensive documentation with User Guides
and API Reference.?

The library is released under the Apache 2.0 Li-
cense. We provide a demo video® for our library
along with a live demo app.* Below, we outline
the commonsense inference challenges addressed
by this tool, its core design, and walk through its
major components in more detail.

2 Challenges of Commonsense Inference

While many works use knowledge models as com-
monsense inference engines to augment natural lan-
guage inputs, no work has formalized the pipeline
for producing such inferences. Here, we outline the
challenges of effectively setting up this pipeline.

Head Extraction Head extraction (i.e., finding
relevant concepts to produce commonsense infer-
ences about) is a consistent challenge when us-
ing knowledge models. Typically, these inferences
must be produced for more fine-grained textual
units than full contexts (Bosselut et al., 2021).
For instance, to understand figurative language,
Chakrabarty et al. (2020b) extract concepts from
similes such as "Love is like a unicorn”. Com-
monsense inferences are generated about entities
such as "unicorn” (e.g., unicorns are rare, beautiful,
etc.), allowing them to produce literal interpreta-
tions of this figurative language: "Love is rare".
This use case motivates a need for fine-grained text
extraction functionality in our tool. In Section 5,
we outline our approach to address this challenge.

Relation Matching To generate commonsense
inferences, knowledge models typically take as in-
put a (head, relation) pair and produce a tail (i.e.,
the commonsense inference about the head entity).
Following this convention, once we have extracted
candidate heads from a given text, they must be
paired with relevant relations to produce valid com-
monsense inferences. For example, a head entity
such as “go to mall” should not be paired with an
ObjectUse relation as it is unlikely to produce a
valid (and practical) commonsense inference. Con-
sequently, a brute-force approach of matching all

https://kogito.readthedocs.io/

Shttps://www.youtube.com/watch?v=
rFGzDrLCx00

*nttps://kogito.live
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relations to presented head entities would be in-
adequate for most use cases. Current works often
circumvent this challenge by manually selecting
only a subset of available knowledge relations. As
part of kogito, we implement various heuristic
and model-based matching schemes to address this
challenge, while also providing users with the abil-
ity to define their own matching mechanisms. We
discuss these implementations in Section 6.

Inference Generation & Filtering Once a list
of relevant (head, relation) pairs is produced, we
run these examples through a knowledge model to
generate tail entities about these examples. How-
ever, many of these generated inferences may
not be relevant to the original context, particu-
larly for extracted head entities that have been de-
contextualized. kogito leverages a model-based
approach (Gao et al., 2022) to filter out irrelevant
commonsense generations. While other works re-
implement pipelines for performing these steps,
kogito offers an all-in-one solution.

3 kogito: A Pipeline for Commonsense
Inference

kogito is a pipeline for commonsense inference
from text and supports various steps to specialize
and customize inference behaviour. At full func-
tionality, given a text input, kogito extracts rel-
evant knowledge heads from textual inputs, and
matches these heads to plausible knowledge rela-
tions, thereby constructing an incomplete knowl-
edge graph of (head, relation) prompts. Then, this
partial graph is input to a knowledge model to gen-
erate tails to complete the graph. Finally, these
commonsense inferences (comprised of the head,
relation, and tail) are filtered based on their rele-
vance to the initial context. Below we provide a
simple example of how this module can be used to
generate commonsense inferences for the example
"PersonX becomes a great basketball player":

from kogito.models.bart.comet import COMETBART
from kogito.inference import CommonsenselInference

d model from

HuggingFace

# Run inference

text "PersonX becomes a great basketball player"
kgraph = csi.infer (text, model)

# Save output knowle

kgraph.toiﬁsonl("kgr


https://kogito.readthedocs.io/
https://www.youtube.com/watch?v=rFGzDrLCx00
https://www.youtube.com/watch?v=rFGzDrLCx00
https://kogito.live

The resulting knowledge graph from the code
above contains inferences such as "PersonX needs
to practice a lot" and "PersonX is athletic". Various
parts of this pipeline can be customized and mod-
ified, allowing users to define their own modules.
In the following sections, we discuss kogito’s
core design, as well as the head extraction, relation
matching, and inference filtering components of
the pipeline. More details on these configuration
options can be found in the kogito documentation.

4 Data Representation

To allow for standardization and ease of mainte-
nance, kogito defines an interface to represent
core concepts such as a knowledge tuple, a common-
sense knowledge graph, and a knowledge model.

Commonsense Knowledge Tuple Common-
sense knowledge graphs (Speer and Havasi, 2013;
Hwang et al., 2021) and knowledge models (Bosse-
Iut et al., 2019) typically represent instances of
knowledge as tuples of 3 elements: (head, relation,
tail). The head entity refers to the subject of a
piece of knowledge (e.g., objects such as hammer;
events such as "PersonX becomes a great basket-
ball player"). A relation provides an implicit ques-
tion about the head (e.g., CapableOf — what is
this head entity capable of?; xNeed — What does
PersonX need before this event occurs?). Finally,
tail entities provide an answer option (among po-
tentially many) to the relation with respect to the
head (e.g., put nail in wood, to practice hard). We
often refer to the tail as the commonsense inference
about the head.

Following this convention, we define a class with
these elements and an additional two classes for
knowledge head and relation representation. While
knowledge heads and tails can be arbitrary text, we
use predefined relations from the ATOMIC2020
(Hwang et al., 2021) and ConceptNet (Speer and
Havasi, 2013) knowledge graphs.’ Below is an
example of defining a knowledge tuple in kogito:

from kogito.core.head import KnowledgeHead
from kogito.core.knowledge import Knowledge
from kogito.core.relation import X_NEED

head = KnowledgeHead ("PersonX becomes a great

"basketball player")
kg = Knowledge (head=head, relation=X_NEED,
tails=["practice hard"])

Knowledge Graph In addition to individual
knowledge tuples, we also define a knowledge

kogito also supports defining new custom relations and
using them to generate commonsense inferences (§8)
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graph as a collection of knowledge tuples. In
kogito, a knowledge graph serves as the stan-
dardized input object to (and output from) knowl-
edge models, and has a simple API to manipulate
knowledge instances collectively. In particular, a
knowledge graph can be used to easily iterate over,
read, and write a collection of knowledge instances
to and from various files, and perform set-like oper-
ations on multiple knowledge graphs. These opera-
tions require a notion of equality, so we define two
knowledge instances to be equal if they have the
same head, relation and tail. Below is an example
of defining and manipulating knowledge graphs:

from kogito.core.knowledge import KnowledgeGraph

# Read from csv
kgraphl = KnowledgeGraph
.from_csv("sample_graphl.csv",
sep="|", header=None)

# Read from jsonl (list
kgraph2 = KnowledgeGraph
.from_jsonl ("sample_graph2.jsonl",
head_attr="source",
relation_attr="rel",
tails_attr="targets")

of json objects)

I.union (kgraphZ2)

= kgraphl + kgraph2

tersection (kgraphZ2)

kgraphl & kgraph2

fference (kgraph2)

kgraphl - kgraph2

# Write to jsonl

kgraph3.to_jsonl ("sample_graph3.jsonl")

Knowledge Model Knowledge models concep-
tually accept as input a (head, relation) pair and
output an inferred knowledge tail. However, these
models can sometimes expect a subtly different for-
mats for these inputs and outputs. To increase the
extensibility and interoperability of our tool, so that
users can easily substitute one knowledge model
for another, we define a model-agnostic abstraction
over possible types of knowledge models. Conse-
quently, knowledge models inherit from an abstract
interface that defines core abstract methods, which
users can implement to port new knowledge mod-
els into kogito. The knowledge model interface
provides methods to train, generate from, evaluate
these models, as well as save and load them. The
input dataset for training, generating, or evaluat-
ing is given as a knowledge graph and the output
dataset (in the case of generation) is returned as a
knowledge graph.

kogito currently offers the following knowl-
edge models: COMET-BART and COMET-GPT2



from Hwang et al. (2021), GPT2-zeroshot (Rad-
ford et al., 2019), and GPT3-zeroshot (Brown et al.,
2020). Pre-trained COMET models can be loaded
either from HuggingFace® by name or from local
disk by model path. The GPT-3 model requires
an API key. Each model method supports cus-
tomization of various model-specific hyperparame-
ters. kogito currently evaluates models using the
following metrics: BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Lavie and Agar-
wal, 2007), CIDEr (Vedantam et al., 2015) and
BERTScore (Zhang et al., 2019).

Pipeline Design In the following sections, we
discuss the head extraction, relation matching, and
inference filtering components of this pipeline. We
note that we provide a “dry-run” mode which al-
lows for faster iteration on head extraction and
relation matching by skipping the inference gener-
ation portion of kogito’s pipeline. More details
on these configuration options can be found in the
kogito docs.

5 Head Extraction

Head extraction refers to finding relevant chunks
of a text in a sequence that can serve as knowledge
heads (i.e., the concepts commonsense inferences
should be generated about). For example, given
a text input "PersonX becomes a great basketball
player", we might be interested in generating infer-
ences for the full sentence, but also about entities
such as "basketball player", "basketball", or poten-
tially "become player". For different applications,
different sets of head entities might be appropriate
for generating inferences. Consequently, kogito
allows the user to customize this behaviour and
define arbitrary head extraction methods.’

At the same time, by default, kogito comes
with a few standard head extraction methods. These
built-in methods segment sentences, and then ex-
tract noun phrases (NP) and verb phrases (VP) us-
ing dependency parses produced from spaCy.® Ex-
tracted heads are deduplicated using string match-
ing and passed onto the next stage of the pipeline,
relation matching. We note that the head extraction
stage itself is optional and the user can also provide
a dedicated list of heads to kogito, which would
replace the pre-processing of head entities.

®https://huggingface.co/models
"https://tinyurl.com/head-extraction
$https://spacy.io/
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6 Relation Matching

Not all relations that a knowledge model is trained
with will be relevant to each extracted head. For ex-
ample, a head entity, "hammer", would ideally be
match to a relation such as At Locat ion, while
a relation such as xWants (i.e., what does this
head entity want) would not be matched. Similarly,
"PersonX becomes a basketball player" might be
matched to a relation such as xIntent (i.e., what
is the intent of the main persona in the head entity),
while a relation such as UsedFor (i.e., what is
the head entity used for) would yield an incoher-
ent inference. In this next stage, kogito matches
relations to the given head input so that the result-
ing (head, relation) pair constitutes a sensible and
plausible prompt for the knowledge model.
kogito supports relation matching as a pre-
processing step before generating inferences. Suit-
able relation matches may be subjective depending
on the use case, so kogito supports specifying
subsets of relations and creation of custom relation
matching modules developed by the user.’

In addition, kogito also provides native rela-
tion matching algorithms. These relation matchers
follow the categorization of relations set out by
Hwang et al. (2021), where relations were mapped
into three categories: Physical, Social and Event
types. Following this standard, we design relation
matchers that identify a given head with whether
it should be connected to the Physical, Social or
Event categories, and match all relations in these
categories to the head entity. Below, we describe
three relation matching methods provided as part
of kogito’s core library:

Base Matcher Every relation defined for a
knowledge graph is matched to the head entities.
This matcher is particularly useful if the user pre-
defines a set of acceptable known relations or if
they define new relations for their use case (§8).

Heuristic matcher The heuristic relation
matcher matches extracted head entities that are
noun phrases to ATOMIC2020 Physical relations
and extracted head entities that are sentences or
verb phrases to Social and Event relations. In our
example, "PersonX becomes a great basketball
player”, an extracted verb phrase such as "become
player" would be matched to the Social and
Event relations, while the extracted noun phrase

‘https://tinyurl.com/relation-matching
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Dataset nirgin Ntest Overlap

Original 36,940 6,559 0.80/0.81
D, 40395 1,192 0.30/0.36
Dy 40,516 1,071 0.20/0.27
Dy 40,777 810 0.00/0.11

Table 1: Summary of Relation Matching datasets. The
overlap column reports the degree of overlap with /
without stopwords included.

"basketball player” would be matched to the
Physical relations.

6.1 Model-based relation matching

The above matchers do not consider the semantic
meaning of the head entities when matching them
to relations. We also define model-based matchers
that learn which heads and relations would be good
matches. Relation matching is modeled as a clas-
sification problem. A head entity is given as input,
and the model must determine the relation groups
that match: Physical, Social and Event.

Dataset We use the ATOMIC2020 knowledge
graph to train and evaluate the model-based rela-
tion matchers. First, we construct a dataset where
the inputs are head entities and the label space cor-
responds to the three relation groups. If a head
entity in the knowledge graph is connected to a
relation from a particular group, we treat that re-
lation group as a positive label for the head entity.
As relations from multiple relation groups may be
connected to a head entity, this labeling yields a
multi-label prediction problem.

To evaluate the performance of our relation
matchers (and test their generalization so they may
be applicable to a broad scope of use cases), we
split our dataset into both an in-distribution (ID)
and an out-of-distribution (OOD) evaluation sam-
ple set. For the ID test set, we use the original
ATOMIC2020 development set. For the OOD
test set, we combine the train and test set of
ATOMIC2020 and resplit this joint dataset while
minimizing the word overlap between the train and
test set. More specifically, we prepare 3 sets of
(train, test) splits called Dy, D2 and D4 where n
in D,, is defined as the maximum number of times
a word in a particular test set example can occur
in the training dataset (excluding stopwords). A
bigger n indicates more overlap between these two
sets. In Dy, the test set does not have any overlap-

Split Head Entity Labels
Train PersonX acts funny event, social
Train accordion physical
Train big investment event
Test agenda physical
Test PersonX wreaks havoc event, social
Test  PersonX motivates PersonY social

Table 2: Samples from resplit train and test set Dy

ping non-stopwords with the training set. Finally,
we ensure that the resulting test set is balanced over
each relation group. Table 1 provides the summary
of the constructed datasets and Table 2 lists some
examples from the Dy dataset.

Models We report results for fine-tuned models
using different pretrained embeddings: GloVe (Pen-
nington et al., 2014), BERT (Devlin et al., 2019)
and DistilBERT (Sanh et al., 2019). The GloVe
model uses the technique of Shen et al. (2018) with
average pooling over 100 dimensional GloVe em-
beddings and a projection layer on top. The BERT
and DistilBERT models are finetuned on the task
with a projection layer to predict the label.!” These
models are provided with kogito, and can be
selected to match relations to head inputs.

In Table 3, we report the train, ID test and OOD
test F1 scores for these models using different train-
ing datasets D,,, allowing users to understand their
relative benefits and trade-offs.

7 Inference Filtering

By default, the commonsense inference module
returns all generated tails without any filtering
applied. However, many of these resulting in-
ferences may be irrelevant to the initial context,
particularly for extracted heads that have been de-
contextualized. Given most users may only be in-
terested in relevant subsets of these commonsense
inferences, kogito provides a separate module
to determine the relevance of the given knowledge
tuples with respect to the initial context from which
it was extracted. In our running example, "Per-
sonX becomes a great basketball player", an ex-
tracted head entity "player” may yield contextually-
irrelevant inferences such as "player plays video
games" and "player is at a soccer match", which

9All models are trained using binary cross-entropy loss
and the Adam optimizer (Kingma and Ba, 2015) for 20 (for
SWEM models) and 3 (for BERT and DistilBERT models)
epochs with a batch size of 64.
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Data Model TrainF1 IDF1 OODF1
Base 0.68 0.82 0.62
Heuristic 0.84 0.80 0.69

Dy GloVe 0.90 0.91 0.82
DistilBERT 0.97 0.91 0.85
BERT 0.97 0.91 0.86
Base 0.68 0.82 0.61
Heuristic 0.84 0.80 0.69

Dy GloVe 0.89 0.90 0.81
DistilBERT 0.97 0.93 0.85
BERT 0.97 0.94 0.86
Base 0.68 0.82 0.63
Heuristic 0.84 0.80 0.73

Dy GloVe 0.89 0.90 0.76
DistilBERT 0.97 0.93 0.84
BERT 0.97 0.91 0.85

Table 3: Relation matcher performance on datasets D,,

would be filtered.

To filter inferences, kogito comes with the off-
the-shelf DeBERTa-based commonsense fact link-
ing model from Gao et al. (2022), which achieved
a state-of-the-art average 72.5% F1 across multiple
benchmarks. However, our setting is different from
the one evaluated in Gao et al. (2022) as we evalu-
ate generated commonsense inferences (rather than
ones from an existing KB) for contextual relevance.
To evaluate how well our method transfers to this
new setting, we perform an expert study on the
performance of the inference filtering model with
respect to the knowledge generated from a knowl-
edge model such as COMET. We randomly select
50 instances from the test split of ROC-ATOMIC
dataset Gao et al. (2022) where each instance is
composed of a context and a fact as a knowledge
tuple (head, relation, tail). We then run the de-
fault kogito inference pipeline (with full head
extraction and heuristic relation matching) on the
heads which produces several inferences per head
instance. We select 100 results randomly from the
output of the previous step and apply our inference
filtering model. Finally, we ask a human expert to
annotate each instance with the true relevance label
of the fact and find that our model achieves a 75%
F1 on the knowledge model generated inferences.
We also offer a modular interface to define and plug
in new filtering models in the future.

8 Defining New Relations

In previous knowledge modeling papers (Bosselut
et al., 2019; Hwang et al., 2021), the set of rela-

tions that can be used in prompts is limited by the
knowledge graph used to to train the knowledge
model (e.g., ATOMIC2020). However, a user may
want to generate inferences for new dimensions of
knowledge, define their own custom relations for
them, and produce commonsense inferences based
on these new properties. However, if there are no
large KGs that use this schema, training a suitable
knowledge model would pose a challenge.

kogito provides this functionality by imple-
menting the approach of West et al. (2022), which
allows a user to prompt large language models for
knowledge using custom relations and has been
shown to generate high-quality knowledge. Specif-
ically, a user defines an instance of a knowledge
relation class, a verbalizer function that describes
how to convert the new relation into a natural lan-
guage prompt (with a head and tail), and an instruc-
tion prompt to GPT-3. At inference time, the user
provides a list of sample knowledge tuples that use
the new relation. These tuples are verbalized using
the verbalizer function and provided to the GPT-3
model along with the instruction prompt. Below,
we illustrate this process with an example where a
new relation, xWishes, which describes person’s
wishes, is defined using the sample code:

from kogito.core.relation import (KnowledgeRelation,
register_relation)

def x_wishes_verbalizer (head,
# x will be ed fro

*xkwargs) :

index = kwargs.get ("index")

index_txt = f"{index}" if index is not None \
else "'
return f"Situation {index_txt}: {head}."
"As a result, PersonX wishes"

X_WISHES = KnowledgeRelation ("xWishes",
verbalizer=x_wishes_verbalizer,
prompt="How does this situation affect"

" each character's wishes?")
register_relation (X_WISHES)

Then, to use this new relation for inference, the
user can provide a sample knowledge graph (i.e.,
a prompt filled with example tuples using this
relation), and a head such as "PersonX makes a
huge mistake" to generate inferences about. Below,
we show how such a sample knowledge graph
could be verbalized into a prompt for GPT-3:
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How does the situation affect the character’s
wishes?

Situation 1: John is at a party. As a result, John
wishes to drink beer and dance

Situation 2: Terry bleeds a lot. As a result, Terry
wishes to see a doctor

Situation 3: Eileen works as a cashier. As a result,
Eileen wishes to be a store manager

Situation 4: James gets dirty. As a result, James
wishes to clean up

Situation 5: Janice stays up all night studying. As
a result, Janice wishes to sleep all day

The result of prompting GPT-3 with the above text
is returned as the generated tail inference for the
given head. Using this approach, users can instanti-
ate a prompt defining a new relation, and use large
language models to produce inferences for it.

9 Conclusion & Future Work

In this system description, we presented kogito,
a toolkit for generating commonsense inferences
for open-world text using knowledge models.
kogito provides a foundational, customizable,
and extensible interface for inference generation
from knowledge models, and supports preprocess-
ing and manipulation utilities such as head extrac-
tion, relation matching, and relation definition.

Future work may include improved head extrac-
tion, such as semantic head extraction (e.g., para-
phrased noun phrase extraction, etc.), new relation
matching methods that more rigorously trade off
performance and latency, support for new knowl-
edge models trained on other knowledge graphs
(e.g., ANION; Jiang et al., 2021), and multimodal
inputs such as images.

Acknowledgements

We thank Silin Gao, Deniz Bayazit, Beatriz Borges,
Antoine Masanet, and other members of the EPFL
NLP lab for their feedback on earlier iterations
of this library. Significant portions of the model
training and evaluation code for this tool have
been adapted from the codebase!! of Hwang et al.
(2021). Antoine Bosselut gratefully acknowledges
the support of Innosuisse under PFFS-21-29, the
EPFL Science Seed Fund, the EPFL Center for

"https://github.com/allenai/
comet—atomic-2020

Imaging, Sony Group Corporation, and the Allen
Institute for AL

Ethical Considerations

kogito is a library that uses knowledge models
such as COMET (Bosselut et al., 2019) to generate
commonsense inferences from text. These knowl-
edge models are seeded with pretrained language
models and subsequently finetuned on knowledge
graphs so that they may generate knowledge in
the structure of the finetuning KG. Consequently,
kogito could reflect harmful behaviors exhibited
by language models and knowledge graphs that
are used to train the knowledge models in its li-
brary. For example, language models have been
shown to encode biases about race, gender, and
many other demographic attributes (Sheng et al.,
2020; Weidinger et al., 2021). They can also gen-
erate toxic outputs when prompted in overt (Wal-
lace et al., 2019), but also seemingly innocuous
(Gehman et al., 2020), ways. We encourage users
of this library to consider the same precautions they
would apply to other language models and methods
that use noisy knowledge sources.
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