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Abstract

We present Vārta, a large-scale multilingual
dataset for headline generation in Indic lan-
guages. This dataset includes 41.8 million
news articles in 14 different Indic languages
(and English), which come from a variety of
high-quality sources. To the best of our knowl-
edge, this is the largest collection of curated
articles for Indic languages currently available.
We use the data collected in a series of exper-
iments to answer important questions related
to Indic NLP and multilinguality research in
general. We show that the dataset is challeng-
ing even for state-of-the-art abstractive mod-
els and that they perform only slightly better
than extractive baselines. Owing to its size,
we also show that the dataset can be used
to pretrain strong language models that out-
perform competitive baselines in both NLU
and NLG benchmarks. The data and models
are available at https://github.com/
rahular/varta.

1 Introduction

Headline generation is a special case of abstrac-
tive summarization where the goal is to create a
brief, often single-sentence ‘summary’ of a news
article. Unlike traditional summaries, which are a
few sentences long and concisely convey the most
important information from an article, a headline
typically highlights one key fact from the article
that is considered to be the most significant. In
recent years, headlines have also been written to
be catchy and increase click-through rates. This
trend has made the task harder, as the lexical over-
lap between headlines and articles is low, while
their compression ratio is high.

There are several datasets available to train and
evaluate headline generation and abstractive sum-
marization models, but they are largely limited
to English (Narayan et al., 2018; Nallapati et al.,

∗ Equal contribution. Corresponding author: Rahul Ara-
likatte (rahul.aralikatte@mila.quebec)

MLSum XLSum Indic- VārtaHeadline

# of langs. 5 44 11 15
# of Indic langs. 0 9 11 14
Headline present 7 3 3 3

Summary present 3 3 7 7
Size of Indic parts 0 165K 1.3M 34.5M

Total size 1.5M 1M 1.3M 41.8M

Table 1: Comparison of existing multilingual headline
generation and summarization datasets with Vārta.

2016; Rush et al., 2015; Völske et al., 2017). Al-
though there have been efforts to create multi-
lingual datasets such as MLSum (Scialom et al.,
2020) and XLSum (Hasan et al., 2021), the rep-
resentation of Indic languages in these datasets is
still minimal.1 As a result, it is challenging to
create good headline generation or summarization
systems for these languages, which are spoken by
approximately one in five people worldwide.

Motivation Indic headline generation is particu-
larly interesting because this family of languages
presents unique challenges. For example, though
most Indic languages are closely related, they use
different scripts which makes transfer learning
harder. Many of the languages are morpholog-
ically rich, making headlines compact and thus
harder to predict. With few exceptions, most
Indic languages are low-resource and are under-
represented in multilingual models, which makes
few-shot learning ineffective. Recent efforts have
shown that language family-specific pretraining
enables better transfer among languages (Dodda-
paneni et al., 2022) and that quality data is re-
quired in large quantities for good downstream per-
formance on text generation tasks like summariza-
tion (Zhang et al., 2020, HugeNews).

Thus, there is a strong need for a multilin-

1The only exception to this is the recently released
headline-generation dataset proposed by Kumar et al.
(2022a). We will compare this with our dataset in §2.
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gual, large-scale, high-quality dataset for Indic lan-
guages. To fill this gap, we introduce Vārta, a
dataset consisting of more than 41 million article-
headline pairs in 15 languages (14 Indic languages
+ English). The data is crawled from DailyHunt, a
popular news aggregator in India that pulls high-
quality articles from multiple trusted and reputed
news publishers. It also covers a wide range of top-
ics such as politics, science, entertainment, sports,
business, etc., which makes the dataset diverse
both in terms of domains and writing styles. Table
1 compares Vārta with other multilingual summa-
rization and headline generation datasets.

Contributions The main contribution of this
work is the Vārta dataset, which we hope will push
the research on headline generation and summa-
rization in Indic languages. We run two sets of
experiments: (i) The first set of experiments deals
only with the task of headline generation under
different training and evaluation settings. By an-
alyzing the results of these experiments, we an-
swer several important research questions related
to text generation from an Indic perspective. (ii)
Owing to the size and multilingual nature of Vārta,
the second set of experiments treats the dataset
as a pretraining corpus. We pretrain a BERT-
style encoder-only model and a T5-style encoder-
decoder model and show that the models outper-
form strong baselines on IndicXTREME (Dodda-
paneni et al., 2022) and IndicNLG (Kumar et al.,
2022b) benchmarks, respectively. Finally, we re-
lease the data and the pretrained models so that
the community can build on top of our research.

2 Related Work

English Data There have been several proposed
datasets for the generation of English headlines
and other similar tasks. The DUC 2003 and
2004 datasets, which contain 500 and 624 article-
headline pairs from the Associated Press and New
York Times, respectively, were among the first
to be released. Rush et al. (2015) introduced a
dataset based on the Gigaword corpus (Napoles
et al., 2012), which pairs the first sentence of a
news article with its headline for sentence summa-
rization. This dataset has around 4 million pairs
in total. Other notable datasets from the litera-
ture include XSUM (Narayan et al., 2018) for 1-2
sentence summaries of BBC articles, the Google
dataset for sentence compression (Filippova and
Altun, 2013), and the TLDR corpus (Völske et al.,

2017) for summarizing Reddit posts.

Multilingual Data The Columbia Newsblaster
(Evans et al., 2004) was one of the first datasets
to include multilingual data for summarization. It
includes around 500 news articles in English, Rus-
sian, and Japanese, with annotations for articles,
texts, titles, images, and captions. In recent years,
larger datasets with a greater variety of languages
have been curated. MLSum (Scialom et al., 2020)
comprises 1.5 million pairs of articles and sum-
maries in French, German, Spanish, Russian, and
Turkish. XLSum (Hasan et al., 2021) follows the
format of XSUM and crawls the BBC websites
to obtain 1 million pairs in 44 languages.2 This
dataset also includes the headlines of the articles,
along with their summaries. Kumar et al. (2022a)
propose a headline generation dataset specifically
for Indic languages, which includes 1.3 million
data points in 11 Indic languages.

Modeling Approaches The task of headline
generation has been approached in several ways
over the years. An early approach was proposed
by Banko et al. (2000), who viewed the task as
a machine translation problem. Subsequently, as
sequence-to-sequence models became more pop-
ular (Rush et al., 2015), many works have used
encoder-decoder architectures to tackle this prob-
lem (Shen et al., 2017). More recently, pretrained
language models such as BART (Lewis et al.,
2020) and T5 (Raffel et al., 2022) have been used
for headline generation and other related tasks
with great success.

3 Data

Vārta contains 41.8 million high-quality news arti-
cles in 14 Indic languages and English. With 34.5
million non-English article-headline pairs, it is the
largest headline-generation dataset of its kind. In
this section, we detail how the dataset is collected
along with the various processing steps involved,
before moving on to some interesting statistics and
analysis of the data. Table 9 in the Appendix show-
cases some randomly selected articles from Vārta.

3.1 DailyHunt

Source DailyHunt is a popular aggregator plat-
form for news in India.3 It curates articles from

2The BBC publishes articles in 44 languages, nine of
which are Indic.

3https://m.dailyhunt.in/
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over 1773 publishers in English and 14 Indic lan-
guages: Assamese, Bhojpuri, Bengali, Gujarati,
Hindi, Kannada, Malayalam, Marathi, Nepali,
Oriya, Punjabi, Tamil, Telugu, and Urdu. We col-
lect all our data from this platform and restrict our-
selves to articles that were published between Jan-
uary 2010 and August 2022.

Data Collection Since DailyHunt does not have
an external facing API, we crawl their website
using Scrapy,4 a Python-based scraping tool that
collects data efficiently without burdening their
servers. To maintain the quality of the collected
data, we: (i) discard articles that are less than 50
words long, (ii) discard articles where an image or
video is prominently placed (since these articles
cannot be understood without the aid of the em-
bedded media), and (iii) discard articles which re-
quire us to navigate to the publisher website to get
the entire text.

Processing We only retain text from the articles
and remove other HTML content like embedded
media, and hyperlinks to other websites. We also
de-duplicate articles by using the headline as the
identifier. We do not use the URLs as identi-
fiers since DailyHunt re-aggregates an article if
the original article text is changed by the publisher.
We find and remove around 7.2 million such ‘stale’
articles, and keep only the latest versions.5

3.2 Statistics

The language-wise sizes of the processed data are
shown in Table 2. To better understand the vari-
ous properties of the dataset, we also compute the
following metrics for each language: (i) the ratio
of novel n-grams between the headline and the ar-
ticle, (ii) the average article and headline lengths,
and (iii) the compression ratio between the head-
line and the article. Additionally, we also report
the number of distinct words (‘Vocab Size’ in Ta-
ble 2), and the number of publishers (‘Domain
Count’ in Table 2) for each language.

Novel n-grams The ratio of novel n-grams be-
tween a headline and its article text is a proxy
for the abstractiveness of the headline, with higher
values indicating more abstract headlines. Across
languages, 29% and 63% of the unigrams and bi-
grams are unique respectively. In 7 of the 15 lan-

4https://scrapy.org/
5These duplicates themselves form an interesting dataset

of how news articles are edited over time.

guages, the novel unigram ratio exceeds 1/3 indi-
cating a high degree of abstraction and low lexical
overlap.

Article and Headline lengths On average,
Vārta articles have 17 sentences, and the headlines
have just over one sentence. A typical article sen-
tence contains about 18 words, and a headline sen-
tence contains 11 words. This indicates that the
headlines in our dataset are usually 39% smaller
than the average sentence in an article. This gives
us an idea about the extreme nature of summariza-
tion in the dataset.

Compression Ratio The ratio between the num-
ber of tokens in the headline and the article gives
a sense of the conciseness of the headline, with
lower values indicating more concise headlines.
Overall, Vārta has a compression ratio of 5.72%,
with English and Assamese headlines being the
most and least concise respectively.

3.3 Extractive Baselines

We evaluate two extractive summarization meth-
ods on the data to see how far we can get by only
selecting a sentence from the article as the head-
line: (i) Lead-1: choose the first sentence of the
article as the headline. This can be seen as a
strong performance lower bound (Nenkova, 2005),
and (ii) Extractive Oracle: choose a sentence from
the article which gives the highest ROUGE score
with respect to the gold headline. This provides
an upper bound for extractive models (Nallapati
et al., 2017). We report the language-wise ROUGE-
L scores in Table 2 with more detailed numbers in
Table 8 of the Appendix.

3.4 Data Splits

From every language, we randomly sample 10,000
articles each for validation and testing. We also en-
sure that at least 80% of a language’s data is avail-
able for training. Therefore, if a language has less
than 100,000 articles, we restrict its validation and
test splits to 10% of its size. Table 7 in the Ap-
pendix shows the splits for each language.

Since this training set has more than 41 mil-
lion articles, performing experiments and abla-
tions will be compute- and time-intensive. There-
fore, we create a SMALL training set by limiting
the number of articles from each language to 100K.
This SMALL training set with a size of 1.3M is
used in all our fine-tuning experiments.
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Lang. Size Domain Vocab Ratio of novel n-grams (%) CR |article| |headline| Lead-1 Ext Or.
Count Size 1-gram 2-gram 3-gram 4-gram (%) Tok. Sent. Tok. Sent.

as 87.5K 20 964K 33.59 60.67 72.76 78.16 8.01 207.79 12.05 11.76 1.1 18.41 35.57
bh 1.56K 2 62.1K 23.61 58.56 74.08 80.03 5.37 446.08 23.07 14.31 1.03 27.11 35.26
bn 2.25M 155 6.00M 33.65 67.55 80.71 85.58 5.22 290.9 21.58 12.15 1.19 20.2 35.62
en 7.27M 488 17.9M 28.98 65.23 81.18 87.43 4.15 467.94 17.92 14.21 1.05 23.78 32.83
gu 2.00M 105 7.49M 33.69 67.9 80.78 86.18 5.52 325.94 17.74 13.83 1.1 14.59 30.55
hi 14.4M 413 19.1M 19.58 57.84 76.06 84.95 5.06 375.93 17.59 15.51 1.03 17.71 35.85
kn 1.47M 74 8.44M 34.83 68.43 82.63 87.35 6.2 233.41 16.97 10.29 1.12 19.36 32.4
ml 3.47M 136 20.6M 30.62 59.3 72.12 76.14 7.28 178.02 14.8 10.04 1.07 32.41 42.07
mr 2.67M 159 10.1M 33.8 67.99 81.51 86.44 4.6 321.77 20.77 11.94 1.15 14.53 31.33
ne 32.5K 2 435K 26.37 62.97 79.89 88.37 4.99 253.17 16.06 9.45 1.01 4.25 36.38
or 1.09M 59 3.43M 28.75 64.3 78.96 84.07 6.12 214.66 14.49 10.26 1.06 21.52 35.89
pa 842K 32 2.10M 20.16 57.1 73.95 82.42 5.81 328.87 12.26 14.62 1.03 22.24 31.75
ta 2.64M 120 10.0M 36.21 67.63 81.58 86.59 7.18 210.73 14.94 11.43 1.64 23.77 34.23
te 3.27M 113 13.4M 37.94 71.22 82.2 79.8 5.13 238.62 19.04 9.17 1.25 16.67 30.31
ur 303K 21 1.56M 15.2 47.67 66.08 76.23 5.08 442.61 15.51 14.29 1.08 25.91 35.08

Avg. - - - 29.13 62.96 77.63 83.32 5.72 302.43 16.99 12.22 1.13 20.16 34.34

Table 2: Statistics and extractive baseline results on Vārta. CR and Ext Or. stand for the Compression Ratio and
Extractive Oracle, respectively. Only ROUGE-L F1-scores are reported for Lead-1 and Extractive Oracle; see Table
8 in the Appendix for ROUGE-1 and ROUGE-2 scores.

4 Experiments

Rather than trying to squeeze optimal performance
from models, the aim of our experiments is to per-
form a detailed study of how different training set-
tings affect model behavior. In this section, we
first present a list of research questions that our ex-
periments try to answer. We then provide a brief
overview of the models used in the experiments.
Lastly, we describe the different training and evalu-
ation configurations of our experiments before pre-
senting our findings in §5.

4.1 Research Questions
RQ1: What is the best bridge language?
A bridge or pivot language is an intermediary for
transferring knowledge learned by training in one
language to others. English is commonly used as
the bridge language in literature. We test if En-
glish is indeed the best bridge language in our data,
or if can we use Hindi since it is typologically sim-
ilar to other languages in Vārta.

RQ2: Are different scripts a hindrance?
Vārta contains languages with 11 unique scripts.
Can we have a better transfer if we use a single
script during fine-tuning? Which script would help
the most? Why?

RQ3: Which setup performs the best?
We can finetune models under different settings
with different data configurations. Which of them
would give us the best result? What is required for

effective transfer? Does training language-family-
specific models give us an advantage over massive
multilinguality?

RQ4: Can Vārta be used for pretraining?
The objective of this work is to curate a high-
quality dataset for headline generation in Indic lan-
guages. Upon realization that the final dataset size
is comparable to existing pretraining corpora for
Indic languages, we decided to compare the down-
stream performance of models pretrained on Vārta
against those pretrained on similar corpora. There-
fore, we ask the following questions: Can Vārta
be used to pretrain both NLU and NLG models?
If yes, are they competitive? Can our finetuned
models generalize to other similar tasks, like ab-
stractive summarization?

4.2 Models

mT5 introduced by Xue et al. (2021), it is the
multilingual variant of T5 (Raffel et al., 2022). It is
pretrained on the mC4 corpus, comprising 101 lan-
guages. The pretraining objective of mT5 is “span-
corruption” which is generating spans of text that
are masked in the input.

mBERT-seq2seq uses a multilingual variant
of BERT (Devlin et al., 2019) pretrained on
Wikipedia, on a total of 104 languages.6 Since
BERT is an encoder-only model trained on

6It should be noted that both mT5 and mBERT are not
pretrained on 3 Vārta languages: as, bh, and or.
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masked language modeling, it cannot be used
directly for generation. However, Rothe et al.
(2020) show that initializing encoder-decoder
models with pretrained encoder-only or decoder-
only checkpoints or “warm-starting”, yields com-
petitive results in multiple sequence-to-sequence
tasks. We warm-start both the encoder and de-
coder of our model with mBERT weights and the
encoder-decoder attention weights are initialized
randomly.7 We denote this model as just mBERT
from here on.

Another reason for choosing such a model con-
figuration as a baseline is that we can compare
and contrast how models learn when their encoder-
decoder attention weights are (not) initialized
from pretrained weights. Aralikatte et al. (2021)
show models with randomly initialized encoder-
decoder attention learn data characteristics much
better than their pre-initialized counterparts.

Vārta-T5 In the pretraining corpus used for
mT5 and mBERT, the size of the Indic languages
we are interested in, is relatively small. Previ-
ous works have shown that such underrepresented
languages in massively multilingual models suffer
due to a lack of model capacity (Khanuja et al.,
2022), and poor transfer (Ponti et al., 2021, Sec-
tion 2), and that pretraining only on a group of
closely related languages results in better down-
stream performance (Doddapaneni et al., 2022).
Therefore, we use the full training set from Vārta
to pretrain a T5 model from scratch.

We use span corruption and gap-sentence gener-
ation as the pretraining objectives. Both objectives
are sampled uniformly during pretraining. Span
corruption is similar to masked language model-
ing except that instead of masking random tokens,
we mask spans of tokens with an average length
of 3. In gap-sentence prediction, whole sentences
are masked instead of spans. We follow the origi-
nal work (Zhang et al., 2020), and select sentences
based on their ‘importance’. ROUGE-1 F1-score
between the sentence and the document is used
as a proxy for importance. We use 0.15 and 0.2
as the masking ratios for span corruption and gap-
sentence generation, respectively.

We use a standard T5-base architecture with
12 encoder and decoder layers, and 12 atten-
tion heads. Since data sizes across languages in

7We do not share parameters between the encoder and de-
coder since early experiments showed that sharing parameters
slightly hurt performance.

Vārta vary from 1.5K (Bhojpuri) to 14.4M articles
(Hindi), we use standard temperature-based sam-
pling to upsample data when necessary.8 For other
training details, see Appendix A.3.

4.3 Finetuning and Evaluation settings

To answer the questions posed in §4.1, we per-
form a series of experiments. First, we finetune
each model described in §4.2 on Vārta in five set-
tings: (i) en: finetune only on English data from
the SMALL training set, and evaluate on all lan-
guage test sets in original scripts. (ii) hi: finetune
only on Hindi data from the SMALL training set,
and evaluate on all language test sets in original
scripts. (iii) latin: finetune on the SMALL train-
ing set transliterated to Latin (English) script, and
evaluate on all language test sets transliterated to
Latin script.9 (iv) dvn.: finetune on the SMALL

training set transliterated to Devanagari script, and
evaluate on all language test sets transliterated to
Devanagari script.10 (v) all: finetune on all lan-
guages of the SMALL training set, and evaluate on
all language test sets, in their original scripts.

Next, to assess the generalizability of our pre-
trained model, we conduct the following two ex-
periments on the Vārta-T5 model: (i) evalaute on
the XL-Sum dataset (Hasan et al., 2021). XL-Sum
is particularly useful as it contains article-headline-
summary triplets, which allows for the evaluation
of both headline generation and abstractive sum-
marization tasks. We evaluate the best models
from the previous set of experiments in a zero-
shot setting. (ii) To determine the generalizability
of Vārta-T5 on text generation tasks, we evaluate
the model on the IndicNLG benchmark (Kumar
et al., 2022b) which contains five diverse genera-
tion tasks in 11 Indic languages.

Finally, to determine if Vārta can be used to
train good NLU models, we train Vārta-BERT,
an encoder-only model trained with the masked
language modeling objective and evaluated on In-
dicXTREME (Doddapaneni et al., 2022), a zero-
shot cross-lingual NLU benchmark for Indic lan-
guages consisting of nine tasks in 18 languages.

8We use α = 0.7.
9We use the IndicTrans (Bhat et al., 2015) and IndicNLP

(Kunchukuttan, 2020) libraries to transliterate text to English
and Devanagari respectively. For Urdu, we use IndicTrans in
both cases. Though Bhojpuri uses Devanagari, we ignore it
while performing the unified script experiments since it does
not have a good transliteration system.

10We denote latin (dvn.) model as English (Devanagari)
‘unified model’ since it is trained on a single, unified script.
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Model as bh bn en gu hi kn ml mr ne or pa ta te ur Avg.
m

B
E

R
T

en 1.24 2.82 1.92 39.14 1.70 4.44 2.73 1.75 2.88 2.29 0.35 2.44 2.04 3.42 2.75 4.79
hi 1.41 29.86 1.35 15.50 1.35 39.89 1.35 1.01 19.35 29.74 0.26 1.89 1.07 2.36 2.17 9.90

latin 28.04 - 24.92 34.89 21.15 28.98 28.10 35.52 21.53 31.14 28.08 32.52 27.36 24.20 35.72 28.72
dvn. 30.66 - 28.24 39.37 24.88 34.55 32.09 37.13 26.91 38.80 33.29 37.48 30.77 27.40 40.62 33.01

all 32.98 37.20 33.68 41.36 26.81 36.89 35.50 39.88 29.29 41.55 1.24 40.60 36.25 30.21 43.82 33.82

m
T

5

en 24.19 29.01 27.73 43.20 21.66 30.65 28.83 37.08 22.06 31.98 24.92 32.03 28.84 23.18 34.87 29.35
hi 22.84 27.20 25.81 29.68 15.99 30.74 25.63 34.79 20.96 31.60 25.88 22.71 26.36 20.08 22.86 25.54

latin 34.02 - 29.34 41.53 26.43 34.90 33.45 39.81 27.31 38.11 34.81 39.27 32.54 27.49 41.81 34.34
dvn. 32.69 - 29.42 41.77 26.65 36.75 34.28 39.65 29.56 41.39 35.50 39.66 32.09 28.25 42.53 35.01

all 36.14 36.15 33.70 42.06 27.40 37.25 37.80 43.62 30.09 41.68 33.08 40.69 37.44 32.49 43.69 36.88

V
ār

ta
-T

5

en 32.48 20.09 32.17 43.79 26.75 33.90 33.35 39.73 25.61 27.60 33.45 35.38 31.75 26.27 36.59 31.93
hi 29.26 29.26 33.35 38.13 28.53 40.11 35.06 41.74 29.62 34.40 35.99 40.09 33.19 28.76 41.67 34.61

latin 32.81 - 29.56 43.62 26.04 35.17 33.32 39.68 27.25 38.41 34.62 39.82 32.34 27.54 41.86 34.43
dvn. 33.99 - 30.33 43.82 28.14 40.06 35.01 38.93 33.72 44.50 36.38 40.82 31.85 28.92 44.40 36.49

all 41.21 39.17 37.10 43.87 32.00 40.29 41.13 45.16 34.60 44.63 40.56 44.13 39.91 36.69 46.66 40.48

Table 3: Headline generation results for the three baseline models trained in all five data settings: English only
(en), Hindi only (hi), Latin transliterated data (latin), Devanagari transliterated data (dvn.), and original script data
(all). Only ROUGE-L scores are shown here. See Appendix A.1 for more details.

5 Results

5.1 Headline Generation Results
The ROUGE-L scores for each of the three models
in all five settings can be found in Table 3. Overall,
Vārta-T5 finetuned in the all setting performs the
best with an average ROUGE-L of 40.48. Although
better, it is just six points above the Extractive Or-
acle baseline. This indicates the difficulty of the
Vārta dataset, and that there is much room for im-
provement even among state-of-the-art models.

5.1.1 mBERT Observations
On average, mBERT has inferior performance
compared to other models, which is expected due
to it having to learn a fraction of its parameters
from scratch. However, when trained on the De-
vanagari and original scripts, mBERT either out-
performs or is comparable to the other models in
Bhojpuri and Hindi (both use Devanagari script).
It also achieves comparable results to mT5 (with a
margin of 0.5 ROUGE-L or less) in five languages
when trained on the original script data. But when
trained only on English and Hindi data, the model
is unable to transfer anything meaningful to other
languages, showing that warm starting is not effec-
tive in zero-shot cross-lingual settings. This effect
is particularly visible in the case of Oriya, which
does not share its script with any other language in
the dataset, and on which the model has not been
pretrained.

However, we observe that when trained only on
Hindi data, the model demonstrates faster learning
and better transfer capabilities than when trained

only on English. This might be because (i) 4/15
languages in the dataset use the Devanagari script,
which is also used by Hindi, and (ii) Hindi is
closely related to the other languages in the dataset.
This suggests that Hindi might be a better bridge
language for Vārta than English. This hypothesis
is further supported by the fact that the Devanagari
unified model (dvn.) performs significantly better
than the Latin unified model.

5.1.2 mT5 Observations

Finetuning on Original Scripts The model per-
forms the best in this setting, which is expected
since it is pretrained on 12 out of 15 languages in
the dataset. More importantly, it performs much
better than mBERT in Assamese, Bhojpuri, and
Oriya, the only three languages both models have
not seen during pretraining. This indicates bet-
ter intra-script and inter-script zero-shot transfer
in mT5 (Assamese shares its script with Bengali,
and Bhojpuri with Hindi, but Oriya is unique).

Bridge Language We find that the mT5 model
fine-tuned only on English data demonstrates an
average improvement of 3.81 ROUGE-L points
over the model fine-tuned only on Hindi. This
difference in performance can potentially be at-
tributed to the fact that English is the model’s
largest pretraining language, and it also has the
highest share in the vocabulary of the model. Fur-
ther analysis of the Vārta-T5 model will support
this hypothesis.
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Lang.
Head. Gen. Abs. Sum.

mT5 V-T5 mT5 V-T5

bn 22.32 27.02 16.12 17.68
en 19.32 21.41 13.24 14.80
gu 14.22 17.72 10.73 12.68
hi 19.13 23.34 18.87 22.04

mr 16.63 20.65 9.3 10.85
ne 15.81 20.14 9.94 12.84
pa 19.15 23.45 15.88 18.19
ta 19.03 22.88 12.55 14.64
te 19.32 22.04 11.14 13.02
ur 20.15 24.53 19.05 21.24

avg. 18.51 22.32 13.68 15.80

Table 4: Zero-shot results on XL-Sum headline genera-
tion and abstractive summarization tasks. Only ROUGE-
L scores are shown here. See Table 13 in the Appendix
for more details.

Unified Script On average, the Devanagari uni-
fied model demonstrates better performance, with
an improvement of 0.67 ROUGE-L, when com-
pared to the Latin unified model. Although the per-
formance of the two models is similar for the ma-
jority of languages, the Devanagari model shows
significant improvement on Marathi, Nepali, and
Hindi, all of which also use the Devanagari script.
This observation of improved transfer across lan-
guages that share a script is a recurrent theme
across models and settings. However, it is note-
worthy that the Latin model performed better on
Assamese and Tamil.

5.1.3 Vārta-T5 observations
Finetuning on Original Scripts Vārta-T5 fine-
tuned in this setting has the highest performance
among all models, with a ROUGE-L score of 40.48.
This result is expected, as it is pretrained on the
same data and one of its pretraining objectives
(gap-sentence generation) is almost equivalent to
generating sentences that the Extractive Oracle
would extract.

Bridge Language We see that the model fine-
tuned only on Hindi outperforms the model fine-
tuned only on English by a margin of 2.68 ROUGE-
L points. This supports our previous hypothesis
that the language with the largest pretraining data
is the most effective bridge language. In addition
to being the largest language with the largest vo-
cabulary share, Hindi also shares its script with

three other languages in the dataset and is typolog-
ically similar to the majority of other languages in
the dataset. This should ideally make the Hindi-
only models significantly better than the English-
only models. However, we should note that En-
glish is the second biggest language in Vārta with
7.2M articles (half the size of Hindi), and therefore
the difference in performance between English-
only and Hindi-only models, or Latin unified and
Devanagari unified models is not as significant as
expected.

Unified Script On average, the Devanagari uni-
fied model is 2.06 ROUGE-L points better than the
Latin unified model. The Devanagari model per-
forms much better on Gujarati, Hindi, Marathi,
Nepali, and Urdu, with improvements of more
than 2 ROUGE-L points.11 In general, all Indo-
European languages see improvements with the
Devanagari unified model. However, such a claim
cannot be made for Dravidian languages. While
Kannada and Telugu see improvements, we see a
performance drop in Malayalam and Telugu.12

5.2 Generalization Results

We see that the models pretrained on Vārta con-
sistently outperform strong baselines and often
by significant margins. We argue (particularly
in §5.2.2) that Vārta is a good resource for pre-
training large language models on Indic languages,
especially since it has data from diverse, high-
quality sources.

5.2.1 XL-Sum

To test the generalizability of our models on other
datasets and tasks, we evaluate models finetuned
on Vārta on the Indic subset of the XL-Sum
dataset (Hasan et al., 2021), for both abstractive
summarization and headline generation. We se-
lect the best mT5 and Vārta-T5 models obtained
previously and evaluate them on nine Indic lan-
guages and English, without any additional fine-
tuning. The results are shown in Table 4. We
find that Vārta-T5 consistently outperforms mT5
on all languages in both tasks. On average, we see
a gain of around 2 ROUGE-L points on abstractive
summarization and 4 ROUGE-L points on headline
generation respectively.

11Hindi, Marathi, and Nepali use the Devanagari script.
12Surprisingly, we do not see this drop in mT5 models

where English is the dominant pretraining language.
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Task
IndicCorp

Vārta
v2 v1

Sentiment 90.2 85.7 87.6
NLI 73.0 66.4 73.6

COPA 62.7 52.4 60.5
XPara 56.9 49.6 61.9

Intent Clf. 78.8 25.8 78.0
NER 73.2 58.3 65.2

Slot Fill. 56.7 34.4 57.7
QA 48.3 37.6 48.3

Retrieval 69.4 54.9 47.5

Table 5: Results on the nine IndicXTREME tasks. Task
descriptions, metrics, and detailed results can be found
in Appendix D.

5.2.2 Vārta on NLU tasks
To verify if Vārta can be used to train good NLU
models, we use it to pretrain a masked language
model with the BERT-Base architecture. We name
this model Vārta-BERT and more information
about the pretraining can be found in Appendix
A.2. We evaluate our model on the IndicXTREME
benchmark (Doddapaneni et al., 2022) which con-
sists of 9 tasks in 19 Indic languages and English.

We compare our models against two strong
baselines: IndicBERT v1 and v2. These two
BERT-Base models are trained on IndicCorp v1
(Kakwani et al., 2020) and IndicCorp v2 (Dod-
dapaneni et al., 2022), with 8.5B and 20.9B to-
kens respectively. We are mainly interested in the
comparison with IndicBERT v1 since the size of
its pretraining corpus is comparable with that of
Vārta (9B tokens). Table 5 shows the results av-
eraged across languages on the nine tasks. We
see that Vārta-BERT consistently outperforms In-
dicBERT v1 indicating its quality. We should also
note that Vārta-BERT’s performance is not too far
behind IndicBERT v2 even though it is trained
on 11B fewer tokens. In fact, it outperforms In-
dicBERT v2 on three tasks and loses out on three
other tasks by a margin of less than one point.

5.2.3 Vārta on NLG tasks
Finally, we evaluate Vārta-T5 on IndicNLG and
compare its performance against two strong base-
lines: IndicBART (Dabre et al., 2022) and mT5.13

The comparison is presented in Table 6. It is to

13Here we use the original mT5 model trained on the mC4
corpus.

Task
Indic

mT5∗ mT5
Vārta-

BART∗ mT5

Wikibio 53.8 54.6 53.3 54.5
HeadGen. 42.4 45.5 35.0 37.8
SentSum. 54.9 55.1 36.1 32.6
ParaGen. 16.2 7.5 20.5 26.3
QuestGen. 26.6 25.1 25.4 28.5

Table 6: IndicNLG evaluation results. Columns
marked with ∗ are directly taken from Kumar et al.
(2022b). More details on tasks and results can be found
in Appendix E.

be noted that, at the time of writing we could not
independently reproduce all the results presented
in Kumar et al. (2022b). We, therefore, present
the results as originally reported along with the
ones obtained during our experiments. We see that,
overall, Vārta-T5 is the best-performing model in
3 out of 5 tasks. But when compared with the re-
produced results only, it performs better in 4 out
of 5 tasks.

5.3 Key Takeaways

Based on our experiments and analyses, we now
try to answer the research questions posed in §4.1.

RQ1 We find that the largest pretraining lan-
guage typically acts as the best bridge language.
It helps if the language is typologically similar to
other languages and shares a common script with
them. In the case of dataset Vārta, Hindi is the
ideal bridge language as it has all of the above
properties (though it shares a common script with
only three other languages).

RQ2 and RQ3 The performance of the headline
generation models is not negatively impacted by
the variety of scripts. In fact, models fine-tuned in
this setting yield the best results. It is also interest-
ing to note that the transliterated models perform
better than the monolingual models. This sug-
gests that, in general, multilingual training enables
positive transfer among related languages, with or
without the use of their original scripts.

RQ4 We find that Vārta-T5 generalizes well on
other, similar tasks like abstractive summarization.
Vārta-BERT and Vārta-T5 generally perform on
par or better than strong baselines on both NLU
and NLG benchmarks for Indic languages.
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6 Conclusion

In this work, we create Vārta, a large-scale
headline-generation dataset for Indic languages.
We show that this dataset is challenging even for
state-of-the-art text generation models. Utilizing
the size and quality of the dataset, we answer per-
tinent research questions about multilingual mod-
els, from an Indic text generation perspective. We
also show that Vārta can be used as a pretraining
corpus to train strong NLU and NLG models.
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Limitations

This work is mainly dedicated to the curation of
a new multilingual dataset for Indic languages,
many of which are low-resource languages. Dur-
ing data collection, we face several limitations that
can potentially result in ethical concerns. Some of
the important ones are mentioned below:

• Our dataset contains only those articles writ-
ten by DailyHunt’s partner publishers. This
has the potential to result in a bias towards
a particular narrative or ideology that can af-
fect the representativeness and diversity of
the dataset.

• Another limitation is the languages repre-
sented in Vārta. Out of 22 languages with
official status in India, our dataset has only
13. There are 122 major languages spoken
by at least 10,000 people and 159 other lan-
guages which are extremely low-resourced.14

None of these languages are represented in
our dataset.

• We do not perform any kind of debiasing on
Vārta. This means that societal and cultural
biases may exist in the dataset, which can ad-
versely affect the fairness and inclusivity of
the models trained on it.

14https://en.wikipedia.org/wiki/
Languages_of_India

Ethics Statement

The ethical considerations that arise from the lim-
itations of our data collection process are already
detailed in the previous section. In this section, we
discuss the implications of releasing the data, how
we intend to do so in a safe manner, and the license
under which it would be released.

While Vārta has the potential to advance NLP
research for Indic languages,15 it can also be used
in ways not intended by the authors. Since Vārta
can be used to pretrain text generation models, it
can be used to build models that generate hate
speech, fake news, etc.

Since our data is aggregated from different
sources and each source may have different restric-
tions on distributing their data, we only release a
list of URLs pointing to the original articles and
not the articles themselves, which is a standard and
acceptable way of sharing data.16 However, we
provide a sample script that can be used to crawl
the URLs and rebuild Vārta. We release the URL
list under a CC-BY license17 and dedicate it to the
public domain. The released code and models will
have an Apache License 2.0.18

References
Rahul Aralikatte, Shashi Narayan, Joshua Maynez,

Sascha Rothe, and Ryan McDonald. 2021. Focus at-
tention: Promoting faithfulness and diversity in sum-
marization. In Proceedings of the 59th Annual Meet-
ing of the Association for Computational Linguistics
and the 11th International Joint Conference on Nat-
ural Language Processing (Volume 1: Long Papers),
pages 6078–6095, Online. Association for Computa-
tional Linguistics.

Michele Banko, Vibhu Mittal, and M. Witbrock. 2000.
Headline generation based on statistical translation.
In Annual Meeting of the Association for Computa-
tional Linguistics.

Irshad Ahmad Bhat, Vandan Mujadia, Aniruddha Tam-
mewar, Riyaz Ahmad Bhat, and Manish Shrivastava.
2015. Iiit-h system submission for fire2014 shared
task on transliterated search. In Proceedings of the
Forum for Information Retrieval Evaluation, FIRE
’14, pages 48–53, New York, NY, USA. ACM.

15Appendix F has a detailed datasheet describing the ratio-
nale behind the creation of Vārta and other essential informa-
tion.

16Other works like Narayan et al. (2018) also follow this
method for sharing their data.

17https://creativecommons.org/licenses/
by/4.0/

18https://www.apache.org/licenses/
LICENSE-2.0

3476

https://en.wikipedia.org/wiki/Languages_of_India
https://en.wikipedia.org/wiki/Languages_of_India
https://doi.org/10.18653/v1/2021.acl-long.474
https://doi.org/10.18653/v1/2021.acl-long.474
https://doi.org/10.18653/v1/2021.acl-long.474
https://doi.org/10.1145/2824864.2824872
https://doi.org/10.1145/2824864.2824872
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.apache.org/licenses/LICENSE-2.0
https://www.apache.org/licenses/LICENSE-2.0


Raj Dabre, Himani Shrotriya, Anoop Kunchukuttan,
Ratish Puduppully, Mitesh Khapra, and Pratyush Ku-
mar. 2022. IndicBART: A pre-trained model for
indic natural language generation. In Findings of
the Association for Computational Linguistics: ACL
2022, pages 1849–1863, Dublin, Ireland. Associa-
tion for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171–4186, Minneapolis, Minnesota. Associ-
ation for Computational Linguistics.

Sumanth Doddapaneni, Rahul Aralikatte, Gowtham
Ramesh, Shreya Goyal, Mitesh M. Khapra, Anoop
Kunchukuttan, and Pratyush Kumar. 2022. Indicx-
treme: A multi-task benchmark for evaluating indic
languages.

David K Evans, Judith L Klavans, and Kathleen McK-
eown. 2004. Columbia newsblaster: Multilingual
news summarization on the web. In Demonstration
Papers at HLT-NAACL 2004, pages 1–4.

Katja Filippova and Yasemin Altun. 2013. Overcom-
ing the lack of parallel data in sentence compression.
In Proceedings of the 2013 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1481–1491, Seattle, Washington, USA. Association
for Computational Linguistics.

Timnit Gebru, Jamie Morgenstern, Briana Vec-
chione, Jennifer Wortman Vaughan, Hanna M. Wal-
lach, Hal Daumé III, and Kate Crawford. 2018.
Datasheets for datasets. CoRR, abs/1803.09010.

Tahmid Hasan, Abhik Bhattacharjee, Md. Saiful Islam,
Kazi Mubasshir, Yuan-Fang Li, Yong-Bin Kang,
M. Sohel Rahman, and Rifat Shahriyar. 2021. XL-
sum: Large-scale multilingual abstractive summa-
rization for 44 languages. In Findings of the Associ-
ation for Computational Linguistics: ACL-IJCNLP
2021, pages 4693–4703, Online. Association for
Computational Linguistics.

Divyanshu Kakwani, Anoop Kunchukuttan, Satish
Golla, Gokul N.C., Avik Bhattacharyya, Mitesh M.
Khapra, and Pratyush Kumar. 2020. IndicNLPSuite:
Monolingual corpora, evaluation benchmarks and
pre-trained multilingual language models for Indian
languages. In Findings of the Association for Com-
putational Linguistics: EMNLP 2020, pages 4948–
4961, Online. Association for Computational Lin-
guistics.

Simran Khanuja, Sebastian Ruder, and Partha Talukdar.
2022. Evaluating inclusivity, equity, and accessibil-
ity of nlp technology: A case study for indian lan-
guages.

Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj
Dabre, Ratish Puduppully, Anoop Kunchukuttan,
Amogh Mishra, Mitesh M. Khapra, and Pratyush
Kumar. 2022a. Indicnlg benchmark: Multilingual
datasets for diverse nlg tasks in indic languages.

Aman Kumar, Himani Shrotriya, Prachi Sahu, Raj
Dabre, Ratish Puduppully, Anoop Kunchukuttan,
Amogh Mishra, Mitesh M. Khapra, and Pratyush
Kumar. 2022b. Indicnlg benchmark: Multilingual
datasets for diverse nlg tasks in indic languages.

Anoop Kunchukuttan. 2020. The Indic-
NLP Library. https://github.com/
anoopkunchukuttan/indic_nlp_
library/blob/master/docs/indicnlp.
pdf.

Mike Lewis, Yinhan Liu, Naman Goyal, Mar-
jan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Veselin Stoyanov, and Luke Zettlemoyer.
2020. BART: Denoising sequence-to-sequence pre-
training for natural language generation, translation,
and comprehension. In Proceedings of the 58th An-
nual Meeting of the Association for Computational
Linguistics, pages 7871–7880, Online. Association
for Computational Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In International Con-
ference on Learning Representations.

Ramesh Nallapati, Feifei Zhai, and Bowen Zhou. 2017.
Summarunner: A recurrent neural network based se-
quence model for extractive summarization of docu-
ments. In Proceedings of the Thirty-First AAAI Con-
ference on Artificial Intelligence, AAAI’17, page
30753081. AAAI Press.

Ramesh Nallapati, Bowen Zhou, Cicero dos Santos,
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A Implementation Details

A.1 Finetuning on Vārta

For all headline generation experiments, we trun-
cate the input article and output text to 512 and
64 tokens respectively, while keeping the output to
128 tokens in summarization experiments. All set-
tings fine-tune the models for 45K steps using an
early stopping strategy with a patience of 10. We
use NVIDIA RTX8000 GPUs and always main-
tain an effective batch size of 256. We use the
8-bit AdamW optimizer with a learning rate of 5e-
5. We use a linear warmup of 500 steps. During
inference, we use beam search with a beam size of
4, a length penalty of 1.0, and constrain the beam
so that no trigrams are repeated. The quality of the
generated text is evaluated ROUGE F1-scores (Lin,
2004). We use the multilingual ROUGE implemen-
tation by Hasan et al. (2021).

A.2 Pretraining Vārta-BERT

We pretrain the Vārta-BERT using the standard
BERT-Base architecture with 12 encoder layers.
We train with a maximum sequence length of 512
tokens with an embedding dimension of 768. We
use 12 attention heads with feed-forward width of
3072. To support all the 15 languages in Vārta we
use a wordpiece vocabulary of size 128K. In to-
tal, the model has 184M parameters. The model
is trained with AdamW (Loshchilov and Hutter,
2019) optimizer with α = 0.9 and β = 0.98. We
use an initial learning rate of 1e-4 with a warm-up
of 10K steps and linearly decay the learning rate
till the end of training. We train the model for a to-
tal of 1M steps which takes 10 days to finish. We
use an effective batch size of 4096 and train the
model on TPU v3-128 chips.19

A.3 Pretraining Vārta-T5

We pretrain Vārta-T5 using the T5 1.1 base archi-
tecture with 12 encoder and decoder layers. We
train with maximum sequence lengths of 512 and
256 for the encoder and decoder respectively. We
use 12 attention heads with an embedding dimen-
sion of 768 and a feed-forward width of 2048. We
use a 128K sentencepiece vocabulary. In total,
the model has 395M parameters. The model is
trained with Adafactor (Shazeer and Stern, 2018)
optimizer with a warm-up of 10K steps. We use
an initial learning rate of 1e-3 and use square root

19https://cloud.google.com/tpu

decay till we reach 2M steps. We use an effective
batch size of 256 and train the model on TPU v3-8
chips. The model takes 11 days to train.

B Misc. Information

Information about the scripts used by each lan-
guage in Vārta is presented in Table 7. The ta-
ble also contains the sizes of the per-language data
splits. Table 8 contains the full results (ROUGE-1,
ROUGE-2, and ROUGE-L) for the extractive base-
lines. We also show a few random examples of
headline-article pairs from Vārta in Table 9.

C Finetuning Results

We present detailed results of our headline gener-
ation finetuning experiments in Table 10, 11, and
12. For each model (mBERT, mT5, and Vārta-T5),
we present the ROUGE-1, ROUGE-2, and ROUGE-
L F1-scores in all five settings: en, hi, latin, dvn.,
and all.

In Table 13, we present the zero-shot results of
mT5 and Vārta-T5 on both headline generation
and abstractive summarization tasks of the XL-
Sum dataset.

D IndicXTREME Results

IndicXTREME is a cross-lingual benchmark con-
sisting of nine tasks in 18 Indic languages. The
nine tasks are as follows: (i) IndicCOPA: for
commonsense causal reasoning, (ii) IndicQA: for
question-answering, (iii) IndicXParaphrase: for
paraphrase detection, (iv) IndicSentiment: for sen-
timent classification, (v) IndicXNLI: for natural
language inference, (vi) Naamapadam: for named
entity recognition, (vii) MASSIVE: for intent clas-
sification and slot filling (also classification), and
(ix) FLORES: for retrieval using semantic similar-
ity.

Vārta-BERT is compared with two other BERT
models pretrained on IndicCorp v1 and v2 respec-
tively. For each task, we finetune the three models
on English training data and evaluate them on In-
dic languages. For a comprehensive list of training
data, please refer Doddapaneni et al. (2022).

For every task, the per-language results for all
three models are presented in Tables 14, 15, 16,
17, 18, 19, 20, 21, and 22 respectively.

E IndicNLG Results

IndicNLG is a benchmark for evaluating NLG in
11 Indic languages. It consists of five tasks: (i)
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Language Number of articles

Code Name Script Train Test Dev Total

as Assamese Bengali-Assamese 69,966 8,746 8,746 87,458
bh Bhojpuri Devanagari 1,244 156 156 1,556
bn Bengali Bengali-Assamese 2,233,029 10,000 10,000 2,253,029
en English Latin 7,251,226 10,000 10,000 7,271,226
gu Gujarati Gujarati 1,982,243 10,000 10,000 2,002,243
hi Hindi Devanagari 14,420,160 10,000 10,000 14,440,160
kn Kannada Kannada-Telugu 1,446,812 10,000 10,000 1,466,812
ml Malayalam Malayalam 3,447,133 10,000 10,000 3,467,133
mr Marathi Devanagari 2,650,150 10,000 10,000 2,670,150
ne Nepali Devanagari 26,017 3,253 3,253 32,523
or Oriya Oriya 1,072,984 10,000 10,000 1,092,984
pa Punjabi Gurmukh 822,316 10,000 10,000 842,316
ta Tamil Tamil 2,620,616 10,000 10,000 2,640,616
te Telugu Kannada-Telugu 3,254,377 10,000 10,000 3,274,377
ur Urdu Urdu 283,857 10,000 10,000 303,857

Table 7: ISO 639-1 language codes, language names, and their corresponding written scripts, sizes of train, valida-
tion, and test splits for each language in Vārta.

Lang. Lead-1 Lead-2 Ext Or.

R1 R2 RL R1 R2 RL R1 R2 RL

as 20.05 10.21 18.41 18.57 8.99 16.35 38.53 25.12 35.57
bh 31.76 13.58 27.11 28.02 11.49 23.64 40.86 21.27 35.26
bn 22.01 11.3 20.2 20.85 10.04 18.44 39.55 23.05 35.62
en 28.37 12.86 23.78 23.45 10.44 19.25 38.23 20.76 32.83
gu 16.07 6.98 14.59 17.06 7.35 15.11 33.48 18.83 30.55
hi 20.88 9.22 17.71 26.81 11.72 22.12 42.36 23.14 35.85
kn 20.86 9.47 19.36 19.11 8.35 17.34 34.91 19.01 32.4
ml 33.74 19.86 32.41 26.83 14.84 24.88 43.75 28.38 42.07
mr 15.67 6.88 14.53 15.59 6.53 14.15 33.86 18.54 31.33
ne 4.61 1.44 4.25 25.09 12.46 23.35 38.77 21.55 36.38
or 23.28 11.38 21.52 21.36 9.92 19.19 39.1 22.24 35.89
pa 25.53 12.83 22.24 22.54 10.96 19.18 36.63 20.26 31.75
ta 25.36 12.63 23.77 19.27 9.22 17.75 36.65 20.47 34.23
te 17.69 7.52 16.67 14.56 5.9 13.42 32.25 16.72 30.31
ur 29.93 16.01 25.91 23.58 12.4 20.04 39.95 24.31 35.08

Average 22.39 10.81 20.16 21.51 10.04 18.95 37.93 21.57 34.34

Table 8: Lead-1, Lead-2, and Extractive Oracle performance on Vārta test sets.
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Lang. Example

bn Headline: বাংলােদেশর করেতায়ার জল ঢɊেক żািবত েচাপড়ার একািধক Íাম
Article: েচাপড়া, ৩০ জনু (িহ. স.) : àবল বষর্েণ বাংলােদেশর করেতায়ার জল ঢɊেক żািবত েচাপড়া Ƅেকর েবশ কেয়ক-
িট Íােমর কেয়ক হাজার Íামবাসী। এলাকায় েখালা হেয়েছ Ûাণ িশিবর। জানােগেছ, ভারত বাংলােদশ সীমােťর েচাপড়ার
দাসপাড়া ও িঘরিনগঁাও Íাম পঞ্চােয়ত এলাকার অťত ১৫ িট Íাম জলমī হেয় পেড়েছ করেতায়ার জেল। দাসপাড়া Íাম
পঞ্চােয়ত àধান দলুাল মŌল বেলন, একিদেক করেতায়ার জল ঢɊেকেছ, অনয্িদেক বৃȋর জেল বাবুগছ, নজরপুর সহ ৪-৭
িট Íাম জলমī হেয় পেড়েছ। Ƶানীয় ডাĳাপাড়া ও নūীগেছ Ûাণ িশিবর েখালা হেয়েছ। েচাপড়ার িবিডও সমীর মŌল বেলন,
জমা জেল িকছɈ জায়গােত সমসয্া ৈতির হেয়েছ। Ƶানীয় Íাম পঞ্চােয়তগুǬলেক সব িবষেয় েখঁাজ িনেত বলা হেয়েছ। লক্ষীপু-
েরর কাটগঁাও Ưȍ েল িশিবর েখালা হেয়েছ। েসখােন ২৫ জন দগুর্ত আèয় িনেয়েছন। সব জায়গােত Ƅক àশাসেনর নজরদাির
রেয়েছ। িহūƵুান সমাচার / েসানাǬল

en Headline: IPL 2021 Auction: These players may not be bought by any team!
Article: The players’ auction will be held in Chennai on February 18, before the Indian Premier League’s 14th season
is held. All eight franchise teams will be involved in the IPL mini-auction. Today we are going to tell you the list of
some players who are difficult to sell in the auction. Harbhajan Singh 40-year-old spinner Harbhajan Singh did not
play last season of IPL due to some of his personal region. She is no longer in the bowling of Bhajji, so the franchisees
may not include her in their team. Karun Nayar Karun Nair, who failed to reach the 50-run score in the last 10 T20
innings, has also failed in the Syed Mushtaq Ali Trophy. Hardly any team in the IPL auction should include him.
Murali Vijay Chennai Super Kings has released Murali Vijay. In 2016, Murali Vijay scored 453 runs for Kings XI
Punjab. In 2017, he did not get to play a single match while in 2018 he played just one match. In 2019, Murali played
only 3 matches in 2020. So it is difficult to sell them at auction this time. Kedar Jadhav The team has decided to
release Jadhav, who has long been associated with the Chennai team. It seems unlikely that the 35-year-old player will
be interested in this auction.

hi Headline: मलेʺशया ओपन के क्वाटर्रफाइनल में पहुचंी पीवी ʸसधु
Article: कुआलालपंुर, 30 जून (िह.स.)। भारत कɃ स्टार मिहला बडैिंमटन Ǻखलाड़ी पीवी ʸसधु ने गुरुवार को मलेʺशया ओपन टूनार्मेंट
के क्वाटर्र फाइनल में प्रवेश कर Ǻलया ह।ै ʸसधु ने प्री क्वाटर्रफाइनल में थाईलैंड कɃ िफट्टायापोनर् चाइवान के Ǻखलाफ शानदार जीत दजर्
कɃ। उन्होंने चाइवान को 19-21, 21-9, 21-14 से हराकर क्वाटर्र फाइनल में प्रवेश िकया। कोटर् 1 पर खेलते हुए, ʸसधु ने मचै में
थाईलैंड कɃ चाईवान के Ǻखलाफ कड़ी परीक्षा ली। ʸसधु पहला गेम 19-21 से हार गई।ं मचै के दसूरे गेम में ʸसधु ने शानदार वापसी करते
हुए 21-9 से जीत दजर् कɃ और अपने प्र˃तद्वंद्वी पर पूरी तरह हावी रहीं। मचै के तीसरे गेम में दो बार कɃ ओलिंपक पदक िवजेता ʸसधु
ने बढ़त बनाई और 21-14 से मचै जीतकर क्वाटर्र फाइनल में अपना स्थान पक्का िकया। क्वाटर्र फाइनल में ʸसधु का सामना दसूरी
वरीयता प्राप्त ताई जु-˄यग से होगा। बाद में, एचएस प्रणय ने िवश्व के चौथे नबंर के चीनी ताइपे के Ǻखलाड़ी चाउ ˃तएन-चेन को सीधे गेमों
में 21-15, 21-17 से हराकर क्वाटर्र फाइनल में प्रवेश िकया।

te Headline: ఈజ్ ఆఫ్ డూయింగ్ బిజినెస్ లో ఏపీకి అగర్ సాథ్ నం
Article: నూయ్ఢిలీల్ : ఈజ్ ఆఫ్ డూయింగ్ బిజినెస్ (ఈఓడీబీ) లో తెలుగు రాషాట్ లు అదరగొడుత్నాన్యి. బిజినెస్ రిఫార్మ్ యాకష్న్ పాల్ న్ 2020
రాయ్ంకింగ్స్ లో ఆంధర్ పర్ దేశ్ అగర్ సాథ్ నంలో నిలిచింది. ఏడు రాషాట్ లను అగర్ గామిగా కేందర్ ం పర్ కటించగా, ఆంధర్ పర్ దేశ్ కు మొదటి సాథ్ నం దకిక్ంది. గుజరా-
త్, హరాయ్నా, కరాణ్ టక, పంజాబ్ , తెలంగాణ, తమిళనాడు రాషాట్ లు తరావ్తి సాథ్ నాలోల్ నిలిచాయి. కేందర్ ం మొతత్ం 4 కాయ్టగిరీలోల్ రాషాట్ లకు రాయ్ంకులు
ఇచిచ్ంది. ఈజ్ ఆఫ్ డూయింగ్ బిజినెస్ లో 97.89 శాతం సోక్ర్ తో ఏపీ మొదటి సాథ్ నంలో నిలిచింది. కాగా, గుజరాత్ 97.77 శాతం, తమిళనాడు 96.97
శాతం, తెలంగాణ 94.86 శాతంతో రెండో సాథ్ నంలో నిలిచాయి. గతంలో ఎనన్డూ లేని విధంగా ఈసారి కొత త్విధానాలతో కేందర్ ం ఈ రాయ్ంకింగ్ పర్ కిర్ యను
చేపటిట్ ంది. 10,200 మంది పెటుట్ బడిదారులు మరియు వాటాదారుల నుండి ఫీడ్ బాయ్క్ సేకరించబడింది. రెండో జాబితాలో హిమాచల్ పర్ దేశ్, మధయ్పర్ దేశ్,
మహారాషట్ , ఒడిశా, ఉత త్రాఖండ్, ఉతత్రపర్ దేశ్ రాషాట్ లు 80-90 శాతం సోక్ర్ తో ఉనాన్యి. అలాగే అసోం, ఛతీత్స్ గఢ్, గోవా, జారఖ్ ండ్, కేరళ, రాజ-
సాథ్ న్, పశిచ్మ బెంగాల్ రాషాట్ లు 50 నుంచి 80 శాతం సోక్రుతో మూడో జాబితాలో ఉనాన్యి. ఢిలీల్ , బీహార్, ఇతర కేందర్ పాలిత పార్ ంతాలు 50 శాతం
కంటే తకుక్వ సోక్ర్ చేశాయి. 2015 నుంచి కేందర్ ం ఈ రాయ్ంకింగ్స్ పర్ కటిసూత్నే ఉనన్ది. ఈ రాయ్ంకింగ్స్ ను పర్ తి ఏటా పర్ కటిసుత్ండగా.. కరోనా వైరస్
వాయ్పి త్ కారణంగా గత ఏడాది వాయిదా వేసినటుల్ తెలుసుత్నన్ది.

Table 9: Random examples from Vārta.
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Lang. en hi latin dev. all

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

as 1.28 0.47 1.24 1.43 0.85 1.41 29.32 17.75 28.04 32.09 19.22 30.66 34.70 20.85 32.98
bh 3.09 0.66 2.82 34.47 14.84 29.86 - - - - - - 41.96 23.91 37.20
bn 2.00 0.69 1.92 1.37 0.76 1.35 26.60 13.84 24.92 29.82 16.41 28.24 36.32 19.42 33.68
en 43.96 24.15 39.14 16.73 9.04 15.50 39.41 20.93 34.89 43.80 24.94 39.37 46.21 26.81 41.36
gu 1.73 0.45 1.70 1.36 0.45 1.35 22.55 10.31 21.15 26.32 13.01 24.88 28.59 14.24 26.81
hi 4.83 1.38 4.44 45.03 24.80 39.89 32.61 15.52 28.98 38.87 20.12 34.55 41.89 22.07 36.89
kn 2.83 0.70 2.73 1.36 0.47 1.35 29.66 14.67 28.10 33.47 17.20 32.09 37.10 20.02 35.50
ml 1.80 0.40 1.75 1.02 0.30 1.01 36.54 22.89 35.52 38.11 23.28 37.13 41.09 26.17 39.88
mr 2.95 1.12 2.88 20.21 9.43 19.35 22.73 10.16 21.53 28.04 14.15 26.91 30.68 15.79 29.29
ne 2.36 0.25 2.29 31.27 15.41 29.74 32.42 16.25 31.14 40.40 22.70 38.80 43.41 25.39 41.55
or 0.36 0.12 0.35 0.27 0.18 0.26 29.90 15.25 28.08 35.22 18.63 33.29 1.25 0.46 1.24
pa 2.55 0.56 2.44 1.93 0.54 1.89 35.50 19.47 32.52 40.64 23.62 37.48 44.42 26.10 40.60
ta 2.11 0.38 2.04 1.08 0.23 1.07 28.61 14.83 27.36 31.82 16.23 30.77 37.70 21.40 36.25
te 3.49 1.27 3.42 2.38 1.21 2.36 25.02 12.30 24.20 28.34 14.06 27.40 31.18 16.26 30.21
ur 2.92 1.11 2.75 2.21 1.00 2.17 38.97 22.63 35.72 43.75 27.18 40.62 47.39 29.95 43.82

Average 5.22 2.25 4.79 10.81 5.30 9.90 30.70 16.20 28.72 35.05 19.34 33.01 36.26 20.59 33.82

Table 10: Performance of mBERT on Vārta headline generation.

Lang. en hi latin dev. all

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

as 25.78 14.70 24.19 24.29 13.41 22.84 35.97 23.39 34.02 34.60 21.42 32.69 38.76 22.60 36.14
bh 33.43 14.52 29.01 31.97 12.54 27.20 - - - - - - 41.55 22.77 36.15
bn 30.92 15.86 27.73 28.49 14.48 25.81 31.56 17.66 29.34 31.50 17.71 29.42 36.65 20.08 33.70
en 48.43 28.60 43.20 34.89 17.26 29.68 46.84 27.06 41.53 47.16 27.40 41.77 47.45 27.65 42.06
gu 23.24 11.31 21.66 16.91 7.13 15.99 28.57 14.58 26.43 28.65 14.59 26.65 29.44 14.96 27.40
hi 35.62 17.30 30.65 35.62 17.49 30.74 39.68 20.78 34.90 41.99 22.36 36.75 42.55 22.75 37.25
kn 30.60 16.01 28.83 27.42 13.97 25.63 35.12 18.92 33.45 36.03 19.49 34.28 39.60 22.31 37.80
ml 38.77 26.39 37.08 36.68 24.65 34.79 41.65 27.88 39.81 41.32 28.36 39.65 45.45 32.22 43.62
mr 23.40 11.42 22.06 22.40 10.44 20.96 28.87 14.72 27.31 31.19 16.36 29.56 31.71 16.67 30.09
ne 33.71 17.56 31.98 33.72 17.49 31.60 40.15 22.10 38.11 43.63 25.32 41.39 43.86 25.47 41.68
or 26.96 12.58 24.92 27.79 13.21 25.88 37.24 20.77 34.81 37.99 21.17 35.50 35.29 18.94 33.08
pa 35.71 19.73 32.03 24.47 11.00 22.71 43.34 25.51 39.27 43.75 25.74 39.66 44.79 26.65 40.69
ta 30.49 16.35 28.84 28.06 14.56 26.36 34.14 18.82 32.54 33.58 18.27 32.09 39.09 22.54 37.44
te 24.48 12.09 23.18 21.30 9.84 20.08 28.81 14.90 27.49 29.52 15.18 28.25 33.68 18.59 32.49
ur 38.10 22.40 34.87 24.47 10.59 22.86 45.79 28.52 41.81 46.49 29.20 42.53 47.57 30.15 43.69

Average 31.98 17.12 29.35 27.90 13.87 25.54 36.98 21.12 34.34 37.67 21.61 35.01 39.83 22.96 36.88

Table 11: Performance of mT5 on Vārta headline generation.

Lang. en hi latin dev. all

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

as 35.01 22.61 32.48 34.45 15.82 29.26 34.69 21.99 32.81 35.83 22.51 33.99 43.22 29.47 41.21
bh 23.88 9.49 20.09 34.45 15.82 29.26 - - - - - - 44.44 24.98 39.17
bn 35.71 19.32 32.17 36.68 19.97 33.35 31.75 17.78 29.56 32.32 18.34 30.33 40.12 22.65 37.10
en 49.13 29.20 43.79 43.78 24.09 38.13 48.99 28.93 43.62 49.15 29.09 43.82 49.15 29.27 43.87
gu 29.03 15.63 26.75 30.68 16.60 28.53 28.09 14.19 26.04 30.13 15.60 28.14 34.16 18.81 32.00
hi 39.64 20.50 33.90 45.45 25.40 40.11 39.96 21.03 35.17 45.33 25.24 40.06 45.64 25.56 40.29
kn 35.65 19.82 33.35 37.17 20.85 35.06 35.06 18.63 33.32 36.68 19.93 35.01 42.93 25.35 41.13
ml 41.48 28.07 39.73 43.58 29.71 41.74 41.44 27.70 39.68 40.49 26.93 38.93 46.72 32.72 45.16
mr 27.38 14.70 25.61 31.47 17.13 29.62 28.81 14.45 27.25 35.42 19.86 33.72 36.29 20.58 34.60
ne 29.72 14.56 27.60 36.71 19.57 34.40 40.40 22.50 38.41 46.52 27.92 44.50 46.68 27.91 44.63
or 36.46 19.90 33.45 38.68 21.72 35.99 37.04 20.58 34.62 38.79 21.97 36.38 43.09 25.61 40.56
pa 39.80 22.92 35.38 44.12 26.46 40.09 43.87 25.95 39.82 44.78 26.64 40.82 48.19 29.78 44.13
ta 33.77 18.40 31.75 35.08 19.44 33.19 33.91 18.67 32.34 33.35 18.08 31.85 41.56 24.42 39.91
te 27.77 14.86 26.27 30.21 16.60 28.76 28.79 14.59 27.54 30.11 15.77 28.92 37.91 22.34 36.69
ur 40.76 24.82 36.59 45.78 28.80 41.67 45.77 28.49 41.86 48.36 30.84 44.40 50.59 33.04 46.66

Average 35.01 19.65 31.93 37.89 21.20 34.61 37.04 21.11 34.43 39.09 22.77 36.49 43.38 26.17 40.48

Table 12: Performance of Vārta-T5 on Vārta headline generation.
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Headline Generation Abstractive Summarization

Lang. mT5 Vārta-T5 mT5 Vārta-T5

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

bn 24.86 8.89 22.32 29.81 11.19 27.02 18.60 6.18 16.12 20.25 6.90 17.68
en 22.56 6.51 19.32 25.00 7.62 21.41 16.79 3.07 13.24 18.54 3.90 14.80
gu 15.57 4.70 14.22 19.36 6.43 17.72 12.17 3.16 10.73 14.22 4.17 12.68
hi 22.43 6.39 19.13 26.81 8.89 23.34 24.66 6.85 18.87 27.60 9.24 22.04

mr 18.03 7.02 16.63 22.28 9.05 20.65 10.29 3.17 9.30 11.87 3.72 10.85
ne 16.84 4.93 15.81 21.49 7.18 20.14 11.10 2.41 9.94 14.15 3.80 12.84
pa 22.29 7.42 19.15 26.92 10.12 23.45 19.65 6.05 15.88 22.31 7.29 18.19
ta 20.39 8.08 19.03 24.60 10.05 22.88 13.65 4.66 12.55 16.01 5.57 14.64
te 20.90 8.01 19.32 23.85 9.51 22.04 12.24 3.44 11.14 14.27 4.48 13.02
ur 22.34 7.63 20.15 26.87 10.57 24.53 24.04 7.96 19.05 25.74 9.79 21.24

Average 20.62 6.96 18.51 24.70 9.06 22.32 16.32 4.70 13.68 18.50 5.89 15.80

Table 13: Zero-shot performance of the best mT5 and Vārta-T5 models on XL-Sum headline generation and
abstractive summarization.

Corpus as bd bn gu hi kn ml mr or pa ta te ur Avg.

IC v1 90.9 60.2 92.7 91.9 92.2 90.6 90.1 91.9 88.2 90.6 90.6 91.6 52.9 85.7
IC v2 91.4 80.4 91.8 90.5 91.4 90.1 90.3 91.7 90.7 91.6 92.3 91.6 89.0 90.2
Vārta 90.7 50 92.6 90.7 92.7 88.6 90.5 91.7 89.9 90.9 91.9 89.3 89.2 87.6

Table 14: Results on IndicSentiment (IndicXTREME). Metric: Accuracy

Corpus as bn gu hi kn ml mr or pa ta te ur Avg.

IC v1 67.0 70.4 70.4 72.3 69.6 67.5 68.2 69.0 71.1 68.5 68.6 34.0 66.4
IC v2 70.4 74.3 74.4 76.0 73.8 73.9 72.1 72.6 76.2 73.9 72.9 65.7 73.0
Vārta 71.1 75.2 74.8 77.1 74.7 73.7 71.8 73.3 76.2 74.1 73.8 67.0 73.6

Table 15: Results on IndicXNLI (IndicXTREME). Metric: Accuracy

Corpus as bn gom gu hi kn mai ml mr ne

IC v1 54.8 52.0 47.8 53.6 50.8 50.8 47.6 54.2 53.5 53.0
IC v2 61.2 68.8 58.2 63.2 62.4 65.8 61.2 62.6 63.7 63.0
Vārta 64.2 64.0 59.4 65.6 64.6 66.4 55.6 62.6 62.1 60.8

or pa sa sat sd ta te ur Avg.

IC v1 53.8 55.0 47.0 50.6 53.0 54.8 50.8 55.0 52.4
IC v2 62.8 67.0 57.6 48.2 59.2 67.2 65.4 64.8 62.7
Vārta 64.0 61.8 49.2 46.2 51.0 61.6 67.4 60.0 60.5

Table 16: Results on IndicCOPA (IndicXTREME). Metric: Accuracy.

Corpus as bn gu hi kn ml mr or pa te Avg.

IC v1 49.5 49.5 52.6 49.2 48.0 49.1 47.9 49.6 51.2 49.5 49.6
IC v2 57.1 50.1 74.9 50.3 57.9 56.8 54.3 57.2 55.0 55.2 56.9
Vārta 62.5 52.3 82.1 54.9 62.5 61.5 64.1 62.6 55.3 61.6 61.9

Table 17: Results on IndicXParaphrase (IndicXTREME). Metric: Accuracy.
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Corpus bn hi kn ml ta te ur Avg.

IC v1 31.3 32.9 30.0 29.7 25.5 30.5 1.1 25.8
IC v2 79.5 82.7 78.2 80.4 76.1 77.9 76.9 78.8
Vārta 78.6 81.7 76.6 79.3 76.5 77.6 75.6 78.0

Table 18: Results on MASSIVE Intent Classification (IndicXTREME). Metric: Accuracy.

Corpus bn gu hi kn ml mr pa ta te Avg.

IC v1 60.7 58.6 61.9 58.4 60.1 53.1 55.1 51.3 65.4 58.3
IC v2 74.1 72.5 78.5 74.8 72.5 71.7 71.4 63.7 79.8 73.2
Vārta 65.6 66.8 66.6 67.9 67.8 64.2 61.5 54.5 72.2 65.2

Table 19: Results on Naamapadam (IndicXTREME). Metric: F1 score.

Corpus bn hi kn ml ta te ur Avg.

IC v1 41.1 42.8 42.2 38.6 34.4 40.6 0.8 34.4
IC v2 61.6 55.4 55.9 60.4 56.8 58.3 48.5 56.7
Vārta 60.0 58.6 58.0 61.0 55.9 58.9 51.5 57.7

Table 20: Results on MASSIVE slot-filling (IndicXTREME). Metric: F1 score.

Corpus as bn gu hi kn ml mr or pa ta te Avg.

IC v1 30.8 39.7 35.8 37.7 34.7 36.2 38.9 37.6 39.8 34.4 48.1 37.6
IC v2 44.5 51.6 43.8 54.7 45.9 43.7 46.3 47.2 51.1 43.5 59.1 48.3
Vārta 44.4 52.3 44.8 55.0 44.7 41.1 47.5 48.5 51.0 44.6 57.2 48.3

Table 21: Results on IndicQA (IndicXTREME). Metric: F1 score.

Corpus as bn gu hi kn ks mai ml mr mni

IC v1 77.7 85.6 89.6 89.8 84.5 0.6 23.4 80.2 87.9 1.9
IC v2 86.0 91.0 92.4 90.5 89.1 0.9 38.1 89.2 92.5 0.3
Vārta 35.4 67.3 72.9 74.7 70.4 5.6 17.4 47.0 75.0 1.4

ne or pa sa sat ta te ur Avg.

IC v1 16.0 82.9 88.3 9.5 0.7 83.9 84.7 0.2 54.9
IC v2 79.9 90.9 92.2 30.4 19.9 90.0 88.6 87.0 69.4
Vārta 50.6 60.9 67.0 7.4 0.0 74.3 62.9 64.6 47.5

Table 22: Results on FLORES (IndicXTREME). Metric: Accuracy.
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generate the first sentence of a Wikipedia page,
given its infobox, (ii) headline generation, (iii) sen-
tence summarization, (iv) paraphrase generation,
and (v) question generation. More information
about the datasets can be found in Kumar et al.
(2022b).

We compare Vārta-T5 with IndicBART and
mT5 results reported in (Kumar et al., 2022b),
and also with a version of mT5 finetuned by us.
All tasks use ROUGE as their metric, except para-
phrase generation which uses BLEU. The task–
wise results on all supported languages for mT5
and Vārta-T5 are presented in Tables 23 and 24
respectively.20 For paraphrase generation, we re-
port three BLEU variants: standard BLEU, self-
BLEU, and iBLEU (with α = 0.7). We see neg-
ative self-BLEU numbers for both models which
suggest that, in some languages, there is a large
lexical overlap between the input sentences and
the generated paraphrases.

F Datasheet

We also provide a Datasheet (Gebru et al., 2018)
for our dataset in Table 25. This provides an in-
depth rationale behind the creation, distribution,
and maintenance of Vārta, including any underly-
ing assumptions, potential risks or harms, and im-
plications of use.

20These tables only contain the results for Vārta-T5 and the
mT5 model we finetuned. The detailed results of the other
two models can be found in Kumar et al. (2022b).
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Lang. mT5

Wikibio Sentence Sum. Head. Gen. Question Gen. Paraphrase (BLEU)

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL BLEU SelfBLEU iBLEU

as 57.08 37.78 55.78 38.95 23.92 37.5 34.16 18.39 32.44 22.33 8.77 21.17 20.75 -12.70 10.71
bn 56.83 37.97 55.25 31.87 20.76 30.68 32.57 18.02 30.58 27.77 11.09 26.34 13.38 -21.02 3.06
gu - - - 27.3 13.6 26.13 32.96 17.49 31.39 28.59 10.91 27.46 23.71 -100 -13.4
hi 66.68 53.06 65.79 33.52 15.92 29.81 36.61 17.61 32.16 35.57 15.71 32.73 35.13 -100.0 -5.40
kn 42.42 22.42 40.73 73.35 67.18 72.86 47.4 30.64 46.15 24.44 9.35 23.4 17.52 0.0 12.26
ml 43.16 22.13 37.83 42.54 28.28 41.3 40.14 23.52 38.58 22.62 8.35 21.34 10.37 -69.97 -13.73
mr - - - 23.33 10.4 22.61 32.59 16.89 31.48 23.78 9.03 22.92 22.99 -33.43 6.06
or 70.85 57.06 70.07 23.44 12.17 22.6 22.55 10.25 21.56 25.83 10.88 24.51 19.94 -100.0 -16.03
pa 54.78 34.95 53.33 48.78 32.16 45.32 46.85 30.06 43.4 33.19 13.73 31.13 25.32 -63.89 -1.44
ta 52.24 30.11 50.47 40.53 22.99 38.86 47.72 31.3 46.16 23.82 8.74 22.89 18.68 -100.0 16.92
te 53.17 29.56 50.65 30.44 15.45 29.43 32.22 15.77 30.83 26.72 10.64 25.56 18.14 -39.76 0.76

Avg 55.25 36.12 53.32 37.64 23.89 36.1 36.89 20.9 34.98 26.79 10.65 25.4 20.54 -58.25 -0.02

Table 23: Performance of mT5 on IndicNLG tasks.

Lang. Vārta-T5-base-1M

Wikibio Sentence Sum. Head. Gen. Question Gen. Paraphrase (BLEU)

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL BLEU SelfBLEU iBLEU

as 60.56 41.4 59.1 35.67 20.05 34.03 37.61 20.8 35.54 23.58 10.19 22.48 15.17 -70.71 -10.59
bn 58.4 39.4 56.65 31.88 17.06 29.93 39.27 20.8 36.27 35.18 15.51 32.93 16.77 -22.59 4.96
gu - - - 27.73 13.78 26.5 36.36 19.32 34.49 30.97 12.52 29.75 31.09 -100.0 -8.23
hi 67.48 54.06 66.61 34.7 16.27 30.46 41.65 21 36.37 41.01 19.56 37.42 42.51 -80.91 5.48
kn 42.57 21.62 40.18 42.89 27.45 41.54 43.56 24.84 41.86 26.72 10.83 25.52 22.87 0.0 16.01
ml 44.32 23.01 38.8 37.75 23.43 36.64 39.18 21.95 37.56 24.73 9.46 23.35 19.95 -100 -16.04
mr - - - 23.69 10.8 22.97 36.38 19.43 35.03 26.56 10.91 25.68 31.08 -50.81 6.52
or 72.78 58.8 71.73 23.62 12.35 22.7 30.13 15.04 28.76 30.77 14.37 29.23 29.03 -70.71 -0.89
pa 55.04 35.33 53.45 48.39 31.76 44.93 50.67 33.44 47.1 36.36 16.21 34.16 32.37 -59.46 4.82
ta 53.26 31.49 51.41 41.06 23.35 39.36 49.35 32.44 47.7 26.04 10.08 24.98 23.97 -45.18 3.23
te 54.7 31.38 52.5 30.47 15.14 29.32 36.7 18.85 35.17 28.92 12.24 27.61 24.04 -9.82 13.88

Avg 56.57 37.39 54.49 34.35 19.22 32.58 40.08 22.54 37.8 30.08 12.9 28.46 26.26 -55.47 1.74

Table 24: Performance of Vārta-T5 on IndicNLG tasks.
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Datasheet for Vārta

Motivation
Q: For what purpose was the dataset created? (Was there a specific task in mind? Was there a specific gap that needed
to be filled? Please provide a description.)
A: The dataset was created for advancing research on the task of headline generation in Indic languages. There is a
need for a large-scale, high-quality dataset in these languages as motivated in §1.

Q: Who created this dataset (e.g., which team, research group) and on behalf of which entity (e.g., company, institution,
organization)?
A: No answer as it will violate the anonymity of the authors.

Q: Who funded the creation of the dataset? (If there is an associated grant, please provide the name of the grantor and
the grant name and number.)
A: No answer as it may violate the anonymity of the authors.

Q: Any other comments?
A: None.

Composition
Q: What do the instances that comprise the dataset represent (e.g., documents, photos, people, countries)? (Are there
multiple types of instances (e.g., movies, users, and ratings; people and interactions between them; nodes and edges)?
Please provide a description.)
A: Each instance contains a news article and its headline in one of 15 languages shown in Table 7.

Q: How many instances are there in total (of each type, if appropriate)?
A: Refer to Table 7 for the number of instances in the train, validation, and test splits of each language.

Q: Is any information missing from individual instances? (If so, please provide a description, explaining why this
information is missing (e.g., because it was unavailable). This does not include intentionally removed information, but
might include, e.g., redacted text.)
A: No

Q: Are relationships between individual instances made explicit (e.g., users’ movie ratings, social network links)? ( If
so, please describe how these relationships are made explicit.)
A: There might be some relationships among the articles. There may be instances of multiple articles within a language,
or across languages discussing the same piece of news, but we do not make an effort to explicitly mark them in any
way.

Q: Are there recommended data splits (e.g., training, development/validation, testing)? (If so, please provide a descrip-
tion of these splits, explaining the rationale behind them.)
A: Yes, we do provide recommended data splits. There are two training sets: FULL and SMALL. More details can be
found in §3.4.

Q: Are there any errors, sources of noise, or redundancies in the dataset? (If so, please provide a description.)
A: The articles themselves are professionally written and should not contain errors. There should also be no redundan-
cies since we deduplicate the data. But there may be errors introduced during the process of crawling and processing
the data such as residual HTML content, embedded javascript, headers and footers not related to the article itself, etc.

Q: Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g., websites, tweets, other
datasets)? (If it links to or relies on external resources, a) are there guarantees that they will exist, and remain constant,
over time; b) are there official archival versions of the complete dataset (i.e., including the external resources as they
existed at the time the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with any of
the external resources that might apply to a future user? Please provide descriptions of all external resources and any
restrictions associated with them, as well as links or other access points, as appropriate.)
A: The dataset is not self-contained. We only release URLs of the articles due to license restrictions. The dataset can
easily be rebuilt using the code we provide. There may be restrictions on sharing the built dataset, but there are none
for using them for research purposes. We make sure that the articles will continue to be accessible in the future by
providing links to their archived versions on the Wayback Machine.

Q: Does the dataset contain data that might be considered confidential (e.g., data that is protected by legal privilege
or by doctor-patient confidentiality, data that includes the content of individuals’ non-public communications)? (If so,
please provide a description.)
A: No; all articles in the dataset are from public news portals.

Table 25: Datasheet for Vārta.
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Q: Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening, or might otherwise
cause anxiety? (If so, please describe why.)
A: Since the dataset contains news articles, there may be reports of violence, murder, racial discrimination, and other
triggering phenomena.

Q: Does the dataset relate to people? (If not, you may skip the remaining questions in this section.)
A: Yes, most of the articles talk about events involving real people.

Q: Does the dataset identify any subpopulations (e.g., by age, gender)? (If so, please describe how these subpopulations
are identified and provide a description of their respective distributions within the dataset.)
A: This is not explicitly identified, though many of the articles explicitly mention the gender of the people de-
scribed/discussed.

Q: Is it possible to identify individuals (i.e., one or more natural persons), either directly or indirectly (i.e., in combina-
tion with other data) from the dataset? (If so, please describe how.)
A: Yes; their names are given in the running text.

Q: Does the dataset contain data that might be considered sensitive in any way (e.g., data that reveals racial or ethnic
origins, sexual orientations, religious beliefs, political opinions or union memberships, or locations; financial or health
data; biometric or genetic data; forms of government identification, such as social security numbers; criminal history)?
(If so, please provide a description.)
A: Yes, some articles may contain the personal information of individuals. But it is very unlikely that they contain
information that is not already public.

Q: Any other comments?
A: None.

Collection Process
Q: How was the data associated with each instance acquired? (Was the data directly observable (e.g., raw text, movie
ratings), reported by subjects (e.g., survey responses), or indirectly inferred/derived from other data (e.g., part-of-speech
tags, model-based guesses for age or language)? If data was reported by subjects or indirectly inferred/derived from
other data, was the data validated/verified? If so, please describe how.)
A: The data was all downloaded directly from the news aggregator DailyHunt.

Q: What mechanisms or procedures were used to collect the data (e.g., hardware apparatus or sensor, manual human
curation, software program, software API)? (How were these mechanisms or procedures validated?)
A: We use a Python-based crawling program called Scrapy to collect the data. It is publicly available at this URL:
https://scrapy.org/. The procedure is manually validated by randomly selecting articles and comparing their
content with the processed text.

Q: If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic, probabilistic with
specific sampling probabilities)?
A: The dataset is not part of a larger corpus.

Q: Who was involved in the data collection process (e.g., students, crowd workers, contractors) and how were they
compensated (e.g., how much were crowd workers paid)?
A: The data is automatically crawled.

Q: Over what timeframe was the data collected? (Does this timeframe match the creation timeframe of the data
associated with the instances (e.g., recent crawl of old news articles)? If not, please describe the timeframe in which
the data associated with the instances was created.)
A: The data was crawled in August 2022. The crawled articles were published between January 2010 to August 2022.

Q: Were any ethical review processes conducted (e.g., by an institutional review board)? (If so, please provide a
description of these review processes, including the outcomes, as well as a link or other access point to any supporting
documentation.)
A: No ethical review processes were conducted.

Q: Does the dataset relate to people? (If not, you may skip the remaining questions in this section.)
A: Yes, most of the articles talk about events involving real people.

Q: Did you collect the data from the individuals in question directly, or obtain it via third parties or other sources (e.g.,
websites)?
A: The data was collected from other sources.

Q: Were the individuals in question notified about the data collection? (If so, please describe (or show with screenshots
or other information) how notice was provided, and provide a link or other access point to, or otherwise reproduce, the
exact language of the notification itself.)
A: No, they were not notified.
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Q: Did the individuals in question consent to the collection and use of their data? (If so, please describe (or show with
screenshots or other information) how consent was requested and provided, and provide a link or other access point to,
or otherwise reproduce, the exact language to which the individuals consented.)
A: No; since all the news articles are public.

Q: If consent was obtained, were the consenting individuals provided with a mechanism to revoke their consent in the
future or for certain uses? (If so, please provide a description, as well as a link or other access point to the mechanism
(if appropriate).)
A: Not applicable.

Q: Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a data protection impact
analysis) been conducted? (If so, please provide a description of this analysis, including the outcomes, as well as a link
or other access point to any supporting documentation.)
A: No.

Q: Any other comments?
A: None.

Preprocessing/cleaning/labeling
Q: Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing, tokenization, part-of-
speech tagging, SIFT feature extraction, removal of instances, processing of missing values)? (If so, please provide a
description. If not, you may skip the remainder of the questions in this section.)
A: Yes; see the ‘Processing’ paragraph in Section §3.1.

Q: Was the "raw" data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support unanticipated future
uses)? (If so, please provide a link or other access point to the "raw" data.)
A: No, the original raw data is not included in the distribution, due to licensing restrictions.

Q: Is the software used to preprocess/clean/label the instances available? (If so, please provide a link or other access
point.)
A: Yes, we use Beautiful Soup 4 which is available at this URL: https://www.crummy.com/software/
BeautifulSoup/.

Q: Any other comments?
A: None.

Uses
Q: Has the dataset been used for any tasks already? (If so, please provide a description.)
A: The dataset has been used to finetune existing models to perform headline generation on Indic languages. It has also
been used to pre-train language models. See §4.2 for more details.

Q: Is there a repository that links to any or all papers or systems that use the dataset? (If so, please provide a link or
other access point.)
A: No.

Q: What (other) tasks could the dataset be used for?
A: The dataset could be used for mining articles that talk about the same piece of news within and across languages to
perform interesting analyses such as: (i) how the same news is reported in different languages?, and (ii) how an article
evolves as time progresses, and when new information becomes available.

Q: Is there anything about the composition of the dataset or the way it was collected and preprocessed/cleaned/labeled
that might impact future uses? (For example, is there anything that a future user might need to know to avoid uses
that could result in unfair treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other
undesirable harms (e.g., financial harms, legal risks) If so, please provide a description. Is there anything a future user
could do to mitigate these undesirable harms?)
A: No.

Q: Are there tasks for which the dataset should not be used? (If so, please provide a description.)
A: As with any large dataset, Vārta can be used in a variety of harmful ways. For example, it can be used to build
models that generate hate speech, fake news, etc.

Q: Any other comments?
A: None.
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Distribution
Q: Will the dataset be distributed to third parties outside of the entity (e.g., company, institution, organization) on behalf
of which the dataset was created? (If so, please provide a description.)
A: Yes, the dataset will be freely available.

Q: How will the dataset be distributed (e.g., tarball on website, API, GitHub)? (Does the dataset have a digital object
identifier (DOI)?)
A: The dataset will be made available on GitHub.

Q: When will the dataset be distributed?
A: The dataset is distributed after this work is published.

Q: Will the dataset be distributed under a copyright or other intellectual property (IP) license, and/or under applicable
terms of use (ToU)? (If so, please describe this license and/or ToU, and provide a link or other access point to, or
otherwise reproduce, any relevant licensing terms or ToU, as well as any fees associated with these restrictions.)
A: The dataset is licensed under a CC-0 license.

Q: Have any third parties imposed IP-based or other restrictions on the data associated with the instances? (If so, please
describe these restrictions, and provide a link or other access point to, or otherwise reproduce, any relevant licensing
terms, as well as any fees associated with these restrictions.)
A: The news aggregator from which we collect data grants a non-exclusive and non-transferable license to download.
More information can be found here: https://www.dailyhunt.com/user-agreement.

Q: Do any export controls or other regulatory restrictions apply to the dataset or individual instances? (If so, please
describe these restrictions, and provide a link or other access point to, or otherwise reproduce, any supporting documen-
tation.)
A: Not to our knowledge.

Q: Any other comments?
A: None.

Maintenance
Q: Who is supporting/hosting/maintaining the dataset?
A: All authors will maintain the dataset and the first author will host it on GitHub.

Q: How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
A: The E-mail address of the first author will be provided.

Q: Is there an erratum? (If so, please provide a link or other access point.)
A: No.

Q: Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances’)? (If so, please
describe how often, by whom, and how updates will be communicated to users (e.g., mailing list, GitHub)?)
A: Currently, there is no plan to update the dataset.

Q: If the dataset relates to people, are there applicable limits on the retention of the data associated with the instances
(e.g., were individuals in question told that their data would be retained for a fixed period of time and then deleted)? (If
so, please describe these limits and explain how they will be enforced.)
A: No.

Q: Will older versions of the dataset continue to be supported/hosted/maintained? (If so, please describe how. If not,
please describe how its obsolescence will be communicated to users.)
A: Yes, if a new update is released, the older versions will still be maintained.

Q: If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for them to do so? (If so,
please provide a description. Will these contributions be validated/verified? If so, please describe how. If not, why not?
Is there a process for communicating/distributing these contributions to other users? If so, please provide a description.)
A: Since the data is collected automatically, others can easily extend/augment/build on/contribute to the dataset. It does
not require any additional verification. There is currently no official channel for communication between the authors
and potential contributors to communicate. One will be created if it becomes necessary.

Q: Any other comments?
A: None.

3490

https://www.dailyhunt.com/user-agreement


ACL 2023 Responsible NLP Checklist

A For every submission:
�3 A1. Did you describe the limitations of your work?

Limitations (after the conclusion)

�3 A2. Did you discuss any potential risks of your work?
We discuss this in the Ethics Statement (after Limitations)

�3 A3. Do the abstract and introduction summarize the paper’s main claims?
Abstract and Section 1

�7 A4. Have you used AI writing assistants when working on this paper?
Left blank.

B �3 Did you use or create scientific artifacts?
We create a dataset whose details can be found in Section 3

�3 B1. Did you cite the creators of artifacts you used?
We use pre-trained language models as baselines. More information can be found in Section 4.2

�3 B2. Did you discuss the license or terms for use and / or distribution of any artifacts?
We discuss this in the Ethics Statement (after Limitations)

�3 B3. Did you discuss if your use of existing artifact(s) was consistent with their intended use, provided
that it was specified? For the artifacts you create, do you specify intended use and whether that is
compatible with the original access conditions (in particular, derivatives of data accessed for research
purposes should not be used outside of research contexts)?
We discuss the intended use of our dataset in great detail in Section 1.

�7 B4. Did you discuss the steps taken to check whether the data that was collected / used contains any
information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?
Our dataset contains only news articles from reputed publishers

�3 B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
Sections 3.1 and 3.2

� B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
No response.

C �3 Did you run computational experiments?
Section 4

�3 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Various sections of the Appendix

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.

3491

https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/


�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
Section 4

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
We do report the summary statistics of the benchmarking experiments in Section 5.

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
Appendix A

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.

3492


