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Abstract

Natural Language Inference (NLI) remains an
important benchmark task for LLMs. NLI
datasets are a springboard for transfer learn-
ing to other semantic tasks, and NLI models
are standard tools for identifying the faithful-
ness of model-generated text. There are sev-
eral large scale NLI datasets today, and mod-
els have improved greatly by hill-climbing on
these collections. Yet their realistic perfor-
mance on out-of-distribution/domain data is
less well-understood. We explore the opportu-
nity for synthetic high-quality datasets to adapt
NLI models for zero-shot use in downstream
applications across new and unseen text do-
mains. We demonstrate a new approach for
generating NLI data in diverse domains and
lengths, so far not covered by existing train-
ing sets. The resulting examples have mean-
ingful premises, the hypotheses are formed in
creative ways rather than simple edits to a few
premise tokens, and the labels have high ac-
curacy. We show that models trained on this
data (685K synthetic examples) have the best
generalization to completely new downstream
test settings. On the TRUE benchmark, a T5-
small model trained with our data improves
around 7% on average compared to training
on the best alternative dataset. The improve-
ments are more pronounced for smaller mod-
els, while still meaningful on a T5 XXL model.
We also demonstrate gains on test sets when
in-domain training data is augmented with our
domain-general synthetic data.

1 Introduction

Over the past decade, NLI tasks have been criti-
cal for benchmarking the representation strengths
of our language models. Today, the accuracy on
the oft-reported Multi-NLI (Williams et al., 2018)
(MNLI) dataset has reached above 92%1 and su-
persedes human-level performance (Nangia and

*Equal contribution.
1https://gluebenchmark.com/leaderboard

Domain = essay
P: This book does a great job of putting all the different
approaches under one roof, so that you can see what other
researchers are doing and how they do it.
H: The book covers different research approaches in a
single place so you can compare them.
L: entailment

Domain = reddit title
P: TIL the difference between "literally" and "figura-
tively". It was so easy to learn, I literally did a backflip.
H: I did not bother learning the difference between "liter-
ally" and "figuratively".
L: contradiction

Domain = story for kids
P: Once upon a time, there was a very special young
lady named Cinderella. Her stepmother and stepsisters
were very mean to her. But she continued to be kind and
helpful.
H: Cinderella was very kind to everyone.
L: neutral

Table 1: NLI examples in our synthetic data.

Bowman, 2019). Simultaneously, the practical ap-
plications of NLI models has gathered immense
attention in fact-checking and source attribution of
LLM outputs (Honovich et al., 2022; Rashkin et al.,
2023). For such downstream tasks, model gener-
alization to new domains and data-distributions is
critical. We present a method of synthetic data gen-
eration to create a general dataset with varied but
balanced distribution of premise lengths, domains
of text, and NLI labels (Table 1), and demonstrate
improved accuracy with the new data.

MNLI was a first effort to create a multi-domain
NLI training dataset with examples from 5 genres
spanning fiction, formal texts and conversations,
and with single-sentence premise/hypothesis texts.
Today, the use of models trained from such datasets
has expanded well past routine benchmarking into a
variety of practical tasks. In downstream problems
involving web-scale LLMs, such as fact-checking
of social media text, the domains and texts are
clearly more diverse. Yet, as a field, we have not
fully explored the distribution-general abilities of
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our models for downstream semantic tasks beyond
NLI itself. There are many other NLI training sets:
ANLI (Nie et al., 2019) for harder reasoning going
beyond stylistic elements, and WANLI (Liu et al.,
2022) that generates synthetic examples through
worker and AI collaboration and which replicate
complex reasoning patterns.

To complement these efforts, we explore the
opportunity for synthetic high-quality datasets to
adapt NLI models for zero-shot use in downstream
applications across new and unseen text domains.

Our generation covers nearly 40 realistic and
distinct domains, ranging from reviews, social me-
dia comments, to legal texts, also with varying
lengths of the premise text. Our technique employs
a chain of LLM tasks tuned to generate high qual-
ity, creative premise-hypothesis pairs together with
a 3-way NLI label (entailment, contradiction, or
neutral (Williams et al., 2018)). A first step gener-
ates domain names, the second produces premises
of different lengths in these domains, and the final
LLM call produces hypotheses and labels condi-
tioned on each premise. We demonstrate how this
approaches creates data with a balanced distribu-
tion of domains, labels, and premise lengths.

We fine-tune NLI models on this synthetic data
corpus, and present their accuracy on the TRUE
factual consistency benchmark (Honovich et al.,
2022), consisting of 11 tasks unseen by our data
and other training sets. We show that our general
data-trained models obtain state-of-the-art NLI per-
formance and single-handedly outperform models
trained on MNLI, ANLI, or WANLI with around
7% improvement over the best alternative for T5
(Raffel et al., 2020) small models. The gap is lower
but still around 2% for T5 XXL model size.

Our main contribution is thus that the general
synthetic data approach improves the generaliza-
tion power of NLI models, especially when small
models and fast inference is key. We further show
that, while in-distribution performance is hard to
beat for tasks with in-distribution training data, our
synthetic data can still improve in-distribution per-
formance when used to augment the training data
for models with sufficient capacity.

2 Related Work

We describe various ways of creating NLI data, and
why models should generalize beyond the data.
Human annotation of NLI examples. The major
datasets available today were created via costly,

time consuming annotation tasks, and significant
human effort. Standardly, for datasets such as SNLI
(Bowman et al., 2015a) and MNLI (Williams et al.,
2018), the annotation starts with a premise sentence
taken verbatim from different sources. Annotators
are asked to write a hypothesis sentence that is en-
tailed, contradicted, or is neutral to the premise.
This writing task is complex for humans, and it
is well-known that the collected examples often
have undesired stylistic artifacts, for example, the
hypotheses alone being highly predictive of the la-
bel (Gururangan et al., 2018). Later efforts (ANLI
dataset) have focused on improving the quality of
examples by including model adversaries into the
annotation rounds (Nie et al., 2019).

The diversity in genre in these datasets depends
on the sources from which the premises are drawn.
The SNLI dataset contains image captions (Bow-
man et al., 2015b). The MNLI dataset (Williams
et al., 2018) has 10 domains from the Open Amer-
ican National Corpus (OANC)2, only 5 of which
are used for training. The ANLI dataset (Nie et al.,
2019) contains text from Wikipedia, news, fiction,
formal spoken text, and causal or procedural text.
In this way, their domain coverage is limited by
the chosen corpora and licensing constraints. For
example, none of these datasets contain reviews, fo-
rum discussions, and science texts, domains which
are prevalent and important in applications.

Understandably, different sources and methods
of data collection produces training examples of a
certain style and distribution. The generalization of
these NLI sets to fully new settings is an interesting
problem (Adila and Kang, 2022), yet less explored.
Our work aims to shed some insights here.

Domain generalization. This problem of train-
ing/test mismatch receives less importance during
development since models are trained and evalu-
ated on splits of the same dataset. But real world
applications of these models cannot assume that the
test data matches the training distribution. Models
need to be adapted to individual test domains using
domain adaptation, or alternatively one could train
domain-general models which work well on multi-
ple unseen domains or distributions. We focus on
this problem of domain generalization.

There is a large body on work on how train-
ing and optimization of models can be adapted for
better generalization (Muandet et al., 2013; Wang
et al., 2021). Another well-known approach, espe-

2https://anc.org/
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PromptinĀ:
Generate Multi- Domain 

Synthetic Premises oÿ 
different lenĀths

Input: (domain: Wikipedia, length: short)
Generated Premise: The town was in 
ruins when Henry I, Count of Champagne, 
made it one of his castles.

TraininĀ:
Prompt-tuninĀ on MNLI:

premise         (hypothesis, label)

Inÿerence:
Given a synthetic premise, 
Āenerate (hypothesis, label).

Final NLI Example:
Premise: The town was in ruins 
when Henry I, Count of Champagne, 
made it one of his castles.
Hypothesis: The town didn't look 
perfect at first glance.
Label: Entailment

Figure 1: Generating the General-NLI examples.

cially in computer vision, is to augment the train-
ing data to increase its diversity and reduce model
overfitting (Tobin et al., 2017; Rahman et al., 2019;
Zhou et al., 2020). Liu et al. (2020) uses data aug-
mentation to overcome multiple adverserial attacks.
In this work, we explore the usefulness of synthetic
data generation for the domain-generalization of
NLI models.

Synthetic NLI data generation. Today’s LLMs
have opened up the possibility of synthetic data to
aid many NLP tasks (Puri et al., 2020; He et al.,
2022; Agrawal et al., 2023; Li et al., 2023). For
NLI, synthetic data has been used for different
goals: augmenting small training sets and adding
in-domain examples for self-training (Vu et al.,
2021; He et al., 2022), and increasing the size
of harder examples (Liu et al., 2022). Most of
these methods prompt LLMs with sequences of
premise-hypothesis sentence pairs. The pairs are
then labelled by a teacher model. Liu et al. (2022)
specialize the generation towards complex linguis-
tic and reasoning patterns in existing datasets. We
employ synthetic data to improve the diversity and
balance of training data along the dimensions of
domain, premise length, and label skew.

3 Synthesizing a General-NLI Dataset

We aim to generate NLI examples in different do-
mains, and with premises of varied lengths.3

Generating synthetic examples for NLI is in fact
a challenging problem. The goal is to produce a
pair of texts, which exemplify the reasoning behind
different NLI labels. But for the data to be useful,
these texts must have creative content and language,

3Longer hypotheses are not of interest typically. A hy-
pothesis is entailed if hypothesis is true given the premise.
Long hypotheses are less likely to contain precise entailment
and contradiction relations, with some exceptions such as
summaries.

and require reasoning. Prior synthetic data genera-
tion approaches (He et al., 2022; Liu et al., 2022)
generate the premise and hypothesis sentences as a
single sequence, followed by annotating the label
using a teacher model or human raters. Instead,
to achieve maximum control over multiple dimen-
sions: genre, length, and different NLI labels, we
generate this dataset in two steps: (i) enumerate
diverse domains and generate premises in those
domains (Section 3.1), (ii) generate hypotheses and
labels given the premises (Section 3.2). Figure 1
provides an overall view into the LLM tasks we
use for generating our data.

3.1 Generating Premises with Varied
Lengths in Multiple Domains

Going beyond distinctions based on the source of
a text, it is hard to define the boundaries of a do-
main in a strict manner. Properties of a text differ
along many dimensions: its genre (e.g., news, po-
etry, or fiction), topic (e.g. politics, science), and
the platform or venue for the content, either spoken
or written (e.g., reddit, email, image captions, or
telephone conversations). We adopt a practical per-
spective, and consider all these distinctions as the
latent features leading to differences between text
collections. It is in fact well-known that stylistic
variations in NLI datasets impact generalization
(Belinkov et al., 2019; Adila and Kang, 2022).

So we do not start with predefined domains.
Rather, we first build a text-generation model
which generates triples of domain name, text length,
and text in the domain. The resulting texts from
different domains are collected into our premise
set. We build this model using few-shot prompting
of FLAN-PaLM2 L (Unicorn) model (Google and
et al., 2023)4 using texts from a few seed domains.
We draw 18 in-prompt examples of varied lengths

4Available from https://developers.generativeai.google.
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from 8 domains (news headlines, news, shopping
reviews, wikipedia, movie reviews, place reviews,
twitter and reddit post). The example texts are
taken from public websites with a few edits if
needed.5 We provide the full list of seed exam-
ples in Appendix A. We also select these texts to
be of different lengths.

Figure 2 shows our prompt.6 The length category
is set to either short for single sentences and para-
graph for longer texts. We sample from this model,
with a temperature of 1 to get creative new domains
and texts. Ideally, these samples would directly be
useful as premises (with domain and length labels).
However, these samples were skewed towards cer-
tain domains, e.g., certain types of forums, which
neither correspond to real word distributions of
web-text, nor serve the purpose of a general model.
So we first identify new domains generated by the
model. We examined the new domains generated
in about 1000 samples. Some generated domains
were closely related to, or paraphrases of, each
other; e.g. both travel forums and US travel forums
were generated. Others were rare or noisy. So we
manually selected 38 diverse domains including
the seed domain names (Table 2).

We then generate balanced samples in these do-
mains, and for the length labels (short, paragraph).
We use the same prompt as in Figure 2, but substi-
tute a new domain and length category of interest
to it, to generate a text with those properties. This
simple text generation model produced high qual-
ity and creative texts in different domains. We use
these texts as the premises in our data.

3.2 Generating Hypotheses and Labels

We now discuss how we attach hypotheses and
labels to our premises to generate complete NLI
examples, i.e., (premise, hypothesis, label) triples.

We train LLMs to leverage existing NLI datasets,
and learn the task of writing hypotheses for given
premises.

Our model conditions on a premise to generate
a (hypothesis, label) pair. We generate the label
automatically (and accurately, details in next sec-
tion), and do not need an additional human/teacher

5This includes news websites (BBC) for news and news
headlines, e-commerce and review websites (eBay and thete-
choutlook.com) for shopping reviews, Wikipedia, Google Play
for movie reviews, citymaps.uk and top-rated.online websites
for place reviews, X (Twitter) and Reddit.

6We note that we also tried prompting without any instruc-
tion (just with few-shot examples) and the generated text had
similar quality.

ads, blog post, book reviews, casual dialog,
chat message, email, essay, fans forum, fo-
rum post, google play reviews, government
documents, legal, legal document, medical,
movie plot, movie reviews, news, news com-
ments, news headlines, phone conversation,
place reviews, quora, recipe, reddit comment,
reddit title, research paper abstract, scientific
article, shopping reviews, song lyrics, sports
news, story for kids, student forum, student
papers, support forum, travel guides, twitter,
wikipedia, youtube comments

Table 2: Our final list of domains for data generation.

labelling step. This model is trained via prompt-
tuning of FLAN-PaLM 540B (Chowdhery et al.,
2023; Chung et al., 2022) on the training split of the
MNLI dataset. Figure 3 shows our prompt which
has definitions for the three NLI labels similar to
the MNLI annotation guidelines (Williams et al.,
2018).7

We used prompt-tuning (Lester et al., 2021) for
training, in lieu of fine-tuning, for two reasons: a)
With prompt-tuning, only a few embeddings are up-
dated (100 in our experiments) leading to efficient
training, and b) prompt-tuning provides regular-
ization and avoids memorization of the training
set details.8 We note that in our preliminary ex-
periments, we also tried just prompting LLMs (no
training) to generate NLI examples; however, we
did not obtain high quality examples.

Using the prompt-tuned model, we perform in-
ference once on each of the premises obtained from
Section 3.1.9 We note that large models and reg-
ularization were important for creative generation
of hypotheses. A T5 XL model (3B parameters)
fine-tuned on the same task lead to examples with
poor creativity and low utility for training. In many
cases, the synthetic hypothesis was a subset of the
premise (entailment) or had some simple modifica-
tions (e.g., negation) to introduce contradiction.

7We also tried another similar instruction for defining the
task and labels (different wordings). However, we did not
observe meaningful differences with the final prompt shown
in the paper. This is probably because the LLM learns the
task well after being prompt-tuned on a large set of examples
(MNLI).

8See details of our prompt-tuning running time and hyper-
parameters in Appendix B.

9We discard examples if a) the generated text for
hypothesis-premise pair is mis-formatted, or b) the generated
labels are not among entailment, neutral, and contradiction.
Such errors account for less than 1% of the generated data.
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Generate a text of a given size in the domain.

domain: {place reviews}
length: {short}
text: {I waited an hour. The doctor was terribly stressed. She didn't answer questions.}

domain: {reddit post}
length: {paragraph}
text: {Hey there everyone! I often see people asking where to start when getting into prog metal, so I thought instead 
of answering every one of them individually I'd make a list. I'm not going into too much depth because otherwise this 
will become endless, but I'll try to give a brief explanation of all styles I'm going over. So let's get started!}

domain: {

Figure 2: The prompt used to generate new domains. For generating new text, we use the same prompt, add a
domain and length category of interest (either short or paragraph), and add “text: {” at the end. We take the output
up to the first “}” as the generated domain or text.

Given a sentence called premise, generate a related sentence called hypothesis. Then generate a label explaining the 
relationship between the sentences. The options for the label are 'entailment', 'contradiction', and 'neutral'. Entailment 
means that if the premise is true, the hypothesis is also true. Contradiction means that if the premise is true, the 
hypothesis is false. Neutral means that if the premise is true, we cannot say whether the hypothesis is true or false.

premise: {premise} hypothesis: {

Figure 3: The instruction used for training and inference of the (hypothesis, label) generator model.

3.3 The Final General Dataset

We generated (premise, hypothesis, label) triples
in the 38 domains (from Section 3.1), and for two
length categories (short and paragraph). The final
dataset contains 684, 929 examples. We hold-out
500 examples for creating a human annotated test
set, and split the rest into training, development,
and test splits.

Table 3 shows the data size and label distri-
butions in each split. The number of examples
from each label is relatively balanced (35.4% en-
tailment, 31.1% contradiction, and 33.5% neutral).
The balanced distribution of the GNLI dataset is
predictable given how we generated the data. We
use the MNLI data to prompt-tune our generator
and this training data has a balanced class distri-
bution. Therefore, after our prompt-tuning, the
synthetic GNLI data also has a relatively balanced
class distribution. This is in contrast to the previ-
ous WANLI dataset that used in-context learning
to generate synthetic examples (Liu et al., 2022).
Although they had balanced in-context examples
(1/3 for each label), the final dataset had only 15%
contradiction. This shows that prompt-tuning is
effective in mirroring the training label distribution.
We also note that if the original dataset was not
balanced, we could perform sampling to obtain a
balanced dataset. Alternatively, we could use a
weighted loss function.

Our generation is also balanced with respect to
the premise length and domain by design (we sam-

SPLIT SIZE # LABELS (E/C/N)
All 684,929 242,154 / 212,950 / 229,325
Train 670,739 237,325 / 208,676 / 224,738
Dev 6,845 2,453 / 2,146 / 2,246
Test 6,845 2,376 / 2,128 / 2,341
Human an-
notated test

490 181 / 155 / 154

Table 3: Different splits of our general-data. Human
annotated test are 490 (out of 500) examples where at
least 2 out of 3 annotators have agreed on the label.

ple examples in a stratified manner). The average
number of words per short premise is 21, and 60 for
paragraph length. The average number of words in
hypotheses is mostly uniform, 10 and 12 for short
and paragraph length premises.

Table 4 shows a few examples from our data.
The premises come from different domains and are
diverse in form and topic. Hypotheses are relevant
to the premise and are creative in contrast to slightly
modifying the premise and/or taking a subset of it.
These attributes are unlike our observations with
smaller and less powerful language models such
as T5 XL (Section 3.2). In our experiments, we
empirically demonstrate the impact of this data for
training. We note that the idea here is to generate
diverse data in different domains. It is possible
that some of these examples are not factual, but
the truth of the hypothesis is checked against the
premise, not any background knowledge.

We also performed a human annotation experi-
ment to a) to understand the accuracy of labels on
our generated examples, and b) create a curated
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DOMAIN
AND
LENGTH

PREMISE HYPOTHESIS LABEL

travel guides /
short

This charming boutique offers 43 rooms and suites
in the heart of historic St John’s, and is the perfect
base for exploring Antigua’s rich history

The boutique is located
right in the middle of the
historic area.

entailment

support forum
/ short

I’ll be posting a video with the solution once my phone
finishes resetting.

I’ve already solved the
problem.

neutral

legal doc-
ument /
paragraph

This Agreement will bind and inure to the benefit of both
parties hereto and their respective personal representa-
tives, heirs, successors, and permitted assigns. Any at-
tempt by any party hereto to assign, sell or otherwise
transfer all or part of his or her rights or obligations
under this Agreement, other than as provided herein,
will be null and void, notwithstanding the existence of
any provision of law to the contrary.

This agreement allows for
any party to reassign their
rights and obligations.

contradiction

phone conver-
sation / short

A. What’s better for us for dinner tonight, Italian or
Indian? B. Well, Italian is cheaper, but Indian is quicker
to order.

Ordering Indian food
takes a long time but it is
better.

contradiction

essay /short The first three days of the trip were fantastic. I had a
blast with my friends.

The first three days of the
trip were fantastic; the
rest was horrible.

neutral

place reviews
/ short

The food was fine but there was only one couple serving
that night and it was very busy.

The food tasted like it had
been in the microwave for
too long.

contradiction

Table 4: Synthetic examples from our data. We show examples with different domains, length categories, and
labels. The most relevant part of the premise is bolded manually for ease of reading.

high-accuracy multi-domain test set for evaluation.
Each of the 500 generated examples was anno-

tated with an NLI label by three of the paper’s
authors. Note that the examples were taken ver-
batim from the models, and are not revised by the
annotators. The average Cohen’s κ score between
annotators is 67.97%, indicating substantial agree-
ment. A majority label (2 out of 3 annotators) was
obtained in 490 examples, and we use these as a
human-annotated test set. We identified a subset,
called unanimous, where all annotators agreed on
the labels (344/500).

Annotators disagreed with examples that were
ambiguous, e.g., the premise did not provide
enough context. These cases are usually border-
line and challenging. For the following example,
one author annotated it as entailment and two au-
thors annotated it as neutral (the person might still
have not solved the problem).

premise: “I’ll be posting a video with the solu-
tion once my phone finishes resetting.”

hypothesis: “I’ve already solved the problem”
We also measured the accuracy of synthetic la-

bels from our model against the majority and unan-
imous labels from human annotators. Model labels
have high accuracy with 80.41% against major-
ity and 89.53% on the unanimous examples. The
κ coefficient between model labels and majority
and unanimous subsets is also high (70.53% and
84.17% respectively).

4 Experiments

We explore the strengths of our general-dataset
(GNLI for brevity), by examining the model pre-
dictions on data unseen during training.

We compare models trained on our data with
those trained on other large NLI training sets.
We choose three such sources: the MNLI dataset
(392K training examples), ANLI (162K) with ex-
amples that are harder for MNLI trained models,
and WANLI (102K), a dataset created by machine-
human collaboration. We note that all of these
datasets are collected with a similar methodology,
i.e., given a premise (and optionally a label), an-
notators (or LLMs) write a hypothesis. The final
label is then manually assigned to the example
(if not given as input). In addition, WANLI and
GNLI have used MNLI exemplars (few-shot or su-
pervised learning) for data generation. So these
datasets would have similar properties in theory.

For all these sources, we trained T5 models (Raf-
fel et al., 2020) as a standard test bed, and ex-
plore models of different sizes: small (60M), large
(770M), and XXL (11B). We trained on the re-
spective training splits, and tune hyper-parameters
on the corresponding validation sets. For WANLI
which does not contain a validation split, we
used the MNLI validation data. We also trained
models on the combination of GNLI and other
datasets. For these combined models, we tuned

6
2217



hyper-parameters based on the classification accu-
racy on the development set of GNLI.10

We train two classifiers for each model size (e.g.,
T5 XXL) and training data (e.g., ANLI): a 3-way
classifier with all the three labels, and a binary clas-
sifier. For the binary case, we convert each NLI
dataset into a binary dataset with entailment and
non-entailment (neutral and contradiction) labels.
We use the binary classifiers and 3-way classifiers
for factual consistency evaluation and NLI bench-
marks, respectively.

4.1 Performance on Unseen Factual
Consistency Benchmarks

We first test different models on data unseen by all
of them. We use the TRUE benchmark, a collec-
tion of 11 evaluation datasets that contain human
annotations for factual consistency in diverse tasks.
The tasks include: A) abstractive summarization:
FRANK (Pagnoni et al., 2021), SummEval (Fabbri
et al., 2021), MNBM (Maynez et al., 2020), (Wang
et al., 2020), QAGS-CNNDM (Wang et al., 2020),
and QAGS-XSum (Wang et al., 2020). B) dia-
logue generation: BEGIN (Dziri et al., 2022), Q2

(Honovich et al., 2021), and DialFact (Gupta et al.,
2022). C) fact verification: FEVER (Thorne et al.,
2018), and VitaminC (Schuster et al., 2021). D)
paraphrase detection: PAWS (Zhang et al., 2019).
The benchmark standardizes the above datasets by
converting all annotations to binary labels corre-
sponding to whether the entire text is factuality
consistent w.r.t the grounding text or not. This task
is a downstream application of NLI models and
importantly, the data in this benchmark was not cre-
ated using the same protocol as NLI benchmarks.

We train different sizes of T5 models on MNLI,
ANLI, WANLI, and GNLI. In addition, we report
results on models trained on the mixture of MNLI,
ANLI, and WANLI (M + A + W). Table 5 shows
the results. Following previous work, we report
the Receiver Operating Characteristic Area Under
the Curve (ROC AUC) for binary detection of in-
consistent examples. GNLI outperforms MNLI on
all datasets across model sizes showing that it has
much stronger generalization. On average, GNLI
outperforms MNLI for T5-small trained models
by a 8.58% margin, T5-large trained models by
6.88%, and T5-XXL trained models by 2.96%.

To the best of our knowledge, the previously
reported best NLI model on the TRUE bench-

10See hyper-parameter details in Appendix C.

mark was T5 XXL trained on ANLI (Honovich
et al., 2022; Gekhman et al., 2023). GNLI obtains
6.85% improvement on average over the best alter-
native with a single dataset for T5 small (WANLI),
3.26% for T5 large (ANLI), and 2.03% for T5 XXL
(WANLI). Therefore, GNLI obtains a new state-of-
the-art result on TRUE, outperforming other mod-
els with large margins on average and on almost all
of the individual test sets within TRUE. In addition,
GNLI alone outperforms the mixture of MNLI,
ANLI, and WANLI by a relatively large margin for
T5 small and T5 large, and by a small margin for
T5 XXL.

We note that Gekhman et al. (2023) have recently
proposed a synthetic dataset, called TrueTeacher,
for the task of factual consistency detection.
They used summarization models to condense
CNN/DM articles, and labelled the document-
summary pair with FLAN-PaLM 540B (Chowd-
hery et al., 2023) based NLI model. Models trained
on the TrueTeacher outperformed ANLI ones. We
trained a T5 XXL on the TrueTeacher data and
observed better performance compared to GNLI
as well (88.06% vs 85.75% on average). This is
expected since TrueTeacher is collected directly for
the task of factual consistency detection and makes
only the binary distinction.

4.2 Cross-Dataset Performance on NLI
Benchmarks

We now examine the models on test sets available
with large NLI collections (or validation sets in the
absence of test data with labels (MNLI and ANLI)).
In this case, at least one model has been trained on
data from the same test distribution. Here we seek
to understand how general our current datasets are
and we also include GNLI in this analysis.

Table 6 shows the results. While all these
datasets have been created with the aim of being
domain-general, we see that generally the train-
ing data distribution makes a huge difference. The
best test numbers are usually obtained by train-
ing on the corresponding training sets. For exam-
ple, the best MNLI numbers are obtained with a
model that is trained on MNLI. Note that the GNLI
dataset (while including a component that is trained
on MNLI) does not include the MNLI examples.
These results indicate that the style and properties
of different NLI test sets are still rather specific to
the individual NLI dataset, and a large dataset with
the same type of examples performs best on the
corresponding test set. However, the GNLI dataset
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FRANK QAGS
C

QAGS
X MNBM Summ

Eval BEGIN Dial
Fact Q2 PAWS FEVER Vitamin

C Avg

T5 SMALL
MNLI 49.62 37.76 58.30 70.30 45.97 80.77 76.10 68.40 51.68 89.33 70.10 63.48
ANLI 50.95 54.64 44.70 53.99 51.34 57.66 55.39 45.02 47.09 55.24 53.50 51.77
WANLI 57.99 54.14 70.21 69.90 48.98 65.79 77.62 68.97 51.51 84.35 67.85 65.21
M + A + W 50.20 47.35 61.76 69.69 46.75 79.08 76.01 66.00 59.15 89.94 72.71 65.33
GNLI 67.32 60.22 72.39 76.91 56.29 82.21 81.23 72.10 57.33 90.54 76.11 72.06

T5 LARGE
MNLI 79.15 58.13 79.56 79.27 61.59 82.13 87.65 77.32 75.82 93.97 81.60 77.84
ANLI 81.78 74.69 81.81 75.49 71.60 78.21 85.63 78.43 84.72 94.03 89.63 81.46
WANLI 80.31 74.46 70.11 67.70 72.86 80.37 89.15 82.16 83.17 93.82 82.79 79.72
M + A + W 83.57 72.28 82.27 78.28 72.61 81.13 87.25 79.81 85.86 94.63 86.48 82.20
GNLI 90.14 81.33 84.02 79.49 79.75 83.45 88.76 79.77 84.63 94.73 85.86 84.72

T5 XXL
MNLI 88.18 79.03 83.07 78.31 72.35 81.76 88.32 76.84 83.11 95.13 84.58 82.79
ANLI 87.90 82.08 84.68 76.41 75.79 79.77 81.06 74.68 86.35 93.46 90.59 82.98
WANLI 88.59 72.18 82.85 73.29 74.61 82.47 92.40 84.88 87.29 94.97 87.38 83.72
M + A + W 90.60 87.23 86.73 79.49 79.44 83.56 85.56 76.45 89.95 95.07 88.55 85.69
GNLI 91.38 85.48 87.03 79.97 79.28 84.00 88.57 77.40 87.10 95.34 87.69 85.75

Table 5: Evaluation of multiple trained models on the TRUE benchmark. The rows M + A + W show the results
of training models on the mixture of MNLI, ANLI, and WANLI. Results are split into three blocks based on the
LM size (T5 small, T5 large, and T5 XXL). We report average AUC-ROC results on all the datasets (expressed as
percentages). The best result for each model size and dataset is bolded.

Figure 4: Accuracy of different T5 models when trained on different number of training examples from GNLI.
Each plot has the results on one evaluation set.

is as accurate as MNLI on these test sets, even
without the explicit addition of MNLI examples.

We also trained models on all datasets combined
with GNLI. We note that in most cases (except for
T5 small), the combined datasets have at least some
modest improvements over the original datasets
(underline numbers in the table). We speculate
that T5 small’s model capacity is not high enough
to capture all the information in the combined
datasets, but once the model capacity increases,
we generally see improvements by adding GNLI to
the other NLI datasets.

4.3 How Much Data is Needed for Successful
Training?

GNLI is generated synthetically which is a more
efficient and cheaper process compared to crowd-
annotated data. It is possible to generate as many
examples as necessary, and it is unknown in ad-
vance how many examples are needed to get a
good performance. On the other hand, generating
large sets of examples uses more computing re-
sources. In this section, we study the effect of train-
ing data size on evaluation accuracy. We sample N
thousand synthetic training examples from GNLI,
where N ∈ {1, 2, 5, 10, 50, 100, 300, 392, 671}
(671K is the full GNLI dataset). We then train
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Train / Eval MNLI ANLI WANLI
GNLI
Hu-
man

T5 SMALL
MNLI 83.37 31.34 56.52 75.31
ANLI 70.35 48.31 52.70 67.14
WANLI 60.40 36.41 72.60 57.76
GNLI 82.18 33.00 56.56 77.14
MNLI + GNLI 82.66 30.94 55.82 77.76
ANLI + GNLI 72.89 37.94 48.65 69.80
WANLI + GNLI 78.02 34.87 86.69 76.53

T5 LARGE
MNLI 90.83 40.22 63.58 82.24
ANLI 86.87 63.62 63.70 81.22
WANLI 81.10 48.03 92.08 77.14
GNLI 90.61 45.72 65.10 83.67
MNLI + GNLI 91.04 44.94 65.54 82.45
ANLI + GNLI 90.61 63.69 65.03 83.67
WANLI + GNLI 87.80 48.34 96.84 83.88

T5 XXL
MNLI 92.11 55.44 65.92 83.27
ANLI 90.01 73.37 67.04 82.86
WANLI 84.61 60.00 86.46 81.84
GNLI 91.77 57.87 65.43 82.65
MNLI + GNLI 92.13 55.94 67.06 84.08
ANLI + GNLI 91.96 72.94 66.26 84.08
WANLI + GNLI 90.34 60.19 87.90 84.69

Table 6: Performance on NLI benchmarks (accuracy
percentage). The models were trained on the respective
datasets and tested on all their own and other datasets’
test (or validation) sets. Results are split into three
blocks based on the LM size (T5 small, large, T5 XXL).
We also report the results of combining GNLI with
MNLI, ANLI, and WANLI. We bold the highest accu-
racy per model size and evaluation dataset, for models
trained on the single datasets. For each combined train-
ing set (GNLI + X) and model size, if the result is better
than the original dataset (X), the number is underlined.

T5 models on all these sample sizes. We then eval-
uate the trained models on different NLI datasets.
The evaluation is on validation sets from MNLI
and ANLI, and WANLI and GNLI (synthetic) test
sets.

Figure 4 shows the results. We observe that
in most cases (model sizes and evaluation sets),
at least around 300K examples is needed to get
a decent performance. We also explicitly tested
GNLI with 392K which is the same size as MNLI.
In all cases, GNLI 392K has a very similar accuracy
to the full dataset. We also observed similar trends
for the TRUE benchmark.

5 Conclusion

A decade of increasingly useful NLI benchmarks
and datasets have been instrumental in improving
LLMs for various tasks. We have presented a new
exploration of how the data distribution of each
data source still impacts downstream performance

on new examples. We proposed a synthetic data
approach to mitigate these effects with examples
balanced for domain, length and labels. We show
that, by drawing on an LLM’s parametric knowl-
edge of a broad range of domains, such synthetic
data enables us to both train significantly more
domain-general NLI models, and to improve intrin-
sic NLI model performance on in-domain test data
by augmenting in-domain training data.

6 Limitations

We do not release the synthetic general NLI data
with our paper. However, our method for generat-
ing them can be replicated with access to an LLM,
either to directly reproduce our results or to apply
our approach to other domains, text lengths, and/or
training set sizes of interest. Our process for gen-
eration requires multiple LLM tasks which uses
more compute than a single stage one. But we note
that the data is of high linguistic quality with this
method. At the same time, the generated premises
could potentially contain fictional information, and
should not be used for training models that learn
facts from data. We have applied our approach
to generalize only one dataset (MNLI), which has
examples in English. While we obtain positive re-
sults, the results on other datasets, and for other
languages remain an empirical question. In addi-
tion, we performed experiments with FLAN-PaLM
540B (for prompt-tuning) and FLAN-PaLM2 L (for
prompting). However, our method is straightfor-
ward and can be easily replicated by other LLMs.
We expect comparable LLMs should lead to similar
results.
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A Seed Examples for Prompting

We provide the seed examples for prompting
FLAN-PaLM2 L (Unicorn) to generate premises in
Table 7.

B Running time and Hyper-parameter
Details of Prompt Tuning Experiments

For prompt-tuning of FLAN-PaLM 540B, we used
an input length and output length of 512. We tuned
100 prompt embeddings and used them during in-
ference. We used a learning rate of 0.3 and did
not use dropout. We trained with a batch size of
16 for 24, 544 steps that is equivalent to one epoch
on the MNLI dataset with 392, 702 training exam-
ples. The prompt-tuning took around 110 hours to
complete with 256 Cloud TPU v4 chips.

C Hyper-parameter Details of T5
Fine-tuning Experiments

For training T5 models (both binary and 3-way),
we tuned learning rates ∈ {5e − 4, 1e − 4, 5e −
5} and fine-tuned with batch size of 32 for 50K
steps. We checkpoint every 1K steps for early
stopping. We use a dropout rate of 0.1. We trained
with an input length of 512. During inference for
factual consistency evaluation (Section 4.1) and
NLI benchmarks (Section 4.2), we used an input
length of 1024 and 512 respectively.

We report the best selected hyper-parameters for
T5 binary and 3-way models in Table 8 and Table
9.
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Domain Length Text
news
headlines

short Congress approves debt deal, averting a US default

news
headlines

short Man airlifted to hospital from Skye beauty spot

news short Expectations were set high by the WSC concerning what the event would do for
upcoming Indian entrepreneurs.

news short But despite high promises, it didn’t take long for the first day of the convention to
be plunged into chaos.

shopping
reviews

paragraph Good value for the seventy eight dollars that I paid for it. easy to change the filter.
Quite on high. Haven’t had it long enough to say how well it filters the air but
I can see lint and dust on the filter pre screen. And I’ve only had it nine days I
think. Love that I can turn the lights off.

shopping
reviews

short my first impressions are that’s the Google Pixel 7 is a nice phone, BUT not as
good as the moto g power in terms of ease of use and functionality.

shopping
reviews

short Battery has yet to be determined on the Pixel, but from a full charge, I’m down to
56% after 2 hours of use.

wikipedia paragraph Alfred was baptised by Frederick Cornwallis, Archbishop of Canterbury, in the
Great Council Chamber at St James’s Palace on 21 October 1780. His godparents
were his elder siblings George, Prince of Wales; Prince Frederick; and Charlotte,
Princess Royal. Alfred was a delicate child.

wikipedia short The premise of Two Hundred Rabbits was based on a dream that author Lonzo
Anderson had after reading a French folk tale.

movie re-
views

paragraph As usual, James Cameron shows us his creative genius. The story is very different
from the first, and I don’t want to give out any story until you’ve seen it. It is worth
watching, and if you own the first it is also worth buying. My only complaint, and
it is BIG, is it turns out to only be in 480p resolution...not even 1080p or 4K. It
looks good if you play it in YouTube, but still. It should be in 4K.

movie re-
views

short The actor portraying Mr. Darcy had no concept of the kind of man Darcy is or his
nature.

place
reviews

paragraph Beautiful space which is nicely a bit secluded from the hussle at coal drop but still
easy to reach. Wines were excellent, cheeses delicious, food great, and cocktails
outstanding. Folks were kind and professional. Crowd was elegant but relaxed.

Amazed they just opened three days ago, they operate like they have
been at it forever. Loved every minute!

place
reviews

short The steep stairs need to be negotiated with caution especially after indulging in
bout of revelry.

place
reviews

short I waited an hour. The doctor was terribly stressed. She didn’t answer questions.

twitter short Sevilla is Red and White ♥
twitter short Lil X just asked if there are police cats, since there are police dogs :))
reddit post paragraph Hey there everyone! I often see people asking where to start when getting into

prog metal, so I thought instead of answering every one of them individually
I’d make a list. I’m not going into too much depth because otherwise this will
become endless, but I’ll try to give a brief explanation of all styles I’m going over.
So let’s get started!

reddit post short I am someone who hates doing laundry.

Table 7: Seed Examples for Prompting.
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Dataset/Model T5 small T5 large T5 XXL
MNLI lr=5e-4, steps=40K lr=5e-4, steps=10K lr=5e-4, steps=15K
ANLI lr=5e-4, steps=5K lr=5e-4, steps=20K lr=5e-4, steps=40K
WANLI lr=5e-4, steps=15K lr=5e-4, steps=10K lr=1e-4, steps=50K
GNLI lr=5e-4, steps=40K lr=5e-4, steps=20K lr=5e-5, steps=40K
MNLI + GNLI lr=5e-4, steps=20K lr=5e-4, steps=35K lr=5e-5, steps=25K
ANLI + GNLI lr=5e-4, steps=50K lr=5e-4, steps=20K lr=5e-4, steps=50K
WANLI + GNLI lr=5e-4, steps=45K lr=5e-4, steps=30K lr=5e-5, steps=50K

Table 8: Best selected hyper-parameters for T5 binary models. We report learning rates (lr) and the number of
steps.

T5 small T5 large T5 XXL
MNLI lr=5e-4, steps=40K lr=5e-4, steps=10K lr=5e-5, steps=35K
ANLI lr=5e-4, steps=45K lr=5e-4, steps=10K lr=5e-4, steps=15K

WANLI lr=5e-4, steps=10K lr=5e-4, steps=10K lr=5e-5, steps=15K
GNLI lr=5e-4, steps=50K lr=5e-4, steps=15K lr=5e-5, steps=35K

MNLI + GNLI lr=5e-4, steps=25K lr=5e-4, steps=45K lr=5e-4, steps=45K
ANLI + GNLI lr=5e-4, steps=05K lr=5e-4, steps=45K lr=5e-5, steps=45K

WANLI + GNLI lr=5e-4, steps=50K lr=5e-4, steps=35K lr=5e-5, steps=35K

Table 9: Best selected hyper-parameters for T5 3-way classification models. We report learning rates (lr) and the
number of steps.
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