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Message from the Organizing Committee

As researchers achieve unprecedented technological breakthroughs in natural language processing, the
need to understand the systems underlying these advances is more pertinent than ever. BlackboxNLP,
now in its seventh iteration, has played an important role in bringing together scholars from a diverse
range of backgrounds in order to rigorously study the behavior, representations, and computations of
“black-box” neural network models. Our workshop showcases original, cutting-edge research on topics
including but not limited to:

• Explanation methods such as saliency, attribution, free-text explanations, or explanations with
structured properties.

• Mechanistic interpretability, reverse engineering approaches to understanding particular properties
of neural models.

• Scaling up analysis methods for large language models (LLMs).

• Probing methods for testing whether models have acquired or represent certain linguistic proper-
ties.

• Analysing context mixing (e.g., token-to-token interactions) in deep learning architectures.

• Adapting and applying analysis techniques from other disciplines (e.g., neuroscience or computer
vision).

• Examining model performance on simplified or formal languages.

• Proposing modifications to neural architectures that increase their interpretability.

• Open-source tools for analysis, visualization, or explanation to democratize access to interpretabi-
lity techniques in NLP.

• Evaluation of explanation methods: how do we know the explanation is faithful to the model?

• Understanding under the hood of memorization in LLMs.

• Opinion pieces about the state of explainable NLP.

The seventh BlackboxNLP workshop will be held in Miami, Florida on November 15, 2024, hosted by
the Conference on Empirical Methods in Natural Language Processing (EMNLP). 35 full papers and 18
non-archival extended abstracts were accepted for in-person and online presentations, from a total of 91
submissions. This year’s workshop will also feature papers on interpretability from the Findings of the
ACL: EMNLP 2024, as well as two invited talks and a panel discussion with experts in the field. Bla-
ckboxNLP 2024 would not have been possible without the high-quality peer reviews submitted by our
program committee, as well as the logistical assistance provided by the EMNLP organizing committee.
We gratefully acknowledge financial support from our sponsors, Google and Apple. Our invited spea-
kers, panelists, authors, and presenters have allowed us to put together an outstanding program for all
participants to enjoy. Welcome to BlackboxNLP! We look forward to seeing you in Miami and online.
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lizing Subnetworks

15:30 - 16:30 How LLMs Reinforce Political Misinformation: Insights from the Analysis of Fal-
se Presuppositions

15:30 - 16:30 Does Alignment Tuning Really Break LLMs’ Internal Confidence?

15:30 - 16:30 How Does Code Pretraining Affect Language Model Task Performance?

xix



Friday, November 15, 2024 (continued)

15:30 - 16:30 ToxiSight: Insights Towards Detected Chat Toxicity

15:30 - 16:30 Clusters Emerge in Transformer-based Causal Language Models

15:30 - 16:30 Quantifying reliance on external information over parametric knowledge during
Retrieval Augmented Generation (RAG) using mechanistic analysis

15:30 - 16:30 Mind Your Manners: Detoxifying Language Models via Attention Head Interven-
tion

15:30 - 16:30 Can One Token Make All the Difference? Forking Paths in Autoregressive Text
Generation

15:30 - 16:30 Exploring the Recall of Language Models: Case Study on Molecules

15:30 - 16:30 How do LLMs deal with Syntactic Conflicts in In-context-learning ?

15:30 - 16:30 Linguistic Minimal Pairs Elicit Linguistic Similarity in Large Language Models

16:30 - 16:40 Closing Remarks and Awards

16:40 - 17:30 Panel Discussion

xx


