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Abstract

Knowledge graph embedding (KGE) is ex-
tensively employed for link prediction by
representing entities and relations as low-
dimensional vectors. In real-world scenarios,
knowledge graphs (KGs) usually encompass
diverse domains, which poses challenges to
KG representations. However, existing KGE
methods rarely make domain constraints on
the embedding distribution of multi-domain
KGs, leading to the embedding overlapping
of different domains and performance degra-
dation of link prediction. To address this chal-
lenge, we propose Dual Archimedean Spiral
Knowledge Graph Embedding (DuASE), a
low-dimensional KGE model for multi-domain
KGs. DuASE is inspired by our discovery that
relation types can distinguish entities from dif-
ferent domains. Specifically, DuASE encodes
entities with the same relation on the same
Archimedean spiral, allowing it to differentiate
the entities from different domains. To avoid
embedding overlapping across domains, Du-
ASE further makes the head and the tail spirals
in the same triplet cluster to their respective do-
main space by a regularization function. Thus,
DuASE can better capture the domain infor-
mation and the dependencies between entities
when modeling the multi-domain KGs, leading
to improved KG representations. We validate
the effectiveness of DuASE on the novel multi-
domain dataset (n-MDKG) introduced in this
study and three other benchmark datasets1.

1 Introduction

Knowledge graphs (KGs) represent networks of
real-world entities and describe the associations
between them, which play a crucial role in vari-
ous tasks, including large language models (Zhao
et al., 2023; Hu et al., 2023; Pan et al., 2024), in-
formation retrieval (Gaur et al., 2022) and ques-

* Corresponding Author
1Code and datasets are available at https://github.com/

dellixx/DuASE

tion answering (Saxena et al., 2022). Nonethe-
less, the incompleteness of KGs will lead to un-
favorable outcomes in related tasks. Therefore,
researchers propose many knowledge graph embed-
ding (KGE) approaches (Bordes et al., 2013; Lin
et al., 2015) to predict the missing links based on
the known triplets. Since high-dimensional KGE
methods require large memory and high computa-
tion costs (Zhu et al., 2022), the low-dimensional
KGE methods have gained popularity (Balazevic
et al., 2019a; Chami et al., 2020; Nayyeri et al.,
2023).

However, most existing KGE methods, including
low-dimension methods, ignore the multi-domain
characteristics of KGs, and mining multi-domain
information within KGs is essential for enhancing
link prediction performance. In the context of KG,
the term "domain" is used to describe a specific
subject area or category of knowledge that the KG
encompasses or represents.

In reality, most KGs span a variety of domains,
including sports, medicine, law, history, etc. The
ignorance of making domain distinctions in KGE
leads to the problem of embedding overlapping
across different domains, consequently impairing
the effectiveness of link prediction. As shown in
Figure 1, there are overlaps among the embeddings
learned by the ComplEx, RotatE, and RotH on the
6-MDKG dataset with six domains. More details
about embedding overlapping cross domains are
computed via the Jaccard index and discussed in
Appendix A. In fact, if the KGE model takes into
account the distinction between domains, it can
reduce the errors in the link prediction section. This
is because there are significant differences in the
types of relationships between entities in different
domains.

To effectively model multi-domain KGs, this
paper imposes domain constraints in KGE and
proposes a low-dimensional KGE model DuASE,
which avoids the embedding overlapping and im-
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Figure 1: Visualizations of entities on six different domains. Different colors indicate different domains.

proves the performance of link prediction. Our
motivation is based on the following two aspects.
First, it is reasonable to distinguish different do-
mains via the relations in the KG triplets. In
KGs, the differences among domains are mainly in
entity types and relation types. Since entity type in-
formation is not available in most KGs, we mainly
rely on relation types in knowledge triplets to ac-
complish domain knowledge differentiation. We
list some domains and their relations: (a) Medical
Domain: Treatment, Diagnosis, Prescription, etc.
(b) Film Domain: Directing, Cinematography, Di-
rected, etc. (c) Literature Domain: Publication, Cri-
tique, Adaptation, etc. Second, spiral provides the
possibility of modeling KG domains and avoid-
ing embedding overlapping by mapping entities
onto relation spirals. The term Archimedean spi-
ral is defined as: φ = a+b ·θ. Different spirals can
model various relations for domain distinguishing
through parameter b, and different rotation angles
(parameter θ) of the same spiral can model different
entities.

Specifically, DuASE maps the entities in knowl-
edge triplets onto the relation Archimedean spi-
ral. DuASE further enforces the dual spirals of the
head and the tail entities in the same triplet to be
as close as possible by a regularization function.
This clusters the learned embedding into their re-
spective domain space and avoids the embedding
overlapping across different domains. Thus, Du-
ASE can better capture the domain information and
the dependencies between entities when modeling
the multi-domain KGs, leading to improved KG
representations. Figure 1 shows that the proposed
DuASE can effectively model domain distinction.
We validate the effectiveness of DuASE on our pro-
posed multi-domain dataset (n-MDKG) and three
other benchmark datasets.

Furthermore, benefiting from the proposed dual
Archimedean spirals, DuASE can capture impor-

tant relation patterns (symmetry, antisymmetry, in-
version and composition) in low-dimensional space.
We provide formal proofs of such ability of our
model in Appendix B. It further reinforces the re-
liability and robustness of our model in capturing
meaningful patterns and associations among enti-
ties.

Our contributions are summarized as follows:

• The proposed DuASE can effectively model
the multi-domain KGs by mapping enti-
ties with the same relation onto the same
Archimedean spiral. To our knowledge, this
work is the first to investigate domain distinc-
tion in low-dimensional KGE.

• We propose a novel regularizer to promote the
proximity of the dual spirals of the head and
the tail entities in the same triplet. Thus, Du-
ASE can better model the domain differences
and alleviate the embedding overlapping prob-
lem in KGE.

• To evaluate the effectiveness of the KGE meth-
ods on multi-domain KGs, we develop a novel
multi-domain KGE dataset named n-MDKG,
since most KGs involve multiple domains and
the domain labels are not explicitly annotated.

2 Related Work

2.1 KGE Methods
The representations of distance-based models
TransE (Bordes et al., 2013), which defines the
relations r as translations from head entities h to
tail entities t. The scoring function in TransE
is denoted as the distance between h + r and t
with the l1 or l2 parametric constraints. After that,
TransH (Wang et al., 2014), TransR (Lin et al.,
2015) and TransD (Ji et al., 2015) enhance KGE
representations through diverse projection strate-
gies. In addition, RESCAL (Nickel et al., 2011)
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and DistMult (Yang et al., 2015) adopt scoring func-
tions based on similarities between head, relation
and tail embeddings. ComplEx (Trouillon et al.,
2016) and RotatE (Sun et al., 2019) extend these
methods by operating in the complex space, provid-
ing enhanced expressiveness for handling asymmet-
ric relations. More recently, TuckER (Balazevic
et al., 2019b) and AutoSF (Zhang et al., 2020) intro-
duce increased flexibility in modeling similarities.
Since high dimensionality KGE increases the com-
putational complexity and memory requirements,
our work focuses on the low-dimensional KGE
methods in multi-domain KGs.

2.2 Low-dimensional KGE Methods
In recent times, there has been a growing interest
in developing low-dimensional Knowledge Graph
Embedding (KGE) methods. MuRP (Balazevic
et al., 2019a) adopts the hyperbolic space for entity
and relation embeddings, effectively capturing hier-
archical structures within KGs. Furthermore, RotH,
RefH and AttH (Chami et al., 2020) enhance hyper-
bolic KGE by incorporating hyperbolic isometries
to model symmetry and antisymmetry patterns in
KGs. However, hyperbolic geometry-based cal-
culations involve complex Möbius matrix-vector
multiplication and Möbius addition operations. To
address this, the Rot2L (Wang et al., 2021a) model
simplifies hyperbolic operations.

In addition, MulDE (Wang et al., 2021b) and Du-
alDE (Zhu et al., 2022) use knowledge distillation
to learn low-dimensional KG embeddings. How-
ever, they require a long training time to learn low-
dimensional features. ItôE (Nayyeri et al., 2023)
models relations in the KG as stochastic processes,
which introduces complexity to the training pro-
cess. Although the above methods employ distinct
strategies to enhance low-dimensional KGE rep-
resentations, these approaches infrequently delve
into the multi-domain information in multi-domain
KGs.

Unlike existing KGE methods, we are the first
to explore the low-dimensional multi-domain KGE
approach. The proposed DuASE encodes entities
with the same relation onto the same relation spi-
ral space. Moreover, it demonstrates the ability to
capture important relation patterns (symmetry and
antisymmetry, inversion and composition) simul-
taneously in low-dimension space. Notably, Du-
ASE operates in the complex space, which is less
intricate compared to hyperbolic space. Besides,
DuASE employs linear operations for efficient pro-

Figure 2: (a) shows an illustration of an Archimedean
spiral. (b) shows an illustration of our model.

cessing.

3 Background and Notation

3.1 Archimedean Spiral
In mathematics, the Archimedean spiral, also
known as the arithmetic spiral, is a curve named
after the ancient Greek mathematician Archimedes,
who lived in the 3rd century BC. Figure 2(a) il-
lustrates the locus representing the positions of a
point moving away from a fixed point at a constant
speed along a line that rotates with a constant angu-
lar velocity. This spiral can be expressed in polar
coordinates (φ, θ) using the equation:

φ = a+ b · θ, (1)

where a controls the distance from the starting
point of the spiral to the origin, b controls the dis-
tance between loops, and θ represents the angle of
rotation of the spiral. The distance between consec-
utive loops is 2πb. In addition, we also consider the
Logarithmic spiral, represented by their respective
formulas φ = aebθ. Based on an initial verifi-
cation experiment, we have concluded that both
spirals can be utilized to model multi-domain KGs.
However, due to their complexities, we employ
the simpler Archimedean spiral in the proposed
DuASE.

3.2 Knowledge Graph Embedding
A knowledge graph is typically denoted as G =
(E ,R, T ), where E , R and T represent the sets
of entities, relations and triplets (h, r, t), respec-
tively. The KGE task computes the score function
fr(h, t) and anticipates that the scores of correct
triplets will be higher than those of invalid triplets.
Specifically, the KGE task aims to accurately learn
embedded representations of entities, relations to
facilitate predictions of missing entities in KGs. It
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involves predicting the tail entity t given a tuple
(h, r, ?), or conversely, predicting the head entity h
for a tuple (?, r, t).

4 Methodology

4.1 The Proposed DuASE
The proposed Dual Archimedean Spiral Knowl-
edge Graph Embedding (DuASE) is inspired by our
discovery that the domains can be distinguished by
the relations in the knowledge triples. For example,
the triplets from the three different domains (edu.,
film, pol.) are as follows: (Stanford University,
school_type, Private University), (Spider Man3,
film_by, Stan Lee), (china, make a visit, bahrain)
and (barack obama, consult, poland). Based on
such fact, we map the entities with the same rela-
tion on the same spiral to distinguish entities from
different domains.

The term spiral is usually used for the more
general group of spirals: φ = a + b · θ 1

c . The
Archimedean spiral occurs when c = 1. Other
spirals falling into this group include the hyper-
bolic spiral (c = −1), Fermat’s spiral (c = 2), and
the lituus (c = −2). Given their complexities, we
chose the simpler Archimedean spiral (c = 1) in
the proposed DuASE.

Specifically, DuASE encodes the entities on the
relation Archimedean spiral, in which all the enti-
ties with the same relation are on the same spi-
rals. We defined two spiral lines (Sh and St),
and mapped the head entity h and the tail entity t
onto their respective relation spirals, Sh and St, as
shown in Figure 2(b). Sh denotes the spiral corre-
sponding to the head entity h and St denotes the
spiral corresponding to the tail entity t. The dual
spirals (Sh and St) provide the ability to constrain
the domain space in our model. DuASE regards
each entity as different the angle of rotation θ in
Eq. 1, and regards Sh and St as distance control
parameter b in Eq. 1. Thus, the range of embedding
values for each entity is eh, et ∈ (0, 2π). In addi-
tion, to prevent crossover between domains space,
we set the starting point of all spirals to the origin.
That is, we set a = 0 for DuASE in Eq. 1. For-
mally, the head entity and tail entity when mapped
onto the Sh and St respectively are represented as:

ζ(eh,Sh) = eh ◦ Sh, ξ(et,St) = et ◦ St. (2)

Since many previous works (Trouillon et al.,
2016; Sun et al., 2019) have demonstrated that en-

coding knowledge graphs in complex space can bet-
ter capture potential links between entities, we also
model KGs in the complex space, i.e., eh, er, et,∈
Cd. For each triplet (h, r, t), we define the relation
as translation from ζ(eh,Sh) to ξ(et,St). To remove
translation freedom, we also add embedding con-
straints similar to previous distance-based KGE
models (Bordes et al., 2013; Chao et al., 2021). We
aim for the dual spirals (Sh and St ) to better distin-
guish domain knowledge and we apply an L2-norm
for the relation embeddings er. The score function
of DuASE is denoted as:

fr(eh, et) = − ∥ ζ(eh,Sh) + er − ξ(et,St) ∥ . (3)

The score function is used in the loss function to
optimize the graph embeddings. In addition, we dis-
cuss the relation between DuASE and other models
in Appendix C. In addition, Li et al. (2023) em-
ploys single Archimedean Spiral to model times-
tamps in temporal KG and maps relations onto
timestamp spirals. The relation is defined as the
parametric angle (θ). On the contrary, This paper
designs Dual Archimedean Spirals to learn the do-
main information of entities. The entity is defined
as the parametric angle (θ).

4.2 Loss Function
To optimize our model, we employ the self-
adversarial negative sampling loss for DuASE,
which is defined as:

Lµ = − log σ(γ − fr(eh, et))

−
n∑

i=1

p(h′i, r, t
′
i) log σ(fr(e

′
h, e

′
t)− γ),

(4)

where σ is the sigmoid function, and γ is a fixed
margin.

In addition, to further optimize the entity rep-
resentations and constrain domain information in
different domain space, we propose a novel reg-
ularization function to facilitate the convergence
of the head and the tail spirals (Sh and St) in the
same triplet. This constraint process ensures that
DuASE can better capture the domain information
between the head and the tail entity. The regular-
ization function is defined as:

Lς =
1

NR

NR∑

i=1

∥Sh − St∥22, (5)
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where NR is the number of relations. Hence, the
total loss function of DuASE is defined as:

L = Lµ + λLς , (6)

where λ denotes the regularization coefficient. This
function aims to minimize the distance between Sh

and St for entities belonging to the same triplet,
thereby enhancing the model’s ability to distinguish
between different domains while maintaining co-
herence within the same domain.

5 Experiments

5.1 Multi-domain Datasets n-MDKG
Since most KGs involve multiple domains and the
domain labels are not explicitly annotated, we de-
velop a novel multi-domain KGE dataset named
n-MDKG, including 3-MDKG, 6-MDKG and 9-
MDKG, to facilitate the evaluation of the KGE
methods on multi-domain KGs. In this dataset,
we explicitly defined the domains contained in the
dataset, as well as the relation types within each do-
main, maintaining independence between domains
as much as possible. This allows for the evaluation
of KGE models’ ability of domain distinguishing
in the case of different numbers of domains. The
key difference between our proposed dataset and
existing KG datasets is that the latter do not have
domain labels and domain numbers, making it im-
possible to evaluate models on domain-level model-
ing capabilities. Given that domain differences are
mainly reflected in the types of relationships, we
distinguished domains based on these relationships
and extracted data from multiple domains on this
basis, combining them to form the dataset in this
paper. We allow users to flexibly share and adapt
the dataset for their use. A summary of n-MDKG
is presented in Appendix D.

5.2 Benchmark Datasets
In addition, to further validate the effectiveness
of our model, we conduct additional experiments
on three other KGE benchmark datasets includ-
ing WN18RR (Dettmers et al., 2018), FB15K-
237 (Toutanova and Chen, 2015) and YAGO3-
10 (Suchanek et al., 2007). A summary of these
datasets is presented in Appendix E.

5.3 Evaluation Protocol
Following the existing low-dimensional KGE meth-
ods, we employ four standard metrics to evalu-
ate our model, including Mean Reciprocal Rank

(MRR) and H@n. The quality of the ranking of
each test triplet is evaluated by considering all pos-
sible substitutions of the head entity and tail entity,
denoted as (h′, r, t) and (h, r, t′), where h′ and t′

belong to the set of entities E . H@k measures
the percentage of correct entities among the top k
predictions, and higher values of MRR and H@k
indicate better performance. The evaluation H@k
is conducted with cut-off values k = 1, 3, 10.

5.4 Experimental Setup
We conduct all experiments on a single NVIDIA
Tesla V100 with 32GB memory. We utilize the
Adam (Kingma and Ba, 2015) optimizer and per-
formed grid search to find the optimal hyperpa-
rameters based on the performance on the val-
idation set. We train our model with 5 differ-
ent random seeds (0, 1, 2, 3, 4) and we report the
average and unbiased standard deviation on the
test set. The experimental settings are: learning
rate ∈ [0.1, 0.01, 0.001, 0.0001], fixed margin γ:
2 ∼ 30, fixed embedding dimension: 32, batch size
∈ [1024, 2048], negative sampling ∈ [256, 512].

6 Results and Analysis

6.1 Results on Multi-domain KGE Datasets
To evaluate the effectiveness of our proposed
method, we conduct experiments in the low dimen-
sionality setting of d = 32 on three multi-domain
KG datasets including 3-MDKG, 6-MDKG and 9-
MDKG. We compare our approach against general
KGE methods and low-dimensional KGE methods,
as shown in Table 1. Moreover, these models offer
interpretability for learning structured relation pat-
terns in KGs, allowing for a better understanding
of the underlying mechanisms behind their perfor-
mance. Hence, we use these models as the main
baselines. In this study, our work focuses on the
low-dimensional KGE methods in multi-domain
KGs.

The experimental results demonstrate the su-
periority of our approach. DuASE consistently
outperforms all other techniques in MRR, H@1,
H@3 and H@10 metrics, further confirming its ef-
ficacy in predicting missing links in multi-domain
KGs. We also report the standard deviations for
the performance of our model, indicating the sta-
bility and reliability of our results. Our proposed
KGE method DuASE encodes entities with the
same relations on the same relation spiral, allow-
ing it to differentiate the entities embedding from
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3-MDKG 6-MDKG 9-MDKG
Method MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10
KGE Methods
TransE 0.126 0.082 0.135 0.214 0.170 0.098 0.196 0.310 0.029 0.014 0.030 0.057
RotatE 0.202 0.120 0.225 0.369 0.230 0.172 0.255 0.338 0.212 0.161 0.233 0.309
ComplEx-N3 0.189 0.106 0.208 0.366 0.233 0.187 0.252 0.317 0.272 0.232 0.288 0.347
low-dimensional Methods
MurE 0.213 0.151 0.240 0.340 0.175 0.121 0.138 0.277 0.071 0.042 0.074 0.126
RotE 0.266 0.184 0.290 0.433 0.169 0.120 0.179 0.260 0.157 0.109 0.164 0.249
AttE 0.218 0.152 0.248 0.348 0.168 0.120 0.177 0.259 0.075 0.043 0.082 0.138
RotH 0.279 0.194 0.315 0.441 0.268 0.227 0.283 0.348 0.300 0.263 0.319 0.372
AttH 0.263 0.189 0.301 0.436 0.261 0.210 0.276 0.339 0.297 0.247 0.301 0.365
Rot2L 0.272 0.192 0.314 0.444 0.270 0.219 0.281 0.343 0.305 0.251 0.319 0.371
DualDE 0.265 0.188 0.305 0.438 0.268 0.215 0.278 0.338 0.316 0.249 0.313 0.369

DuASE (ours)
0.301 0.211 0.336 0.475 0.287 0.236 0.306 0.382 0.324 0.278 0.340 0.407

± 0.0031 ± 0.0025 ± 0.0011 ± 0.0038 ± 0.0029 ± 0.0014 ± 0.0037 ± 0.0018 ± 0.0023 ± 0.0044 ± 0.0020 ± 0.0022

Table 1: Link prediction results on 3-MDKG, 6-MDKG and 9-MDKG (low dimension d = 32).

different domains. As a result, DuASE gains sig-
nificant improvements in KG representations in
multi-domain KGs and achieves better link predic-
tion performance.

Model Training Time

TransE 1.00 x
RotatE 1.07 x
MurE 1.12 x
RotE 1.65 x
AttE 2.28 x
RotH 11.47 x
AttH 11.53 x
DuASE (ours) 1.08 x

Table 2: The training time comparison between DuASE
and baselines on 6-MDKG.

In addition, Table 2 shows a comparative analy-
sis of the training time between our model and
the baselines. All models are trained on a sin-
gle NVIDIA V100 GPU. We can observe that our
model and RotatE require less training time com-
pared with other models. The increased training
time for the models ROTH and ATTH is attributed
to the complex computations involved in modeling
in the hyperbolic space. This further validates the
lightweight of DuASE in modeling KGs in low-
dimensional spaces. The saved training time, espe-
cially when compared with competitive hyperbolic
space models, demonstrates the effectiveness and
computational advantage of our KGE approach in
low-dimensional space.

6.2 Results on Benchmark KGE Datasets

To further validate the generalization capability of
our model, we conduct experiments with a low
dimensionality setting of d = 32 on public bench-
mark datasets including WN18RR, FB15K-237
and YAGO3-10. The results are summarized in
Table 3. We can observe that DuASE consistently
outperforms all other methods in terms of MRR
and H@n metrics on WN18RR and YAGO3-10. In
addition, DuASE achieves competitive results in
H@3 and H@10, and comparable results in MRR
and H@1 on the FB15K-237 dataset. Upon our fur-
ther analysis, we discover that these benchmark
datasets contain multiple subdomains. DuASE
improves the entity embedding representations by
learning multiple subdomain knowledge, leading
to the competitive results of our model on these
datasets.

6.3 Effect on Alleviating Entity Embedding
Overlapping

To analyze the effective of the proposed DuASE
in modeling multi-domain KGs, we employ T-
SNE (Van der Maaten and Hinton, 2008) to visual-
ize the entity embeddings learned by different mod-
els from multi-domain on 9-MDKG. The results
are shown in Figure 1. We observe that there are ob-
vious overlapping of entity embeddings learned by
the ComplEx and RotatE models. The RotH model
displays a hierarchical structure from the inner to
the outer layers, characteristic of its hyperbolic
space modeling. However, it is less sensitive to the
multi-domain patterns present in KGs. It is obvious
that the existing KGE models that are difficult to
effectively learn the domain information of enti-
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WN18RR FB15K-237 YAGO3-10
Method MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10
KGE Methods
TransE 0.150 0.009 0.251 0.387 0.270 0.177 0.303 0.457 0.324 0.221 0.374 0.524
ComplEx-N3 0.420 0.390 0.420 0.460 0.294 0.211 0.322 0.463 0.336 0.259 0.367 0.484
RotatE 0.387 0.330 0.417 0.491 0.290 0.208 0.316 0.458 0.419 0.321 0.475 0.607
low-dimensional Methods
MuRE 0.458 0.421 0.471 0.525 0.313 0.226 0.340 0.489 0.283 0.187 0.317 0.478
MuRP 0.465 0.420 0.484 0.544 0.323 0.235 0.353 0.501 0.230 0.150 0.247 0.392
REFE 0.455 0.419 0.470 0.521 0.302 0.216 0.330 0.474 0.370 0.289 0.403 0.527
REFH 0.447 0.408 0.464 0.518 0.312 0.224 0.342 0.489 0.381 0.302 0.415 0.530
ROTE 0.463 0.426 0.477 0.529 0.307 0.220 0.337 0.482 0.381 0.295 0.417 0.548
ROTH 0.472 0.428 0.490 0.553 0.314 0.223 0.346 0.497 0.393 0.307 0.435 0.559
ATTE 0.456 0.419 0.471 0.526 0.311 0.223 0.339 0.488 0.374 0.290 0.410 0.537
ATTH 0.466 0.419 0.484 0.551 0.324 0.236 0.354 0.501 0.397 0.310 0.437 0.566
Rot2L♢ 0.475 0.434 - 0.554 0.326 0.237 - 0.503 - - - -
DualDE♢ 0.468 0.419 0.486 0.560 0.306 0.216 0.338 0.489 - - - -
ItôE♢ 0.455 0.404 0.480 0.548 0.330 0.242 0.361 0.508 - - - -

DuASE (ours)
0.489 0.448 0.503 0.569 0.329 0.235 0.364 0.519 0.473 0.387 0.524 0.628
±0.0011 ±0.0016 ±0.0022 ±0.0041 ±0.0011 ±0.0019 ±0.0014 ±0.0005 ±0.0032 ±0.0050 ±0.0022 ±0.0017

Table 3: Link prediction results on WN18RR, FB15K-237 and YAGO3-10 (low dimension d = 32). The results of
♢ are taken from the original papers. Other results are taken from Chami et al. (2020). Dashes denote the results are
not reported in the corresponding literature.
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Figure 3: Visualizations of the learned entity embeddings are mapped the corresponding relation domain.

ties. In contrast, our model exhibited remarkable
capability in distinguishing entities from different
domains. The differentiation in entity embeddings
from diverse domains serves as evidence of the
efficacy of our model in modeling multi-domain
KGs.

In addition, we employ the Archimedean spi-
ral to map entities into the polar coordinate system.
Specifically, we map the learned entity embeddings
to the corresponding relation spirals in the polar
coordinate system. The results are shown in Fig-
ure 3 in Sec. 1. The mapping algorithm is based
on the score function of DuASE. Figure 3 shows
the entity embedding projection for four different
relations from different domains. We can observe a
spiral trend for entities on the same domain relation.
These results indicate that DuASE can effectively
learn the representations of entities through rela-

tion spirals and thus model the domains for the
multi-domain KGs.

6.4 Effect of Regularizer Function

In this section, we study the effect of regulariza-
tion on WN18RR and present the MRR metrics on
the validation set in Figure 4. We plot a detailed
comparison of our proposed regularizer to nuclear
3-Norm regularization (Lacroix et al., 2018). We
note that the range of weight values correspond-
ing to the peak values of different regular function
waves is different. This is because the regularizer
function constrained in different ways will lead to
differences in regularization weights λ. The results
show that our proposed dual spirals regularisation
function for DuASE can better model multi-domain
KG in low-dimensional space. Here, dual spirals
regularizers drive the head spiral Sh and the tail
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Figure 4: Link prediction results of DuASE trained with
different regularizers on WN18RR dataset.

spiral St to converge to the same domain space.
Thus, DuASE can better learn the domain informa-
tion and the dependencies between entities when
modeling the multi-domain KGs.
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Figure 5: Visualizations of the learned entity embed-
dings distribution on 9-MDKG. (a) without dual spirals
regularizer. (b) with dual spirals regularizer.

In addition, we conduct experiments on 9-
MDKG to verify the effectiveness of dual spirals
regularizer function. We visualize the distribution
of entities from two different domains (medicine
and automotive), as shown in Figure 5. We can see
that DuASE can better learn the domain informa-
tion of entities by constraining the head and the tail
spirals via dual spirals regularizer function. The
results demonstrate that it is effective to cluster the
entities into their respective domains and enhance
the entity representations by learning domain infor-
mation.

6.5 Further Visualisation Analyses

In Figure 6 (a), we visualize the entity embeddings
learned by DuASE for a sub-tree of the organism
entity on WN18RR. We can observe that our model
can effectively learn semantic hierarchy informa-
tion. DuASE can model hierarchical relation depen-
dencies by mapping entities onto the corresponding
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Figure 6: (a) shows visualization of the learned entity
embeddings on WN18RR dataset. (b) and (c) are distri-
bution histograms of two entity embeddings.

relation spirals. As described in the methodology
section, we treat entities as the angle of rotation of
the spiral. Hence, Emb(entity) ∈ (0, 2π). This
capability empowers the model to distinguish be-
tween various entity representations on the same
relation through angle rotation θ, enabling the effec-
tive modeling of hierarchical relation pattern. We
also visualize the entity distribution histograms (mi-
croorganism ⊆ organism) as shown in Figure 6 (b)
and Figure 6 (c), respectively. We can observe that
both organism and microorganism entities have
different components between 0 and π, and these
angle components allow for distinguishing entities
in the same domain space.

7 Conclusion

Given the importance of mining domain informa-
tion in multi-domain KGE and the fact that rela-
tions play an important role in distinguishing differ-
ent domains, this paper proposes a low-dimension
KGE model, named dual Archimedean spirals
knowledge graph embedding model (DuASE). Du-
ASE maps entities with the same relation on the
same Archimedean spiral. Different spirals can
model various relations for domain distinguishing
through parameter b, and different rotation angles
(parameter θ) of the same spiral can model differ-
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ent entities. Meanwhile, we propose the dual spiral
regularizer to cluster the spirals into their respective
domain space. The experimental results fully illus-
trate that DuASE can better model multi-domain
KG than previous methods and avoid embedding
overlapping. In addition, we construct the datasets
n-MDKG for multi-domain KGE.

Limitations

In this study, we for the first time explore the ex-
traction of domain-specific knowledge from knowl-
edge graphs for KGE tasks. We believe that future
work should address the complexity of integrat-
ing multifaceted domain knowledge and scaling
the extraction process to accommodate the ever-
expanding scope of knowledge graphs. Moreover,
similar to the majority of KGE models, DuASE is
unable to process new entities that are not present
in the training data.

Ethical Considerations

The datasets used in this study are sourced from
publicly available internet data, strictly adhering
to legality and ethical principles. All data are
anonymized and do not contain any personal iden-
tity information or sensitive data. We have fol-
lowed principles of privacy protection and data
security throughout the process of data collection
and utilization. To ensure the legitimacy and ap-
propriateness of data sourcing and usage, we ex-
clusively utilized publicly released data, such as
online databases, websites, social media, among
others. In this study, we have conducted thorough
data processing and desensitization to safeguard
against any potential personal privacy implications.
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A Embedding Overlapping Discussion

We conduct experiments on n-MDKG and com-
pute the embedding overlapping cross domains via
Jaccard index. Algorithm 1 illustrate the computa-
tion on 3-MDKG with 3 domains. We compute the
Jaccard index on each pair domains and then cal-
culate the average of Jaccard index. The formula
is: J(A,B) = |A∩B|

|A∪B| , where A and B are the two
sets, |A ∩B| represents the size of the intersection,
and |A ∪ B| represents the size of the union. It’s

Algorithm 1: Jaccard index

Input: A: domain A
B: domain B
C: domain C
na∩b: the number of the overlapped

entities in (|A ∩B|)
na∩c: the number of the overlapped

entities in (|A ∩ C|)
nb∩c: the number of the overlapped

entities in (|B ∩ C|)
na∪b: the number of entities in A∪B

na∪c: the number of entities in A∪C

nb∪c: the number of entities in B ∪C

Output: Jaccard index=
1
3 × (na∩b

na∪b
+ na∩c

na∪c
+ nb∩c

nb∪c
)

important to note that Jaccard index is suitable for
discrete entity embeddings and two entity embed-
dings are considered to be overlapping when their
distance is smaller than a pre-defined very small
threshold d.

We report the link prediction performance and
Jaccard index of two representation models (TransE
and RotatE) and the proposed DuASE in the case
of different number of domains in the following
Table 4. As the number of domains increases, the
Jaccard index increases and embedding overlap-
ping tends to be more obvious. We can see that
DuASE makes domain constraints that mitigate the
embedding overlap, leading to competitive results.
This indicates that overlapping embeddings across
different domains impair the effectiveness of link
prediction.

MRR H@1 H@10 Jaccard index
TransE(3-MDKG) 0.126 0.082 0.214 0.282
TransE(6-MDKG) 0.170 0.098 0.310 0.371
TransE(9-MDKG) 0.029 0.014 0.057 0.404
RotatE(3-MDKG) 0.202 0.120 0.369 0.246
RotatE(6-MDKG) 0.230 0.172 0.338 0.302
RotatE(9-MDKG) 0.212 0.161 0.309 0.325
DuASE(3-MDKG) 0.301 0.211 0.475 0.221
DuASE(6-MDKG) 0.287 0.236 0.382 0.287
DuASE(9-MDKG) 0.324 0.278 0.340 0.299

Table 4: The result of Jaccard index on n-MDKG
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B Modeling Key Relation Patterns

In addition, several important relation patterns have
been extensively studied in KGE models (Sun et al.,
2019). Understanding and capturing these relation
patterns are essential for developing accurate and
effective KGE models including:

• Symmetry If (e1, r, e2) ∈ T ,∀e1, e2 ∈ E ⇒
(e2, r, e1) ∈ T .

• Antisymmetry If (e1, r, e2) ∈ T ,∀e1, e2 ∈
E ⇒ (e2, r, e1) /∈ T .

• Inversion If (e1, r1, e2) ∈ T , ∀e1, e2 ∈ E ⇒
(e2, r2, e1) ∈ T .

• Composition If (e1, r1, e2) ∈ T ∧
(e2, r2, e3) ∈ T ,∀e1, e2, e3 ∈ E ⇒
(e1, r3, e3) ∈ T .

We give some propositions and prove that Du-
ASE can model important relation patterns, includ-
ing symmetry, antisymmetry, inversion and compo-
sition.

Proposition 1. DuASE can infer the symmetry
relation pattern.

Proof. If (e1, r, e2) ∈ T , (e2, r, e1) ∈ T , we
have

e1 ◦ Sh = e2 ◦ St

e2 ◦ Sh = e1 ◦ St

}
⇒ Sh = −St. (7)

Proposition 2. DuASE can infer the antisymme-
try relation pattern.

Proof. If (e1, r, e2) ∈ T , (e2, r, e1) /∈ T , we
have

e1 ◦ Sh = e2 ◦ St

e2 ◦ Sh ̸= e1 ◦ St

}
⇒ Sh ̸= −St. (8)

Proposition 3. DuASE can infer the inversion
relation pattern.

Proof. If (e1, r1, e2) ∈ T , (e2, r2, e1) ∈ T , we
have

e1 ◦ Sh1 + r1 = e2 ◦ St1

e2 ◦ Sh2 + r2 = e1 ◦ St2

}
⇒

(Sh1 ◦ Sh2 = St1 ◦ St2) ∧ (r1 = −r2).

(9)

Proposition 4. DuASE can infer the composi-
tion relation pattern.

Proof. If (e1, r1, e2) ∈ T , (e2, r2, e3) ∈
T , (e1, r3, e3) ∈ T , we have

e1 ◦ Sh1 + r1 = e2 ◦ St1

e2 ◦ Sh2 + r2 = e3 ◦ St2

e1 ◦ Sh3 + r3 = e3 ◦ St3





⇒

(Sh3 = Sh1 ◦ Sh2) ∧ (St3 = St1 ◦ St2)

∧(r3 = r1 ◦ Sh2 + r2 ◦ St1).

(10)

C Relation with Other Distance-based
KGE Models

DuASE is a general form of quite a few distance-
based KGE models. That is, we can derive their
scoring functions from that of DuASE by setting
translation to certain forms. Four examples are
given below

Derivation of TransE (Bordes et al., 2013) Du-
ASE removed the spiral domain constraint and re-
garded Sh, St as the identity matrix I . In addi-
tion, DuASE needs to remove the entity embed-
ding range constraints. Then, we get the scoring
function of TransE as

fr(eh, et) = − ∥ eh ◦ Sh + er − et ◦ St ∥
= − ∥ eh ◦ I + er − et ◦ I ∥
= − ∥ eh + er − et ∥

(11)

Derivation of RotatE (Sun et al., 2019) We can
derive the scoring function of RotatE from DuASE
by setting the er component to 0 and St component
to I . In addition, DuASE needs to remove the
entity embedding range constraints. Then, we get
the scoring function of RotatE as

fr(eh, et) = − ∥ eh ◦ Sh + er − et ◦ St ∥
= − ∥ eh ◦ Sh − et ∥

(12)

Derivation of CompoundE (Ge et al., 2023)
We can derive the scoring function of CompoundE
from DuASE by adding extra translation compo-
nent T , rotation component R and setting er com-
ponent to 0. In addition, DuASE needs to remove
the entity embedding range constraints. Then, we
get the scoring function of CompoundE as

fr(eh, et) = − ∥ eh ◦ Sh + er − et ◦ St ∥
= − ∥ eh ◦ Sh ◦ T ◦R−
et ◦ St ◦ T ◦R ∥

(13)
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Although the score function of DuASE can be de-
rived to other models, there is an essential differ-
ence in the geometric significance of the models.
Our model uses spirals to model the multi-domain
KG. To better model the multi-domain KGs and
facilitate the link prediction performance, the KGE
methods should equip two abilities. The first one
is to model different relations so as to distinguish
the knowledge triplets from different domains. The
second one is to distinguish the entities within the
same domain. According to our analysis, we found
that spirals can fulfill these two requirements. Dif-
ferent spirals can model various domains through
the types of relations (parameter b), and the rota-
tion angle of the spiral (parameter θ) can model
different entities on the same spiral.

D Statistics of n-MDKG

Table 5 shows the details of our proposed multi-
domain KGE dataset. |E| and |R| represent the sets
of entities and relations, respectively. The domain
information of these three datasets are as follows:

• 3-MDKG dataset covers 3 domains including
education, film and sports.

• 6-MDKG dataset covers 6 domains including
medicine, education, film, sports, politics and
dictionary.

• 9-MDKG dataset covers 9 domains including
medicine, education, film, sports, politics, dic-
tionary, geography, automotive and modern
stars.

Dataset |E| |R| #Train #Valid #Test
3-MDKG 8,691 69 90,130 918 922
6-MDKG 90,275 361 429,810 4,383 4,391
9-MDKG 102,880 426 456,281 5,200 5,211

Table 5: Statistics of the 3-MDKG, 6-MDKG and 9-
MDKG.

E Statistics of the Benchmark Datasets

WN18RR is a benchmark dataset for link predic-
tion in the WordNet (Miller, 1995) knowledge
graph. FB15K-237 is a variant of the Freebase
knowledge graph. YAGO3-10 is a large-scale
subset of the YAGO knowledge graph. The do-
main information of these three datasets is not de-
scribed and investigated in previous works. Table 6

shows the details of the statistics of the benchmark
datasets.

Dataset |E| |R| #Train #Valid #Test
WN18RR 40,943 11 86,853 3034 3134

FB15K-237 14,541 237 272,115 17,535 20,466
YAGO3-10 123,182 37 1,079,040 5,000 5,000

Table 6: Statistics of the WN18RR, FB15K-237 and
YAGO3-10.
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