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Abstract
Modern natural language processing (NLP) sys-
tems thrive when given access to large datasets.
However, a large fraction of the world’s lan-
guages are not privy to such benefits due to
sparse documentation and inadequate digital
representation. This is especially true for In-
dian regional languages. As a first step towards
expanding the reach of NLP technologies to
extremely low-resource Indian languages, we
present a new parallel part-of-speech (POS)
evaluation dataset for Angika, Magahi, Bho-
jpuri and Hindi. Angika, Magahi, Bhojpuri,
along with the more well-known Hindi, are all
languages spoken in the Indian states of Bi-
har, Jharkhand and West Bengal. Ours is no-
tably the first NLP resource, even for a shallow
NLP task like POS-tagging, for Angika. We
establish POS-tagging baselines using state-of-
the-art multilingual pretrained language models
(PLMs) finetuned on Hindi data, and show zero-
shot evaluations on the other three languages.
While all four languages use the same Devana-
gari script, pretrained tokenizers underperform
in zero-shot on the three languages. We pro-
pose a simple look-back fix to address the tok-
enization challenge yielding F1-score improve-
ments of up to 8% on Angika, and show how
it comes very close to an oracle setting when
the underlying Hindi word is known (and can
be accurately tokenized).

1 Introduction

India is a multilingual country with more than 1369
languages and five main language families (Office
of the Registrar General Census Commissioner,
2022). While the Indian constitution officially rec-
ognizes 22 languages, numerous others face a bat-
tle for survival. English is spoken by only roughly
10% of the population (Office of the Registrar Gen-
eral Census Commissioner, 2022) in India; the
majority prefers their diverse regional languages
deeply rooted in cultural heritage. Building tech-
nologies for regional Indian languages is important

to ensure inclusivity across user groups and em-
power people for everyday interactions.

While there has been progress towards promot-
ing multilinguality and linguistic diversity across
Indian languages with tools like IndicNLPSuite
(Kakwani et al., 2020) and multilingual corpora
such as Common Crawl Oscar Corpus (Wenzek
et al., 2019), PMIndia (Haddow and Kirefu, 2020),
and Samanantar (Ramesh et al., 2021), there is
almost no representation of low-resource Indian
languages like Angika in these resources.

In this work, we focus on three very low-
resource Indian languages Angika, Magahi and
Bhojpuri and create parallel POS-tagging evalu-
ation corpora for these three languages, consis-
tent with Universal Dependencies (UD) guide-
lines. These are the first UD-compliant datasets
for Angika and Magahi. We also create a Hindi
POS-tagging dataset that is parallel to the data
in the three languages. Hindi is the closest high-
resource Indian language that is related to Bhojpuri,
Angika and Magahi. This allows us to carefully
examine the cross-lingual performance gap com-
pared to Hindi, whether transfer from a related
high-resource language like Hindi is possible, and
challenges related to tokenization that affect zero-
shot performance on the low-resource languages.
We propose a simple look-back scheme that cir-
cumvents most errors that stem due to suboptimal
tokenization for the three low-resource languages.
To encourage further work on these languages, we
publicly release our new dataset and code to repro-
duce all our experiments 1.

2 Related Work

Shallow NLP tasks such as POS tagging for low-
resource languages have been studied fairly exten-
sively in prior work, many of which have explored
cross-lingual transfer learning techniques. Fang

1https://www.github.com/snjev310/acl-24-pos
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and Cohn (2016) achieve successful POS tagging,
especially in low-resource languages (like Mala-
gasy and Kinyarwanda), by combining word align-
ment with gold-standard data. Kim et al. (2017) im-
plemented a BiLSTM model that utilizes word and
character embeddings to transfer knowledge with-
out relying on parallel corpora. Another approach
by Huck et al. (2019) introduces zero-shot tag-
ging, by projecting annotations from a related high-
resource language, such as Russian for Ukrainian.
More recently, Dione et al. (2023) demonstrated
significant improvements in POS tagging by using
multilingual pretrained LMs trained on typologi-
cally diverse African languages. Recent work has
also employed modular learning (Lin et al., 2019;
Artetxe et al., 2020; Pfeiffer et al., 2020; Min et al.,
2023) techniques with multilingual pretrained lan-
guage models (PLMs) to enable effective cross-
lingual transfer to low-resource languages. Prior
work on POS tagging for various low-resource
Indo-Aryan languages has mainly utilized classical
NLP techniques and do not leverage PLMs. For
example, Saharia et al. (2009) developed a POS
tagger for Assamese and Basit and Kumar (2019)
for Awadhi, and both works used an HMM model.

Among the four languages of interest, other than
Hindi, there is an existing UD-compliant POS-
tagging evaluation dataset for Bhojpuri (Ojha and
Zeman, 2020). However, it only has 268 sentences.
Overall, there is a strong need for NLP datasets
covering extremely low-resource Indian languages
(such as Angika). We think it is also useful to de-
velop parallel datasets along with relatively higher-
resource languages (such as Hindi) that share com-
mon geographical boundaries, word order, script,
and language family. This helps understand how
cross-lingual transfer can be more effectively uti-
lized from high-resource languages.

3 Data Collection and Annotation

We created a parallel corpus comprising 708 evalu-
ation sentences each for Hindi, Angika, Bhojpuri,
and Magahi. We used some Hindi monolingual
data from Kunchukuttan et al. (2018) and trans-
lated into Angika, Magahi, and Bhojpuri. Some
Angika monolingual data was extracted from the
webonary2 Angika dictionary and translated into
Hindi and the other two languages. The UD dataset
primarily draws data from the news domain, re-
sulting in a higher frequency of named entities

2https://www.webonary.org/angika/

belonging to the noun class. To improve diversity,
we incorporated sentences of daily conversations
and regional stories. Additionally, we included a
few frequently used sentences by native speakers.
Issues in the webonary Angika dictionary such as
word misspellings and missing sentences were man-
ually addressed. Languages were translated by re-
spective language annotators and verified by native
speakers. Table 4 in Appendix A.2 provides more
details for all four languages and Appendix A.4 pro-
vides more details about our measures for quality
control in the annotations.

4 Experiments and Results

We provide POS tagging baselines using multi-
lingual PLMs in a zero-shot setting. We fine-
tune an Indic-specific multilingual PLM (MURIL
(Khanuja et al., 2021)) on Hindi UD POS-tagging
data consisting of 13K sentences. We refer to this
model as “Hindi FT". We also fine-tuned on other
massively multilingual PLMs, XLM-R-large (Con-
neau et al., 2020) and RemBERT (Chung et al.,
2020)), as a comparison to MURIL. All three PLMs
have been pretrained on around 100-110 languages,
with the exception of MuRIL, which is exclusively
pretrained on 12 major Indic languages. How-
ever, none of these models are pretrained on any
of the low-resource languages that we explore in
this work. More details regarding the experimental
setup can be found in Appendix A.5.

4.1 Baseline Models

Table 1 presents the zero-shot POS tagging results
for all three low-resource languages (under “Hindi
FT"). MuRIL has a slight advantage over XLM-R
and RemBERT in the zero-shot setting. MuRIL is
significantly smaller in size, compared to XLM-R-
large and RemBERT. However, it performs best on
the low-resource languages possibly by benefiting
from its Indic-only pretraining, as opposed to the
other PLMs that will have language interference
from many non-Indic languages.

We also evaluate MuRIL on publicly available
UD Hindi test data to validate our model setup. On
the UD Hindi test data, MuRIL achieves an F1-
score of 0.96, which is comparable to the F1-score
we obtained on our Hindi evaluation set (0.93).
This validates our model setup and acts as a sanity
check for the quality of our Hindi data.
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Hindi Angika Magahi Bhojpuri
P R F1 P R F1 P R F1 P R F1

Hindi FT MuRIL 0.93 0.94 0.93 0.66 0.72 0.69 0.74 0.78 0.76 0.78 0.80 0.79
XLM-R large 0.93 0.93 0.93 0.68 0.69 0.69 0.73 0.74 0.74 0.76 0.77 0.76

RemBERT 0.93 0.94 0.94 0.67 0.71 0.69 0.75 0.77 0.76 0.76 0.77 0.76
AVG 0.93 0.94 0.93 0.67 0.71 0.69 0.74 0.76 0.75 0.76 0.77 0.77

Look-back MuRIL 0.95 0.94 0.94 0.80 0.77 0.77 0.84 0.82 0.83 0.85 0.83 0.84
XLM-R large 0.95 0.95 0.95 0.78 0.73 0.74 0.81 0.76 0.77 0.80 0.75 0.75

RemBERT 0.94 0.94 0.94 0.79 0.73 0.74 0.82 0.79 0.80 0.82 0.78 0.79
AVG 0.95 0.94 0.94 0.79 0.74 0.75 0.82 0.79 0.80 0.83 0.79 0.79

Look-back MuRIL 0.95 0.95 0.95 0.80 0.76 0.77 0.83 0.81 0.82 0.85 0.82 0.83
with score XLM-R large 0.95 0.94 0.94 0.79 0.74 0.75 0.83 0.80 0.80 0.83 0.80 0.80

RemBERT 0.95 0.95 0.95 0.80 0.75 0.76 0.83 0.81 0.81 0.84 0.81 0.81
AVG 0.95 0.95 0.95 0.80 0.75 0.76 0.83 0.81 0.81 0.84 0.81 0.81

Table 1: POS tagging Precision (P), Recall (R), and F1-score (F1) of three PLMs evaluated on our parallel dataset
using zero-shot, look-back, and look-back-with-score methods. Results range from 0 to 1 and are averaged across
five random seeds.

4.2 Tokenization Inconsistencies

In the case of extremely low-resource languages,
a pretrained tokenizer tends to break words into
multiple sub-word tokens. In our experiments, we
predict POS tags for each token. Thus, sub-optimal
tokenization can result in poor quality predictions.
For extremely low-resource languages, words may
be split all the way down into individual characters
which makes the POS predictions even noisier. In
Section 4.3, we propose a simple look-back scheme
to alleviate some of the issues that stem from poor
tokenization. In Section 4.4, we analyze how much
we could make up for tokenization challenges in
an oracle setting if we had access to parallel data
in Hindi.

4.3 Investigating the impact of sub-word

When a tokenizer breaks down words into sub-
words, these sub-words can get different tags. Poor
tokenization that leads to over-fragmentation ex-
acerbates this problem. In our quantitative dataset
analysis, we observed that in Angika, Magahi and
Bhojpuri around 45% of words were split into 2, 3,
and 4 sub-word tokens. To address this challenge,
we introduce two simple techniques: look-back and
look-back-with-score.

Look-back. We substitute the POS tags corre-
sponding to all the tokens in a word with the POS
tag of the first token. This approach was chosen
because the first split token closely relates to the
word in a higher-resource language, preserving
meaning and POS tags. For example, an Angika
word “dEkhAibae" (will see), splits into “dEkh”
and “ibae” here, the word “dEkh” (see) is related
to Hindi. The results of this look-back approach

are shown in Table 1. We find significant improve-
ments in performance across all three low-resource
languages, most notably for Angika.

Look-back-with-score. Each token produces
logit values corresponding to the tag distribu-
tions. If a word W is split into n sub-
words (w1, w2, . . . , wn) with corresponding logits
(l1, l2, . . . , ln), we find the sub-word token with the
maximum logit score and retrieve its corresponding
POS label. We replace the POS tags of all other
sub-word tokens in that word with the POS tag of
the maximum-scoring token.

When comparing look-back and look-back-with-
score methods in Table 1, the results suggest
that, on average, look-back-with-score outperforms
look-back (+1% increase in F1-score across all
languages and all models). Our initial observa-
tions indicate that tokenizers generally split words
into tokens that are seen in the vocabulary of high-
resource languages, and thus replacing the tag of
subsequent tokens with the tag of the first token
is a reasonable strategy to mitigate token-level in-
consistencies. However, the “look-back with score”
approach utilizes information from tokens within
a word, and this turns out to offer a small but
consistent advantage across all three languages.
The look-back-with-score approach is less effective
for MuRIL compared to look-back. This may be
because MuRIL, primarily trained on Indian lan-
guages, aligns initial split tokens more closely with
Hindi, resulting in a higher confidence level for the
first token than for other split tokens.

4.4 Using Hindi Parallel Data

Here, we assess the effectiveness of having access
to a parallel corpus of a relatively higher resource
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Hindi Angika Magahi Bhojpuri
P R F1 P R F1 P R F1 P R F1

Hindi FT MuRIL 0.93 0.94 0.93 0.66 0.72 0.69 0.74 0.78 0.76 0.78 0.80 0.79
XLM-R large 0.93 0.93 0.93 0.68 0.69 0.69 0.73 0.74 0.74 0.76 0.77 0.76

RemBERT 0.93 0.94 0.94 0.67 0.71 0.69 0.75 0.77 0.76 0.76 0.77 0.76
AVG 0.93 0.94 0.94 0.67 0.71 0.69 0.74 0.76 0.75 0.76 0.77 0.77

Oracle MuRIL - - - 0.81 0.78 0.79 0.85 0.84 0.84 0.87 0.85 0.85
XLM-R large - - - 0.80 0.76 0.76 0.82 0.79 0.79 0.83 0.80 0.80

RemBERT - - - 0.80 0.75 0.76 0.85 0.83 0.83 0.85 0.84 0.84
AVG - - - 0.80 0.76 0.77 0.84 0.82 0.82 0.85 0.83 0.83

Non-oracle MuRIL - - - 0.70 0.64 0.64 0.73 0.68 0.69 0.75 0.71 0.72
XLM-R large - - - 0.57 0.51 0.49 0.64 0.60 0.57 0.67 0.63 0.60

RemBERT - - - 0.58 0.50 0.53 0.65 0.59 0.62 0.66 0.61 0.63
AVG - - - 0.62 0.55 0.55 0.67 0.63 0.63 0.69 0.65 0.65

Table 2: POS tagging Precision (P), Recall (R), and F1-scores (F1) of three PLMs evaluated on our parallel data
using zero-shot (‘Hindi FT’), oracle and non-oracle methods. Results range from 0 to 1 and are averaged across five
random seeds.

language, which shares the script, word order, and
geographical boundaries and can assist in POS tag
predictions for extremely low-resource languages.
For this analysis, we have introduced two methods:
the oracle setting, where we have oracle knowledge
of incorrectly predicted POS tags, and the non-
oracle setting, where we lack any prior knowledge
of incorrectly predicted POS tags.

Oracle setting. We compare our model’s predic-
tions for Angika, Magahi and Bhojpuri with the
ground-truth POS tag sequences. For mismatches,
we utilize the parallel corpus in Hindi to identify
the corresponding Hindi token and the most fre-
quently occurring tag for the aligned Hindi token.
This tag replaces our model predictions in the other
three low-resource languages.

Non-oracle setting. We substitute the predicted
tags of a token with the original tags from the par-
allel corpus. This involves choosing the tag with
the highest frequency for an aligned Hindi token in
the parallel corpus. In this setting, we achieve F1-
scores of 0.67, 0.63, and 0.65 for Angika, Magahi,
and Bhojpuri, respectively, which is significantly
lower than the scores obtained in the zero-shot and
oracle settings.

Table 2 presents the results of both approaches.
When comparing the oracle and non-oracle results
with the zero-shot approach, we observe that hav-
ing access to a parallel corpus in a comparatively
higher-resource language improves the overall tag-
ging performance, primarily when focusing on
wrongly predicted tags. However, since we do not
have apriori information of whether our predicted
tag is correct or not, the non-oracle approach of
always replacing it with the Hindi token’s most

frequent POS tag results in a notable decline in
performance.

4.5 Tag-level Analysis

Table 1 shows significant improvements in perfor-
mance using look-back-with-score over the zero-
shot baseline. These methods provide notable
performance gains for tags like pronouns, proper
nouns, conjunctions, adjectives, and numbers. We
illustrate how a simple strategy like look-back sig-
nificantly helps with an example. Consider the
Angika sentence “HamMe aArU tOI miLika duGo
aAma kHaIlIye” (Translation: You and I ate two
mangoes together). While a pretrained tokenizer
correctly identifies “hamMe” as two pronouns in
Angika, it might misrecognize their individual tags
(“ham” as pronoun, “Me” as adposition). The look-
back method leverages contextual information to
rectify these errors by correctly predicting both to-
kens as pronouns. This results in an improvement
over the zero-shot setting. Similar morphological
structures are observed with numerals like “duGo”
(meaning “two”). All these languages employ a
classifier as a bound morpheme, with “Go” as the
specific marker for numbers. A broader analysis
of the linguistic properties causing errors in the
zero-shot setting is discussed in 4.6.

4.6 Error Analysis

Table 3 shows tag-wise F1-scores for different lan-
guages using MuRIL in zero-shot and look-back-
with-score settings. Subordinate conjunctions, pro-
nouns, proper nouns, particles, determiners, and
adverbs exhibit lower F1-scores compared to other
tags. Adjectives and numbers also show lower
scores than Hindi and the total occurrences of tags
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Hindi FT Look-back-with-score
Tags Hindi Angika Magahi Bhojpuri AVG Hindi Angika Magahi Bhojpuri AVG
ADJ 0.89 0.68 0.74 0.76 0.73 0.95 0.73 0.74 0.76 0.74
ADP 0.96 0.82 0.94 0.94 0.90 0.98 0.82 0.94 0.94 0.90
ADV 0.95 0.36 0.51 0.48 0.45 0.95 0.36 0.49 0.48 0.44
AUX 0.96 0.78 0.84 0.81 0.81 0.98 0.78 0.84 0.82 0.81

CCONJ 0.93 0.70 0.87 0.88 0.82 0.97 0.89 0.87 0.88 0.88
DET 0.8 0.44 0.47 0.59 0.50 0.81 0.43 0.58 0.55 0.52

NOUN 0.93 0.83 0.85 0.87 0.85 0.95 0.83 0.85 0.87 0.85
NUM 0.9 0.75 0.69 0.74 0.73 0.92 0.75 0.69 0.82 0.75
PART 0.91 0.47 0.79 0.75 0.67 0.88 0.44 0.79 0.74 0.66
PRON 0.93 0.69 0.7 0.63 0.67 0.96 0.78 0.7 0.75 0.74

PROPN 0.85 0.5 0.57 0.49 0.52 0.87 0.64 0.57 0.59 0.60
PUNCT 0.98 0.99 0.98 1.00 0.99 0.98 0.99 0.98 1.00 0.99
SCONJ 0.83 0.63 0.68 0.63 0.65 0.83 0.63 0.68 0.63 0.65
SYM 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
VERB 0.95 0.71 0.75 0.82 0.76 0.97 0.74 0.75 0.82 0.76

Table 3: Tag-wise F1-scores using MuRIL for POS tags across all languages for the zero-shot baseline (‘Hindi FT’)
and ‘look-back-with-score’ method. Average (AVG) is calculated using Angika, Magahi, and Bhojpuri scores.

in the dataset, particularly when compared to par-
ticles and determiners. These disparities can be
attributed to complexities in word formations and
a few other linguistic nuances detailed below.

Tag confusion between subordinate conjunction,
adposition, and pronoun. In Angika, Magahi
and Bhojpuri, pronouns, adpositions and subordi-
nate conjunctions are written similarly. For e.g.:
Hindi: kyA tum kal aAogI?
Angika: kI toI kaAl aAiybae?
Bhojpuri: kA tu kal aAiyebu?
Magahi: kA tu kal aAibhe?
English: Will you come tomorrow?
In this example, kyA, kI, and kA are pronouns,
but kI and kA are written as Hindi adposition and
subordinate conjunctions.

Classifiers. Angika, Bhojpuri, and Magahi lan-
guages often make use of classifier markers (Tho,
Go) to accompany numbers (e.g., Ek (one) and dU
(two)). Classifier markers in these languages are:
To, Te, go, Ke, etc. Hindi does not exhibit this
property. For e.g.:
Hindi: Ek sajJan.
Angika: EkTa SajJanA.
Bhojpuri: EGo sajJanA.
Magahi: EaGo sajJanA.
English Translation: One gentleman.

Non-ergative construction. Hindi is an ergative
language, while Angika, Bhojpuri, and Magahi are
non-ergative. In Hindi, when the subject is desig-
nated with [ne] (oblique case), the transitive verb
agrees with the object in terms of person, number,
and gender. For e.g.:
Hindi: Mohan ne kitaB padi.

Angika: Mohane kitaB padhalkae.
Bhojpuri: Mohane kitaB padhlAs.
Maghai: Mohane kitaB padalAi.
English Translation: Mohan read the book.

5 Conclusion

This paper introduces a UD-compliant parallel POS
tag dataset for three extremely low-resource Indian
languages: Angika, Magahi and Bhojpuri. This
work contributes one of the first NLP resources for
these languages and is a first step towards address-
ing their under-representation in the digital land-
scape. We provide state-of-the-art POS baselines
by fine-tuning multilingual PLMs with Hindi data.
We find that pretrained Indic tokenizers adversely
affect cross-lingual transfer to Angika, Magahi and
Bhojpuri which we largely address with a simple
look-back scheme.
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A Appendix

A.1 Extremely low resource languages

An extremely low-resource language has relatively
few or no resources available. Compared to other
languages, Indian regional languages have lim-
ited resources. These extremely low-resource lan-
guages are often considered less popular, poorly
documented, under-resourced, minority, or under-
digitized due to their scarce resources. Much of the
data and documentation for these languages remain
unpublished, exist only in print, or are extremely
limited. Consequently, accessing and utilizing raw
text in an extremely low-resource language is chal-
lenging.

A.2 Language description

Table 4 provides information on the languages of
interest, including details such as scripts, number of
speakers, data size, and geographical distributions.

A.3 Languages and their characteristics

Our primary languages of interest are Angika, Bho-
jpuri, Hindi, and Magahi, spoken in the Indian
states of Bihar, Jharkhand, West Bengal, and some
parts of Nepal. Table 4 provides an overview of
the selected languages. These selected languages,
representing the Bihari language group, belong
to the Indo-Aryan language family (Collin, 2010).
They all use the Devanagari script, having transi-
tioned from their individual writing scripts. All
of these languages demonstrate tonal character-
istics. As far as morphosyntax is concerned, a
separate morpheme marks the plural instead of
a suffix. All the mentioned languages feature a
bound morpheme acting as a classifier. In addi-
tion to singular and plural forms, Angika, Magahi,
and Bhojpuri contain equal, honorific, and non-
honorific variations of second-person personal pro-
nouns. Derived adjectives are present in all lan-
guages. While Angika and Bhojpuri offer all three
tenses, Bhojpuri lacks morphological availability
for the present tense. Angika exhibits simple or
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Language Scripts No. of No. of Geographical
speakers sentences distribution

Angika Devanagari 15M 708 Bihar, Jharkhand, West Bengal,Nepal

Bhojpuri Devanagari 52M 708 Fiji, Bihar, Uttar Pradesh, Jharkhand,
Chhattisgarh, Madhya Pradesh

Magahi Devanagari 14M 708 Bihar, Jharkhand, Nepal

Table 4: Data statistics showing language, writing script, number of native speakers, geographical distribution, and
number of sentences in our POS-tagging corpus across all four languages.

continuous tenses, and Magahi distinguishes be-
tween future and non-future tenses. The word order
for all languages is Subject-Object-Verb (SOV).

Closeness to Hindi Hindi, Angika, Bhojpuri, and
Magahi share similar word order (SOV) and scripts
and belong to the Indo-Aryan family. They dif-
fer significantly in number, gender, tense, aspect,
mood, and case markers. For example, Hindi verbs
undergo extensive conjugation for person, num-
ber, tense, and mood. In contrast, Angika and Ma-
gahi verbs follow distinct conjugational patterns,
leading to variations in agreement and verb forms
within sentences. Furthermore, the structure and
placement of relative clauses differ between the two
languages. Despite all languages utilizing the De-
vanagari script, identical words may convey differ-
ent meanings. For example, consider the Hindi sen-
tence “hamen bachaav ke baare mein kuchh bhee
paravaah nahin thee” (We did not care about saving
anything), which translates to Angika as “hammae
sinee ka kuchchhoo bachaay ro baare mein par-
avaay nai chelai.” Here, the pronoun "hamen" (we)
in Hindi is expressed in Angika as "hammae si-
nee ka" (we). While in Hindi, it represents the
first-person singular form, in Angika, it denotes the
first-person plural form.

A.4 Quality control

To assess the quality of the POS annotation task,
we abstained from computing automatic inter-
annotator agreement metrics like Fleiss Kappa
(Fleiss, 1971). For sequence labelling datasets,
dataset creators did not compute agreement as it
relied on token level span (Klie et al., 2023). Brand-
sen et al. (2020) claims that per-token agreement
in sequence labelling presents challenges, as anno-
tators label sequences instead of individual tokens,
diluting the measure’s ability to capture the essence
of the task. Additionally, nouns dominate the la-
belled data, creating an imbalanced dataset that
could skew results. Considering these challenges,

we opted for in-person discussions with annota-
tors to reach a consensus on correct annotations for
each word in the sentence. The manual, in-person
approaches to quality control are suitable and pro-
vide reassurance regarding the high quality of the
annotation (Cardenas et al., 2019). In cases of dis-
agreement, annotators collaborated with language
experts to resolve the issue. For Hindi, sentence-
level annotation achieved over 90% agreement; for
Angika, Bhojpuri, and Magahi, sentence-level an-
notation reached over 88% agreement. After qual-
ity control, our corpus is the most extensive parallel
corpus for Hindi, Angika, Bhojpuri, and Magahi
within the UD dataset, where test sets typically
involve 300 sentences.

A.5 Experiment setup
For fine-tuning the PLMs, we employed a batch
size of 16, a learning rate of 2e-5, and a weight
decay of 0.01, and we conducted the experiments
over 10 epochs. The computations were performed
using Nvidia A100 GPU.
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Tags Hindi Angika Magahi Bhojpuri AVG
ADJ 0.89 0.68 0.74 0.76 0.73
ADP 0.96 0.82 0.94 0.94 0.90
ADV 0.95 0.36 0.51 0.48 0.45
AUX 0.96 0.78 0.84 0.81 0.81

CCONJ 0.93 0.70 0.87 0.88 0.82
DET 0.78 0.43 0.48 0.55 0.49
INTJ

NOUN 0.93 0.83 0.85 0.87 0.85
NUM 0.9 0.75 0.69 0.74 0.73
PART 0.91 0.47 0.79 0.75 0.67
PRON 0.93 0.69 0.7 0.63 0.67

PROPN 0.85 0.5 0.57 0.49 0.52
PUNCT 0.98 0.99 0.98 1.00 0.99
SCONJ 0.83 0.63 0.68 0.63 0.65
SYM 1.00 1.00 1.00 1.00 1.00
VERB 0.95 0.71 0.75 0.82 0.76

X
-

Table 5: F1-scores for POS tags across all languages. The average is calculated over Angika, Magahi, and Bhojpuri
only. All scores are for MuRIL in the zero-shot setting, as it outperforms RemBERT and XLM-R-Large in this
scenario.

Tags Hindi Angika Magahi Bhojpuri AVG
ADJ 0.92 0.73 0.74 0.78 0.75
ADP 0.98 0.82 0.94 0.94 0.90
ADV 0.96 0.40 0.45 0.48 0.44
AUX 0.98 0.80 0.86 0.84 0.83

CCONJ 0.96 0.92 0.88 0.89 0.90
DET 0.8 0.44 0.47 0.59 0.50
INTJ

NOUN 0.96 0.87 0.86 0.89 0.87
NUM 0.91 0.76 0.68 0.69 0.71
PART 0.90 0.47 0.76 0.72 0.65
PRON 0.96 0.76 0.8 0.76 0.77

PROPN 0.88 0.64 0.65 0.61 0.63
PUNCT 0.99 0.99 1.00 1.00 1.00
SCONJ 0.85 0.53 0.71 0.70 0.65
SYM 1.00 1.00 1.00 1.00 1.00
VERB 0.97 0.78 0.81 0.86 0.80

X
-

Table 6: F1-scores for POS tags across all languages. The average is calculated over Angika, Magahi, and Bhojpuri
only. All scores are for MuRIL in the look-back setting.
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Tags Hindi Angika Magahi Bhojpuri AVG
ADJ 0.95 0.73 0.74 0.76 0.74
ADP 0.98 0.82 0.94 0.94 0.90
ADV 0.95 0.36 0.49 0.48 0.44
AUX 0.98 0.78 0.84 0.82 0.81

CCONJ 0.97 0.89 0.87 0.88 0.88
DET 0.81 0.43 0.58 0.55 0.52
INTJ

NOUN 0.95 0.83 0.85 0.87 0.85
NUM 0.92 0.75 0.69 0.82 0.75
PART 0.88 0.44 0.79 0.74 0.66
PRON 0.96 0.78 0.7 0.75 0.74

PROPN 0.87 0.64 0.57 0.59 0.60
PUNCT 0.98 0.99 0.98 1.00 0.99
SCONJ 0.83 0.63 0.68 0.63 0.65
SYM 1.00 1.00 1.00 1.00 1.00
VERB 0.97 0.74 0.75 0.82 0.76

X
-

Table 7: F1-scores for POS tags across all languages. The average is calculated over Angika, Magahi, and Bhojpuri
only. All scores are for MuRIL in the look-back-with-score setting.
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