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Abstract

Retrieval-Augmented Generation (RAG)
grounds Large Language Model (LLM) output
by leveraging external knowledge sources
to reduce factual hallucinations. However,
prior work lacks a comprehensive evaluation
of different language families, making it
challenging to evaluate LLM robustness
against errors in external retrieved knowledge.
To overcome this, we establish NoMIRACL, a
human-annotated dataset for evaluating LLM
robustness in RAG across 18 typologically
diverse languages. NoMIRACL includes
both a non-relevant and a relevant subset.
Queries in the non-relevant subset contain
passages judged as non-relevant, whereas
queries in the relevant subset include at least a
single judged relevant passage. We measure
relevance assessment using: (i) hallucination
rate, measuring model tendency to hallucinate,
when the answer is not present in passages
in the non-relevant subset, and (ii) error rate,
measuring model inaccuracy to recognize
relevant passages in the relevant subset. In
our work, we observe that most models
struggle to balance the two capacities. Models
such as LLAMA-2 and Orca-2 achieve over
88% hallucination rate on the non-relevant
subset. Mistral and LLAMA-3 hallucinate
less but can achieve up to a 74.9% error rate
on the relevant subset. Overall, GPT-4 is
observed to provide the best tradeoff on both
subsets, highlighting future work necessary
to improve LLM robustness. NoMIRACL
dataset and evaluation code are available at:
https://github.com/project-miracl/nomiracl.

1 Introduction

Retrieval-Augmented Generation (RAG) (Guu
et al., 2020; Lewis et al., 2020; Izacard and Grave,
2021; Borgeaud et al., 2022) is a promising way
to incorporate external knowledge via a first-stage
retrieval system. RAG instills information from re-
liable knowledge corpora (provided as external pas-

[1] Power Electronics: AC
Voltage Controller: The purpose
of an AC Voltage Controller, or
AC Regulator, is to vary the RMS
voltage across the load while at
a constant frequency ... 

[2] Calculator: Electronic
calculators contain a keyboard
with buttons for digits and
arithmetical operations; some
even contain \"00\" and \"000\"
buttons to make larger or
smaller numbers easier ... 

[1] Food pyramid (nutrition): 
A food pyramid represents the
optimal number of servings to
be eaten each day from each
of the food groups. The first
pyramid was published in
Sweden in 1974.

When was the food pyramid
first introduced?

[2] History of USDA nutrition
guides: The introduction of the
USDA's food guide pyramid in
1992 attempted to express the
recommended servings of each
food group, which previous
guides ...

Non-relevant Subset Relevant Subset

I don't know I don't knowYes, Answer is
present

Yes, Answer is
present

True
Negative (TN)

False
Negative (FN)

True
Positive (TP)

What does the AC button on the
calculator stand for?

False
Positive (FP)

relevance = 0

relevance = 0 relevance = 0

relevance = 1

LLM LLM

Figure 1: LLM robustness evaluation as a binary tree
in NoMIRACL. When dealing with queries in the non-
relevant subset, the LLM is expected to disregard all
noisy passages and refrain from answering (TN). Con-
versely, for queries in the relevant subset, the LLM
should recognize the relevant passage and provide a
valid answer (TP).

sages) to generate accurate and faithful responses
(Shuster et al., 2021; Gao et al., 2023b; Liu et al.,
2024). Ever since the advent of Large Language
Models (LLMs), such as GPT-3 (Brown et al.,
2020) or LLAMA-2 (Touvron et al., 2023), they
are the de-facto choice for answer generation in
RAG, due to their unprecedented progress in text
generation and understanding (Brown et al., 2020;
Li et al., 2024; Chang et al., 2024; Guo et al., 2023).
RAG grounds the LLM-generated answer, thereby
avoiding previously observed factual hallucination
(Maynez et al., 2020; Raunak et al., 2021) and out-
dated knowledge (Cao et al., 2021; He et al., 2023)
in LLMs.

A challenging issue in RAG is to provide ro-
bust and reliable LLM-generated answers. The
answer generation stage is dependent on the first-
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stage information retrieval system. The retrieval
system poses challenges in accurately retrieving
relevant information when evaluated either on zero-
shot domains (Thakur et al., 2021) or low-resource
languages (Zhang et al., 2023). The incorrect or
non-relevant information contained in retrieved pas-
sages can frequently mislead the LLM to hallu-
cinate (Adlakha et al., 2024; Chen et al., 2024;
Shi et al., 2023; Yoran et al., 2024; Yu et al.,
2023). Prior work lacks a comprehensive evalu-
ation of LLM reasoning capabilities in multiple
languages. As a result, it remains unclear to which
extent LLMs hallucinate across both high- or low-
resource languages.

To facilitate research in this direction, we
present NoMIRACL, a large multilingual human-
annotated dataset containing over 56,000 (includ-
ing both non-relevant and relevant samples) to eval-
uate LLM robustness against errors in first-stage ex-
ternal information, i.e., retrieved passages, across
18 typologically diverse languages. To construct
the dataset, we hired 31 native speakers as human
annotators (Zhang et al., 2023). NoMIRACL con-
tains two subsets, non-relevant and relevant. The
non-relevant subset contains all queries with no
known answers, i.e., all top-k retrieved passages
manually judged as non-relevant. Conversely, the
relevant subset contains queries with known an-
swers, i.e., at least one of the top-k passages is
manually judged as relevant.

To better understand the LLM robustness in
NoMIRACL, we conduct experiments with several
existing powerful and multilingual-focused LLMs
(e.g., GPT-4, Mistral, LLAMA-3). We conduct
our experiments using the top-k oracle passages
retrieved using a hybrid retrieval system from a
language-specific Wikipedia corpus (Zhang et al.,
2023). We use a zero-shot “vanilla” prompt tem-
plate for prompting all LLMs. Our key findings
are: First, LLMs such as LLAMA-2, Aya-101, and
Orca-2 observe a surprisingly high 88% hallucina-
tion rate on the non-relevant subset. Second, the
Mistral and LLAMA-3 series of models halluci-
nate less but perform worse on the relevant subset.
Overall, GPT-4 is found to provide the optimal
performance tradeoff across both subsets.

To understand our experimental findings better,
we conduct an empirical analysis on NoMIRACL
(en) to analyze the blind spots in a subset of LLMs.
We observe LLAMA-2-7B and 13B interestingly
repeat the query and prompt instructions on average
by at least 25%. Mistral-7B always provides a ratio-

Hallucination rate
 =  FP / (FP + TN)

Error rate = 
FN / (FN + TP)

Pred. / Subset Non-Relevant Relevant

LLM: Yes, answer
is present FP TP

LLM: I don't know TN FN

Figure 2: Confusion matrix for robustness evalua-
tion with NoMIRACL. More details are provided in
(§2.1); (Subset) denotes the ground-truth in NoMIR-
ACL; (Pred.) denotes the LLM output prediction.

nale in their output generation by over 88%. In ad-
dition, we conduct different prompting techniques
and observe that supervised fine-tuning LLMs on
the NoMIRACL development set can be tricky.

To summarize, our contributions are: (i) We in-
troduce NoMIRACL, a novel multilingual dataset
to evaluate LLM hallucinations against first-stage
retrieval errors in RAG. (ii) We evaluate several
powerful multilingual LLMs and observe chal-
lenges in LLM robustness by often hallucinating an
answer within non-answerable passages in the non-
relevant subset and the inability to recognize rele-
vant passages in the relevant subset. (iii) We con-
duct thorough manual inspections on LLM’s gener-
ation results, and find several hallucination patterns
for each genre of the LLM; We hope NoMIRACL
can serve as a valuable dataset towards a much-
needed LLM robustness evaluation.

2 Background and Problem Identification

A challenging issue in RAG is to provide robust and
reliable LLM-generated output against a first-stage
information retrieval system. Overreliance of the
LLM on the content of the retrieved passages (i.e.,
tendency to extract information from passages) can
be limiting when passages are noisy or non-relevant
(Yu et al., 2023; Yoran et al., 2024; Shi et al., 2023).

RAG Background. Retrieval-augmented genera-
tion (RAG) (Lewis et al., 2020; Guu et al., 2020)
involves a two-stage inference pipeline. In the first
stage, given the retrieval system and the user query,
the retrieval system provides the subset of top-k
passages retrieved from an external data corpus C.
For the next stage, the user query with the top-k
retrieved passages is provided to the LLM, which
generates an output summarizing the answer for
the query and citing the relevant passages.
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Q: What does the AC button
on a calculator stand for?

      BM25 + mDPR
    + mColBERT

hybrid retrieval system

[1] Power Electronics: AC Voltage
Controller: The purpose of an AC
Voltage Controller .... 

top-k retrieved passages

human generated queryannotator annotator

corpus

at least one

relevant passage

NoMIRACL Dataset

Non-relevant subset (Rel = 0)

Relevant subset (Rel = 1/0)

all non-relevant passages

Query

Non-relevant passage

Relevant passage

Query

Figure 3: An overview of the data construction procedure (for English) involved in NoMIRACL.

2.1 Robustness Evaluation
We conduct our evaluation strategy as a contin-
gency table (as shown in Figure 2) to robustly eval-
uate the LLM behavior in both answerable and
non-answerable scenarios using a binary classifica-
tion task, by comparing LLM predictions against
the ground truth provided by human annotators.
Definitions. NoMIRACL contains two subsets, we
denote them as either non-relevant (F) or relevant
(T). The non-relevant subset contains queries with
no-known answers, i.e., all top-k passages are non-
relevant, while the relevant subset contains queries
with known answers, i.e., at least one of the top-
k passages is relevant. Similarly, we denote the
LLM prediction as either positive (P) indicating
the model finds the passage relevant to answer the
query and similarly negative (N) denotes the model
does not find any passage relevant (i.e., containing
the answer) for the query.
Confusion Matrix. In our confusion matrix (cf.
Figure 2), for our non-relevant subset, True Neg-
ative (TN) denotes when the model correctly pre-
dicts queries with no-known answers using the non-
relevant retrieved passages, whereas False Positive
(FP) denotes when the model prediction is incor-
rect on the non-relevant subset. Similarly, True Pos-
itive (TP) denotes when LLM correctly predicts
queries with known answers within the retrieved
passages, whereas False Negative (FN) denotes
when the model prediction is incorrect (i.e., the
model finds no answer) on the relevant subset.
Evaluation Metrics. Following prior works (Ad-
lakha et al., 2024; Chen et al., 2024), we assess
LLM robustness as a binary classification task us-
ing two metrics: (i) hallucination rate and (ii) error
rate. First, we compute the hallucination rate (in %)
= FP/(FP+TN) which measures the model’s ten-
dency to hallucinate an answer, when no answer is
available in all of the passages in the non-relevant
subset. Next, we measure the error rate (in %)
= FN/(FN + TP) which measures the model’s
ability to identify the answer present within the
passages in the relevant subset.

3 NoMIRACL Dataset

As the goal of NoMIRACL is to understand to
which extent LLMs tend to hallucinate across dif-
ferent languages, our dataset contains 18 diverse
languages with a myriad of both correct or an-
swerable queries (relevant) subset and hallucinated
or unanswerable queries (non-relevant). We de-
scribe our dataset construction procedure in (§3.1),
fold creation in (§3.2) and languages covered and
dataset usage in (§3.3). An overview of our data
construction procedure is shown in Figure 3.

3.1 Data Construction Procedure

NoMIRACL is constructed using the same proce-
dure utilized to develop MIRACL (Zhang et al.,
2023). The data construction occurs in two stages,
following (Zhang et al., 2023; Clark et al., 2020).
In the first stage, the annotator (a native language
speaker) writes a well-formed query for each indi-
vidual prompt text. Each prompt is a short text snip-
pet containing the first 100 words from a language-
specific Wikipedia corpus. Next, for each human-
generated query, top-k passages are retrieved from
the corpus using a hybrid multilingual retrieval sys-
tem (more details in §4.1). In the second stage,
annotators assess the binary relevance judgment
of the top-k query–passage pairs, either relevant
(relevance = 1) or non-relevant (relevance = 0).
For additional details in data construction, such as
quality control, we would like to refer the reader
to Appendix C.

Non-relevant Subset. Annotators generate queries
based on certain dataset guidelines, however, oc-
casionally the human-generated queries cannot be
answered with the external corpus, which leads
to the scenario where none of the top-k passages
are relevant, i.e., none contains the answer. These
queries with unknown answers may occur due to
the following reasons: (i) queries can be either
generic or specific for information to be present in
Wikipedia, for e.g. “What does the AC button on
a calculator stand for?” retrieves the Wikipedia
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Split / ISO ar bn de en es fa fi fr hi id ja ko ru sw te th yo zh Total
Non-relevant Subset: Queries with all human-judged non-relevant passages
Development 228 495 171 289 245 760 98 1,016 1,016 474 211 1,577 268 508 480 323 1,678 1,085 10,922
Test 291 630 218 367 311 968 125 1,294 1294 603 269 2,006 342 646 610 412 2,136 1,381 13,903
Relevant Subset: Queries with at least one human-judged relevant passage
Development 2,896 411 305 799 648 632 1,271 343 350 960 860 213 1,252 482 828 733 119 393 13,495
Test 1,405 1,130 712 1,790 1,515 1,476 801 711 819 611 1,141 1,417 718 465 793 650 663 920 17,737

Table 1: Dataset Statistics for NoMIRACL. The dataset contains two subsets for all 18 languages: (i) Non-relevant
subset, where queries contain all human-judged non-relevant passages. (ii) Relevant subset, where queries contain
at least one relevant human-judged passage. Both subsets are split into disjoint development and test splits.

page on Calculator,1 but it does not contain infor-
mation about the AC button; (ii) spelling mistakes
in query generation. We construct the non-relevant
subset with queries with all top-k passages judged
as non-relevant, i.e., with a relevance of 0.

Relevant Subset. Queries with known answers,
i.e. at least one of top-k retrieved passages marked
by the annotator as relevant to provide sufficient
information to answer the query. We construct the
NoMIRACL relevant subset with queries with at
least one relevant passage, i.e., all query-passage
pairs have been judged as either relevant with a
relevance of 1 or non-relevant with relevance of 0.

3.2 Fold Creation

In NoMIRACL, we split the non-relevant and rele-
vant subsets to form disjoint development and test
splits. Detailed statistics can be found in Table 1.

Development Split. For queries present in the rele-
vant subset, we reuse the queries from the MIRACL
development split (Zhang et al., 2023) for all 18
languages. For queries in the non-relevant subset,
we randomly sample a disjoint set containing 44%
of the queries from the whole non-relevant subset.

Test Split. For queries present in the relevant sub-
set, we reuse the queries from the MIRACL test-B
split (Zhang et al., 2023) for all 18 languages.2 For
queries in the non-relevant subset, we utilize the
other disjoint set, containing 56% of the queries
from the whole non-relevant subset.

3.3 Languages Covered and Dataset Usage

NoMIRACL covers 18 diverse typological lan-
guages (Zhang et al., 2023).3 The languages along
with their ISO codes are: Arabic (ar), Bengali (bn),
German (de), English (en), Spanish (es), Persian

1https://en.wikipedia.org/wiki/Calculator
2We left out the MIRACL test-A split, as it contains queries
for only 10 out of the 18 languages available.

3NoMIRACL covers 10 families (from Niger-Congo to Indo-
European) and 11 scripts (from Latin to Devanagari) covering
diversity from the perspective of linguistic characteristics.

(fa), Finnish (fi), French (fr), Hindi (hi), Indone-
sian (id), Japanese (ja), Korean (ko), Russian (ru),
Swahili (sw), Thai (th), Yoruba (yo), Chinese (zh).

From Table 1, we observe an uneven amount
of queries present in each language. To avoid this
non-uniformity and budget constraints (see subsec-
tion 4.3), in our experiments, we limit the maxi-
mum number of 250 queries for each language and
subset (if available) in NoMIRACL.

4 Experimental Setup

4.1 Evaluation Setup and Metrics

In NoMIRACL, we assess LLM relevance as ei-
ther hallucination or error, using an input query,
a vanilla prompting technique, and top-k (oracle)
retrieved and relevance judged passages.

Retrieved Passages. For each query in NoMIR-
ACL, a maximum of k = 10 passages are retrieved
and judged by our annotators. We follow the hy-
brid retrieval setup in Zhang et al. (2023), which
includes three different multilingual retriever mod-
els: (i) BM25 (Robertson and Zaragoza, 2009),
a lexical retriever, previously shown to be robust
across domains and languages (Thakur et al., 2021;
Zhang et al., 2022). We use the BM25 implementa-
tion available in Anserini (Yang et al., 2018) with
default parameters (k1 = 0.9 and b = 0.4) and
the corresponding language-specific analyzer. (ii)
mDPR (Karpukhin et al., 2020), a dense retriever,
using mBERT (Devlin et al., 2018) as the backbone
and fine-tuned on MS MARCO with the Tevatron
toolkit (Gao et al., 2023a). (iii) mColBERT (Khat-
tab and Zaharia, 2020), a multi-vector retriever,
fine-tuned following Khattab and Zaharia (2020)
using mBERT as backbone and fine-tuned on MS
MARCO. The top-k passages are ranked using
an ensemble fusion by normalizing and averaging
each model score within the range of [0, 1].

Evaluation Objective. In our work, we evaluate
LLM relevance as a response string y in a binary
classification setup. Following prior evaluation
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strategies in (Adlakha et al., 2024; Yu et al., 2023),
we use the input query qi, a vanilla prompt template
Q, and a set of top-k annotated passages Pk. We
prompt the LLM to evaluate if qi can be answered
using any passage in Pk. The LLM generates an an-
swer output containing either y = “I don’t know”
as negative (N) or “Yes, answer is present” as
positive (P). The output is tagged “Invalid” if
it does not fall in either one of the above. Recall
from (§2.1), we calculate the hallucination rate (in
%) = FP/(FP+TN), which measures the error in
rejecting information from non-relevant passages
and the error rate (in %) = FN/(FN+TP), which
measures the error in identifying relevant passages
amongst noisy ones.

4.2 Evaluation Models
We evaluate eleven state-of-the-art LLMs with a
strong focus of multilingual instruction capabilities,
including both open and closed-sourced. All model
checkpoints can be found in Table 5.
(1) OpenAI: We include three closed-book
LLM variants: GPT-3.5-turbo, GPT-4, and
GPT-4o (OpenAI, 2023) using the Azure OpenAI
service. (2) Mistral: We include two variants:
(i) Mistral-7B-Instruct-v0.3, the latest 7B
instruction-tuned parameter model (Jiang et al.,
2023) and (ii) Mixtral-8x7B-v0.1, a sparse
Mixture-of-Expert (MoE) model (Jiang et al.,
2024). (3) Orca-2: In the Orca-2 series (Mitra
et al., 2023), we include both Orca-2-7B and
Orca-2-13B. (4) Aya: Aya-101 (Üstün et al.,
2024) is a recently introduced multilingual
LLM containing 13B parameters and trained
with 101 languages and Aya-23-35B finetuned
across 23 languages (Aryabumi et al., 2024). (5)
LLAMA-2: In the LLAMA-2 series (Touvron
et al., 2023), we include three chat variants:
Llama-2-7b-chat-hf, Llama-2-13b-chat-hf,
and Llama-2-70b-chat-hf instruction tuned
chat models. (6) LLAMA-3: Following up
on the LLAMA-2 series, we include both
the instruction tuned models (Dubey et al.,
2024): Meta-Llama-3-8B-Instruct and
Meta-Llama-3-70B-Instruct.

4.3 Experimental Settings
We execute the generation of GPT-4o, GPT-4, and
GPT-3.5-turbo, using the OpenAI service (API ver-
sion 2023-05-15) deployed on Microsoft Azure4

4We compared Azure API with OpenAI API across four lan-
guages in NoMIRACL and observed no noticeable difference

I will give you a question and several
contexts containing information about the
question. Read the contexts carefully. If
any of the contexts answers the question,
respond as either “Yes, answer is present”
or “I don’t know”:

QUESTION: {query}

CONTEXTS:
[1] {Passage title}: {Passage text}
[2] {Passage title}: {Passage text}
...
[10] {Passage title}: {Passage text}

OUTPUT:

Figure 4: Vanilla zero-shot prompt template used in our
experiments for LLM hallucination evaluation for all 18
languages in NoMIRACL. The instruction is provided
in English, similar to Ahuja et al. (2023).

and LLAMA-3 series using the AnyScale API ser-
vice. We maintain a maximum input sequence
length of 4096 tokens for a fair evaluation amongst
all models. We set a low-temperature score = 0.1
for a deterministic output, and a top-p sampling
ratio = 0.95. We output a maximum of 50 tokens.
Vanilla Prompting. The choice of prompt signifi-
cantly influences the performance and LLMs have
been shown brittle to prompting variations, train-
ing examples, or long context setups (Liu et al.,
2024). In our work, we evaluate all baselines using
a zero-shot monolingual listwise prompting strat-
egy. We construct a vanilla prompt template using
all top-k (oracle) passages (available in NoMIR-
ACL) as a list of contexts along with the input
query, both in the same language. We evaluate all
LLMs zero-shot, as we cannot fit few-shot exem-
plars due to insufficient context length (maximum
of 4096 sequence length). Our template provides
a short description in English describing the task
(Ahuja et al., 2023). Our vanilla prompt template
used in our experiments is shown in Figure 4.
Reducing Costs. Running GPT-4 is expensive
and LLAMA-3-70B is rather slow at inference. For
long contexts and low-resource languages, the costs
can even multiply. To limit, we did not exceed
our prompt above 4096 tokens. To effectively fit
all k = 10 passages within the vanilla zero-shot
prompt, we truncate each passage to use the first
375 tokens. Next, due to budget constraints, we
keep our evaluation to a maximum of 250 randomly
sampled queries for all languages in both NoMIR-

between different GPT-4 API version providers.
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Figure 5: Hallucination rate (in %) = FP/(FP + TN) on the non-relevant subset (F) in NoMIRACL test split. The
non-relevant subset contains queries with no known answers, i.e., all top-k (where k = 10) passages are judged by
a human annotator as non-relevant. A majority of LLMs (except Mistral) hallucinate on the non-relevant subset.
Lower the hallucination rate is better. The best model in each category is plotted (see Figure 8 for all models).

ar bn de en es fa fr fi hi id ja ko ru sw te th yo zh
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Figure 6: Error rate (in %) = FN/(FN + TP) on the relevant subset (T) in NoMIRACL test split. The relevant
subset contains queries with known answers, i.e., at least one of the top-k (where k = 10) passages are judged by a
human annotator as relevant. On average, a majority of LLMs (except Mistral and Aya-101) have a lower error rate
by accurately identifying the answer. Lower the error rate is better. The best model in each category is plotted (see
Figure 9 for all models).

ACL relevant and non-relevant split. We end up
providing ≈ 20K API calls producing an expense
of $1,474 (in USD) including miscellaneous costs.

5 Experimental Results
We discuss our LLM robustness evaluation results
using the hallucination rate on the non-relevant
subset in (§5.1) and using the error rate on the
relevant subset in (§5.2), and compare overall both
the relevant and non-relevant capacities in (§5.3).

5.1 NoMIRACL Non-relevant Subset

Figure 5 shows hallucination rates on the NoMIR-
ACL non-relevant subset for a maximum of 250
queries evaluated (each language) on all 18 lan-
guages for best LLM in each category (for all
model results, please refer to Figure 8). Our find-
ings indicate that all LLMs (except Mistral) halluci-
nate that an answer is present across all languages,
thereby indicating their poor ability to abstain from
answering. On average, the lowest hallucination
rate of 17.4% is observed by Mixtral-7x8B, fol-
lowed by LLAMA-3-8B-Instruct with 26.8%. GPT-
4 achieves a 35.5% hallucination rate, which high-

lights the challenge of identifying non-relevant pas-
sages. LLAMA-2, Orca-2, and Aya-101 perform
much worse on average across all languages, by
achieving a hallucination rate of more than 80%.
We hypothesize that LLMs perform poorly to iden-
tify non-relevant passages as they are highly similar
to the query, but do not contain the exact answer.

Overall, the lowest hallucination rates are ob-
served in Swahili and Yoruba. We hypothesize
that queries in low-resource languages (smaller
Wikipedia corpus) contain retrieved information,
likely to be non-relevant (easier negative), thereby
making it easier for the LLM to judge as “I don’t
know”. GPT-3.5 (cf. Figure 8) is observed with the
highest deviation across languages with a hallucina-
tion rate as low as 25.2% on Swahili (sw) to 95.2%
on Bengali (bn). Overall, all LLMs are found to
perform poorly on NoMIRACL non-relevant sub-
set, indicating our dataset is very challenging in
robustness evaluation for LLMs.

5.2 NoMIRACL Relevant Subset

Figure 6 shows error rates on NoMIRACL rele-
vant subset for a maximum of 250 queries (each
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language) on 18 languages for best LLM in each
category Our findings indicate that all LLMs (ex-
cept Mistral) identify the answer present within the
relevant passage. On average, Aya-101 achieves
the highest error rate of 62.5%. The lowest error
rates are observed by LLAMA-2-70B and GPT-
4o which are lower than 10%. Overall, Aya-101,
Mixtral-7x8B, and LLAMA-3-8B perform worse
on average by observing more than a 40% error
rate. Overall, LLMs (except Mistral and Aya-101)
perform well and do not suffer from errors in iden-
tifying answers in the NoMIRACL relevant subset.

5.3 NoMIRACL Overall Comparison

A robust LLM should be able to identify the an-
swer captured within retrieved passages in the rele-
vant subset and abstain from answering when none
of the retrieved passages contain the answer in
the non-relevant subset. To measure performance
across both dimensions in NoMIRACL, we plot
the average model accuracy across both the non-
relevant (x-axis) and relevant subset (y-axis) for
all tested models in Figure 7. Overall, LLMs po-
sitioned in the top-right corner provide an optimal
performance on both subsets. A majority of LLMs
(such as LLAMA-2, and Orca-2) in the top-left
corner perform well on the relevant subset, how-
ever, hallucinate and struggle to perform well on
the non-relevant subset, indicating their inability to
accurately judge non-relevant passages.

On the other hand, Mistral and LLAMA-3 suffer
less from hallucination on the non-relevant sub-
set but observe a higher error rate (over 40%) on
the relevant subset, indicating they are not confi-
dent in identifying passages containing the answer.
Aya-101 is unable to perform well in either of the
subsets. GPT-4 provides a good tradeoff balancing
both a low hallucination and error rate on NoMIR-
ACL relevant and non-relevant subsets, however is
expensive to compute at scale for inference.

6 Empirical Analysis

In this section, we conduct an empirical analysis
of LLM outputs, with both the non-relevant subset
(containing hallucinations) and the relevant subset
(containing errors). We conduct our ablation study
on the English (en) subset in NoMIRACL. We cat-
egorize each LLM output pattern as either positive
or accurate (highlighted in green), unable to under-
stand instruction (highlighted in orange), or either
a hallucination or error (highlighted in red).
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Figure 7: Plot measuring average model accuracy across
all languages on relevant (y-axis) and non-relevant sub-
set (x-axis) in NoMIRACL. Performance towards the
top-right corner (denoted by the arrow) is better.

Non-relevant Subset. As shown in Table 2
(above), we observe a uniform distribution of the
hallucination pattern of failed samples for a major-
ity of LLMs by answering “Yes, answer is present”
with or without additional explanation. LLMs such
as LLAMA-2-7B and LLAMA-2-13B suffer from
hallucinations by often repeating the question or
instruction in their generation output. Mistral-7B
interestingly always provides a rationale or expla-
nation in their model response, whereas Aya-101,
uses implicit memory heavily to directly provide
an answer instead of grounding the answer from
within the retrieved passages. Lastly, models such
as Orca-2-7B tend to change the output generation
style and often use synonyms such as “No, answer
is not present” instead of “I don’t know”.

Relevant Subset. As shown in Table 2 (below),
similar to the non-relevant subset, we observe a uni-
form distribution of accurate LLM responses. Inter-
estingly, GPT-4 and Orca-2-13B overall only pro-
vide a single output classification token, whereas
models such as GPT-3.5 or Mixtral-8x7B provide
an additional rationale or explanation. Similar to
the non-relevant subset, LLAMA-2-7B and 13B
models repeat the instruction in their output and
Aya-101 sometimes uses implicit memory.

7 Further Studies

Prompt Optimization. Prompting is crucial in
handling the robustness evaluation of multilingual-
focused LLMs. Techniques such as Chain-of-
Thought (CoT) (Wei et al., 2022) or algorithmi-
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OpenAI Mistral Orca-2 Aya LLAMA-2

GPT-4 GPT-3.5 8x7B 7B 13B 7B Aya-101 70B 13B 7B

Empirical results on the non-relevant subset: Queries with all human-judged non-relevant passages

(i) Perfectly answers “I don’t know” 56.8% 54.8% 67.2% 1.6% 3.2% 9.2% 15.6% 0.0% 0.0% 0.8%
(ii) “I don’t know” with explanation 0.0% 0.0% 3.6% 88.4% 0.0% 2.0% 0.0% 0.0% 0.0% 0.0%
(iii) Uses a synonym of “I don’t know” 0.4% 0.0% 1.6% 1.2% 6.0% 7.6% 0.0% 0.4% 0.0% 2.4%

(iv) Refuses to answer 0.4% 0.8% 0.0% 0.8% 3.2% 0.0% 6.4% 0.0% 0.0% 0.0%
(v) Repeats question or instruction 0.0% 0.0% 0.0% 0.0% 0.0% 3.2% 0.0% 2.0% 64.8% 30.8%
(vi) Conversation 0.0% 0.0% 0.4% 0.0% 0.0% 0.4% 0.0% 0.0% 0.0% 0.4%

(vii) Answers "Yes" w. or w.o. explanation 42.4% 44.4% 27.2% 8.0% 87.6% 68.4% 67.2% 97.6% 34.8% 65.6%
(viii) Uses implicit memory to answer 0.0% 0.0% 0.0% 0.0% 0.0% 8.8% 10.8% 0.0% 0.0% 0.0%

Empirical results on the relevant subset: Queries with at least one human-judged relevant passage

(i) Perfectly answers “Yes, answer is present” 94.8% 45.2% 22.8% 5.2% 97.2% 71.2% 51.6% 1.2% 3.6% 7.2%
(ii) "Yes, answer is present" with explanation 0.0% 46.0% 56.0% 31.6% 0.8% 11.2% 0.0% 98.8% 46.8% 63.2%

(iii) Refuses to answer 0.4% 0.8% 0.0% 0.0% 0.0% 0.0% 1.2% 0.0% 0.0% 0.0%
(iv) Repeats question or instruction 0.0% 0.0% 0.4% 0.0% 0.0% 0.4% 0.0% 0.0% 48.8% 24.8%
(v) Conversation 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 1.6%

(vi) Answers "No" w. or w.o. explanation 4.8% 8.0% 20.8% 60.8% 0.8% 2.8% 4.0% 0.0% 0.0% 1.2%
(vii) Uses implicit memory to answer 0.0% 0.0% 0.0% 2.4% 1.2% 14.4% 42.0% 0.0% 0.0% 0.4%

Table 2: Empirical results on the complete NoMIRACL English (en) non-relevant (above) and relevant (below)
subsets. The analysis is bracketed into three categories, where green category denotes an accurate response, orange
denotes limitations in understanding the instruction and red denotes model hallucination or error respectively.

cally optimizing prompts using DSPy (Khattab
et al., 2023) highlight the necessity of prompt op-
timization. Although optimizing for the prompt
is certainly challenging and expensive to evaluate
all LLMs across 18 languages relevant and non-
relevant subsets, we experiment with three listwise
variations techniques inspired by Thomas et al.
(2024). The prompt template changes are listed
in Figure 10: (i) role, we highlight the role of LLM
as an evaluator within the prompt at the beginning,
(ii) repeat, we repeat the task instructions at the
end of the prompt to remind the LLM, and (iii)
explanation, we ask the LLM model to provide
a step-by-step explanation and then answer and
require 400 output tokens to fit both the LLM rea-
soning and the answer.

We evaluate Mistral-7B with three prompt varia-
tions independently on NoMIRACL. The complete
results are listed in Table 3. On average, both role
and repeat techniques help reduce the error rate
in the NoMIRACL relevant subset by 6.3% and
15.2% but overall increase the hallucination rate by
8.7% and 15.9% respectively. On the other hand,
prompting with explanation decreases the halluci-
nation rate by 9.7% but increases the error rate by
8.3%. These results show that prompting is user
dependent, the user will be required to choose their
technique depending on whether they wish to be
better on the non-relevant subset by reducing the
hallucination rate or the relevant subset by reducing
the error rate.

Fine-tuning on NoMIRACL. In this section, fol-
lowing prior works such as Chain-of-Verification
(CoVe; Dhuliawala et al., 2024) or Chain-of-Noting

(CoN; Yu et al., 2023), we investigate the following
research question: Does fine-tuning on the NoMIR-
ACL development set help increase robustness?

We experiment with two open-sourced LLMs:
Mistral-7B and LLAMA-3 (8B). We Supervised
Fine-Tune (SFT) LoRA adapters (Hu et al., 2022)
on the development set of NoMIRACL for all 18
languages (randomly sampled 90% train, 10% de-
velopment) using 4-A6000 GPUs each containing
48GB RAM with PEFT.5 Our hyperparameter set-
tings are listed in Table 6. We were unable to fine-
tune larger models (greater than 8B parameters)
due to computational budget restrictions.

As shown in Table 4, we observe LLAMA-3
(8B) to be quite unstable after SFT. Fine-tuning
helps to reduce the error rate of LLAMA-3 (8B)
(an improvement of 10.6%) but can hurt its perfor-
mance on the hallucination rate (drop up to 17.9%).
For a few languages mentioned in Table 7 such as
Arabic (ar) the LLM always outputs “Yes, answer
is present”, whereas for Bengali (bn) heavily relies
on “I don’t know”. On the other hand, SFT deterio-
rates Mistral-7B on both relevant and non-relevant
datasets. Overall, we demonstrate SFT is tricky and
careful experimentation is required to achieve the
best out of fine-tuning on the NoMIRACL develop-
ment subset for a binary classification task output
(“Yes, answer is present” or “I don’t know”).

8 Related Work

Retrieval-Augmented Generation. The knowl-
edge stored in a large language model (LLM) is
commonly outdated (He et al., 2023), and prone
5https://github.com/huggingface/alignment-handbook
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ar bn de en es fa fr fi hi id ja ko ru sw te th yo zh Avg.

Hallucination Rates (in %) on NoMIRACL test split (non-relevant subset)

Original 40.0 63.2 38.2 42.8 17.2 52.4 47.6 16.1 39.6 30.8 44.4 28.8 41.6 14.8 74.0 58.8 23.6 45.2 40.0
(+ Role) 35.6 60.0 53.5 62.4 40.4 38.0 71.2 29.8 38.4 49.2 59.2 41.2 55.6 21.2 72.0 54.4 32.4 62.8 48.7
(+ Repeat) 47.2 72.4 56.7 50.8 35.2 69.2 70.0 50.0 49.6 48.8 65.2 48.4 56.0 35.2 78.4 72.0 43.6 58.4 55.9
(+ Explanation) 28.0 33.6 30.4 34.8 16.8 39.6 42.4 31.5 18.0 27.2 32.8 26.8 31.6 22.8 36.4 34.0 27.2 31.6 30.3

Error Rates (in %) on NoMIRACL test split (relevant subset)

Original 14.4 20.4 21.6 8.0 28.0 22.4 15.6 38.0 30.8 43.6 16.0 30.0 18.0 57.6 17.6 13.6 50.0 13.2 25.5
(+ Role) 15.2 23.6 10.0 3.2 14.4 23.2 7.2 29.2 25.2 32.8 9.6 21.6 10.8 47.2 17.6 17.2 33.8 4.4 19.2
(+ Repeat) 8.4 12.4 9.2 5.2 12.4 4.8 5.6 6.0 16.4 16.8 1.6 12.0 6.8 22.8 14.0 6.0 21.6 3.6 10.3
(+ Explanation) 28.8 39.6 26.0 16.8 35.6 35.6 20.0 32.0 46.8 46.8 24.4 33.6 24.8 50.4 48.8 31.2 48.0 18.8 33.8

Table 3: Hallucination and error rates on the NoMIRACL test split (non-relevant and relevant subsets) with three
types of prompting techniques on Mistral-7B (v0.3). The changes in the prompt template are listed in Figure 10.

Model w/o SFT w/ SFT

Non-Relevant Subset: Hallucination Rates (in %)

Meta-Llama-3-8B-Instruct 26.8 44.7 (– 17.9)
Mistral-Instruct-7B-v0.3 40.0 44.3 (– 4.3)

Relevant Subset: Error Rates (in %)

Meta-Llama-3-8B-Instruct 45.3 34.7 (+ 10.6)
Mistral-Instruct-7B-v0.3 25.5 46.1 (– 20.6)

Table 4: Supervised fine-tuning on the NoMIRACL
development split with Llama-3 (8B) and Mistral-7B
(v0.3) LLMs.

to hallucinations by generating factually incor-
rect output (Maynez et al., 2020; Raunak et al.,
2021). By grounding on external knowledge, a
retrieval-augmented LLM can generate better and
more trustworthy output (Guu et al., 2020; Lewis
et al., 2020; Izacard and Grave, 2021; Borgeaud
et al., 2022). Retrieval-augmented generation has
achieved remarkable results in various tasks such as
open-domain question answering (ODQA) (Lewis
et al., 2020; Izacard and Grave, 2021; Trivedi et al.,
2023), argument extraction (Du and Ji, 2022) and
code generation (Zhou et al., 2023). Real-world
products such as Bing Search and LangChain have
incorporated RAG applications.

LLM Evaluation. Prior work explores adding
perturbation in passages and shows that LLM per-
formance can be influenced when exposed to dif-
ferent tasks, such as question answering (QA) (Jia
and Liang, 2017; Petroni et al., 2020; Creswell
et al., 2023), logical reasoning (Misra et al., 2023)
or arithmetic reasoning (Shi et al., 2023; Kumar
et al., 2021). In examining controllability and ro-
bustness, Li et al. (2023) observes that LLMs dis-
regard contextual information, showing that LLM
output can be influenced by non-relevant context.
Adlakha et al. (2024) observes complementary re-
sults from our work, where they observe LLM can
be rather faithful when provided non-relevant pas-

sages in QA datasets such as NQ (Kwiatkowski
et al., 2019). Knowing that prompting LLMs with
non-relevant data can result in misguided responses,
Yu et al. (2023) recently introduced a new prompt-
ing technique, Chain-of-Noting (CON) and Yoran
et al. (2024) fine-tuned the LLM explicitly, both
aimed to improve LLM robustness in RAG when
non-relevant information is provided.
Related Datasets. Datasets focused on address-
ing unanswerable queries such as SQuAD 2.0 (Ra-
jpurkar et al., 2018) were created adversarially to
look similar to datasets with answerable queries.
Similarly, Conversational QA datasets such as
CoQA (Reddy et al., 2019) and QuAC (Choi et al.,
2018) also contain unanswerable queries. A con-
current work proposes RGB, a RAG benchmark to
evaluate LLM robustness in English and Chinese
(Chen et al., 2024).

9 Conclusion

We introduce NoMIRACL, a multilingual human-
labeled dataset for relevance assessment of LLM
robustness as a binary relevance identification task
in 18 languages. Our multilingual dataset is human-
annotated and constructed with 31 native speakers.
We provide two subsets in NoMIRACL, the non-
relevant subset, where queries contain all judged
non-relevant passages, and the relevant subset,
where queries contain at least one relevant judged
passage to measure the hallucination on the non-
relevant and error on the relevant subset. Our ex-
perimental results indicate that existing LLMs are
not robust, as we observe challenges in LLM ro-
bustness in either hallucination or error. GPT-4
achieves the best model and performance tradeoff
across both subsets. NoMIRACL can facilitate re-
search in understanding to which extent LLMs tend
to hallucinate, ultimately paving the way for build-
ing more effective and robust multilingual-focused
LLMs in the future.
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10 Limitations

NoMIRACL is not perfect and like other datasets
have limitations. We describe our limitations below
and keep it as future work to improve our dataset.

1. Human Errors in Dataset Construction. Our
dataset has been fully constructed using humans,
thereby it may contain human errors. We conducted
additional quality checks on a subset of the NoMIR-
ACL dataset to validate its question quality and
relevance judgment as explained in Appendix C.

2. Evaluation Setup. In our work, we evaluate
whether a passage is relevant or non-relevant for
a given query, instead of evaluating actual answer
spans. Reliable and accurate answers for a given
query require domain experts as annotators. An-
notators can potentially highlight short extractive
spans of answers within relevant passages, however,
non-extractive queries can either contain multiple
answers or a long-form answer, making it difficult
to highlight a relevant answer span. Therefore, for
NoMIRACL, we focus on evaluating top-k pas-
sages as information contexts, which are judged for
their relevancy by a data annotator.

3. Limited to Wikipedia. NoMIRACL is currently
developed using language-specific Wikipedia as the
corpora. Wikipedia may not be the ideal choice for
real-world applications across languages. For ex-
ample, the English BEIR benchmark (Thakur et al.,
2021) includes diversity within its domains (all En-
glish) and contains more real-world domains such
as Medical, etc. However, we keep it as future work
to extend NoMIRACL to diverse domains for the
following reasons: (i) scarcity of corpora across
languages: for low-resource languages such as
Bengali or Yoruba, finding a suitable large enough
text corpora is difficult with limited choices. (ii)
no uniformity across domains: certain European
languages have more legal domain corpora avail-
able, whereas news articles for African languages.
This will introduce non-uniformity in information
across languages. (iii) limited budget: constructing
NoMIRACL was expensive involving several an-
notators involved for about 4–6 months. Extending
to more domains would require additional budgets
and human effort to be able to implement.
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A Appendix

The following supplementary sections in the ap-
pendix are arranged as follows:

• Appendix B provides information on the
NoMIRACL dataset release.

• Appendix C provides additional construc-
tion details in NoMIRACL, including corpora
preparation and annotator hiring details.

• Appendix D describes steps we took for qual-
ity control during the dataset construction.

• Appendix E provides model checkpoints and
additional experimental results.

B Details on NoMIRACL Dataset Release

Licensing. The NoMIRACL dataset is based on
language-specific Wikipedia. We follow the same
license as Wikipedia for NoMIRACL: Creative
Commons Attribution-ShareAlike 4.0 Unported Li-
cense (CC BY-SA 4.0).6 Overall, the license allows
both researchers and industry alike to access the
dataset, and allow them to copy and redistribute the
dataset for future work.

Examples. A randomly sampled example for each
of the non-relevant and relevant subsets of the
NoMIRACL dataset for English (en) has been pro-
vided in Table 8 and Table 9 respectively.

C Additional Data Construction Details

Corpora Preparation. For each NoMIRACL lan-
guage, we follow the same passage corpora pro-
vided in MIRACL (Zhang et al., 2023). Out of the
18 languages, 11 of the existing languages com-
mon in Mr. TYDI (Zhang et al., 2022) use the raw
Wikipedia dump from early 2019 and the rest of
the languages used in MIRACL use a release from
March 2022. In MIRACL, all Wikipedia articles
are parsed using WikiExtractor7 and segmented
into passages based on natural discourse units us-
ing two consecutive newlines in the wiki markup
as the delimiter.

Annotator Hiring Details. An important feature
of NoMIRACL is that our dataset was not con-
structed via crowd-sourced workers similar to MIR-
ACL (Zhang et al., 2023). We overall hired 31 an-
notators (both part-time and full-time) across all
languages in NoMIRACL. Each annotator was in-
terviewed and evaluated to be a native speaker of
their language, based on a carefully constructed
6https://creativecommons.org/licenses/by-sa/4.0/
7https://github.com/attardi/wikiextractor

onboarding and training process. Overall our hir-
ing process and NoMIRACL data construction in
total took around 6 months. We offered annotators
the hourly rate of $18.50 per hour (converted into
USD). For reference, the local minimum wage is
$11.50 USD/hr.

D Quality Control

To ensure high data quality, we conduct a manual
assessment executed by human reviewers (hired
part-time) on a random subset of NoMIRACL an-
notations, following MIRACL (Zhang et al., 2023).
We conducted our quality control in two phases.

Phase I. In this phase, reviewers were given both
the prompts and the generated queries and filled
up a checklist to determine whether the quality of
the queries met our requirements. Criteria include
the examination of the query itself (e.g., spelling,
syntax, and fluency, etc.) and whether the query
could be answered directly by the prompt, which
we wanted to avoid to generate more informative
queries, following (Clark et al., 2020; Zhang et al.,
2023). To evaluate this, we measured the lexical
overlap between the queries and their correspond-
ing prompts. We found the overlaps primarily occur
in entities or stopwords and thus concluded that the
generated queries are reasonably different from the
given prompts.

Phase II. In this phase, reviewers were provided
the same guidance as annotators performing the rel-
evance assessment. They were asked to label a ran-
domly sampled subset of the query–passage pairs
from our annotated batch. The degree of agreement
on the overlapping pairs is used to quantify the qual-
ity of the relevance labels. Overall, we observe on
average agreements of over 80% on query–passage
relevance, which is consistent with the IR literature
dating back many decades (Voorhees, 1998).

E Checkpoints and Additional Results

All multilingual-focused LLM checkpoints used in
our experiments for both closed and open-sourced
can be found in Table 5. Hyperparameter choices
during NoMIRACL supervised fine-tuning LLMs
are listed in Table 6 and experimental results in
Table 7. LLM evaluation results for both the non-
relevant and relevant subsets for all models can
be found in Figure 8 and Figure 9 respectively.
Figure 10 shows template changes for prompt op-
timization ablation experiments, including (i) role,
(ii) repeat, and (iii) explanation prompts.
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Figure 8: Hallucination rate (in %) = FP/(FP + TN) on the non-relevant subset in NoMIRACL test split. The
non-relevant subset contains queries with no-known answers, i.e., all top-k (where k = 10) passages are judged by
a human annotator as non-relevant. On average, most LLMs (except Mistral) hallucinate on the non-relevant subset.
Lower the hallucination rate is better.
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Figure 9: Error rate (in %) = FN/(FN + TP) on the relevant subset in NoMIRACL test split. The relevant subset
contains queries with known answers, i.e., at least one of the top-k (where k = 10) passages judged by a human
annotator is relevant. On average, most LLMs (except Mistral and Aya-101) have a lower error rate, i.e., can
accurately identify the relevant answer. Lower the error rate is better.

Model Model Checkpoints (Link)

OpenAI baseline models

GPT-4o learn.microsoft.com/en-us/azure/ai-services/openai/
GPT-4 learn.microsoft.com/en-us/azure/ai-services/openai/
GPT-3.5 learn.microsoft.com/en-us/azure/ai-services/openai/

Mistral baseline models

Mixtral-8x7B huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
Mistral-7B (v0.3) huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

Orca-2 baseline models

Orca-2-13B huggingface.co/microsoft/Orca-2-13b
Orca-2-7B huggingface.co/microsoft/Orca-2-7b

Aya baseline models

Aya-101 huggingface.co/CohereForAI/aya-101
Aya-23-35B huggingface.co/CohereForAI/aya-23-35B

LLAMA-2 baseline models

LLAMA-2-70B huggingface.co/meta-llama/Llama-2-70b-chat-hf
LLAMA-2-13B huggingface.co/meta-llama/Llama-2-13b-chat-hf
LLAMA-2-7B huggingface.co/meta-llama/Llama-2-7b-chat-hf

LLAMA-3 baseline models

LLAMA-3 (70B) huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
LLAMA-3 (8B) huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct

Table 5: All models and checkpoint links used for
NoMIRACL evaluation.

Hyperparameter Value

use_peft true
torch_dtype bfloat16
lora_r 64
lora_alpha 16
lora_dropout 0.05
lora_target_modules {q_proj, k_proj, v_proj, o_proj,

gate_proj, up_proj, down_proj}
learning_rate 3.0e-06
lr_scheduler_type cosine
max_seq_length 4096

Table 6: Hyperparameter settings chosen during LoRA
supervised fine-tuning (SFT) Mistral-7B (v0.3) and
LLAMA-3 (8B) instruct models on the NoMIRACL
development split.
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You are an evaluator checking whether the question contains the answer within the provided
contexts or not. I will give you a question and several contexts containing information about the
question. Read the contexts carefully. If any of the contexts answers the question, respond as
either “Yes, answer is present” or “I don’t know”:

QUESTION: {query}

CONTEXTS:
[1] {Passage title}: {Passage text}
[2] {Passage title}: {Passage text}
...
[10] {Passage title}: {Passage text}

Please remember to read all the contexts carefully. If any of the contexts answers the
question: {query}, respond as either “Yes, answer is present” or “I don’t know”.

OUTPUT:

Read the query and the contexts carefully and provide a step-by-step explanation for your answer.
If any of the contexts answers the question, respond as either “Yes, answer is present” or “I
don’t know”. You must strictly follow the output format with ## Reasoning: ... ## Answer: “Yes,
answer is present” OR “I don’t know”.

QUESTION: {query}

CONTEXTS:
[1] {Passage title}: {Passage text}
[2] {Passage title}: {Passage text}
...
[10] {Passage title}: {Passage text}

OUTPUT:

Figure 10: All prompt ablations used in our experiments for LLM hallucination evaluation for all 18 languages
in NoMIRACL on both the relevant and non-relevant subsets. Role prompt appends the role of the LLM at the
beginning of the prompt (highlighted in blue). Repeat prompt highlights the task by repeating instructions at the
end of the prompt (highlighted in red). Explanation prompt asks the model to provide a reasoning path and finally
answer the question (highlighted in violet).

ar bn de en es fa fr fi hi id ja ko ru sw te th yo zh Avg.

Hallucination Rates (in %) on NoMIRACL test split (non-relevant subset)

Llama-3 (8B) 19.6 20.0 29.5 19.2 30.0 44.8 35.2 10.5 14.4 23.2 52.0 31.6 26.8 4.0 13.2 41.6 1.6 64.4 26.8
Llama-3 (8B) (w/ SFT) 83.0 12.5 36.9 44.0 46.8 65.6 36.9 70.0 61.5 53.1 41.7 9.7 85.4 42.2 0.0 82.7 12.0 20.0 44.7
Mistral-7B (v0.3) 40.4 63.2 38.2 42.8 17.2 52.4 47.6 16.1 39.6 30.8 44.4 28.8 41.6 14.8 74.0 58.8 23.6 45.2 40.0
Mistral-7B (v0.3) (w/ SFT) 46.8 33.2 34.1 73.6 33.6 52.4 48.0 42.7 26.0 59.2 52.0 47.6 62.8 35.6 31.2 40.0 45.2 33.2 44.3

Error Rates (in %) on NoMIRACL test split (relevant subset)

Llama-3 (8B) 53.6 56.0 36.8 41.6 26.8 26.8 34.4 61.2 56.8 48.4 17.6 35.6 46.4 80.8 65.6 29.2 91.7 6.0 45.3
Llama-3 (8B) (w/ SFT) 6.0 70.8 32.4 31.2 24.0 14.6 21.2 8.8 14.9 40.6 24.0 77.2 8.3 32.5 87.5 4.2 75.5 50.4 34.7
Mistral-7B (v0.3) 14.4 20.4 21.6 8.0 28.0 22.4 15.6 38.0 30.8 43.6 16.0 30.0 18.0 57.6 17.6 13.6 50.0 13.2 25.5
Mistral-7B (v0.3) (w/ SFT) 46.4 60.8 46.0 12.4 46.8 36.4 35.6 42.0 69.6 37.2 37.6 42.0 25.2 69.6 66.4 56.8 52.0 46.8 46.1

Table 7: Complete SFT results using the NoMIRACL development dataset for LLAMA-3 (8B) and Mistral-7B
(v0.3) LLMs across all languages in NoMIRACL. Lower the hallucination and error rates (%) is better.
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Query Judged Passages Relevance

What is the name
of the winner of the
Abel Prize of 2022?

[1] Abel Prize: The Abel Prize () is a Norwegian prize awarded annually by the King of Norway to one or more outstanding
mathematicians. It is named after Norwegian mathematician Niels Henrik Abel (1802–1829) and directly modeled after the
Nobel Prizes. It comes with a monetary award of 6 million Norwegian kroner (NOK) (C635,000 or $740,000).

0

[2] MIT Department of Mathematics: The current faculty of around 50 members includes Wolf Prize winner Michael Artin,
Abel Prize winner Isadore Singer, and numerical analyst Gilbert Strang.

0

[3] Abel Prize: After interest in the concept of the prize had risen in 2001, a working group was formed to develop a proposal,
which was presented to the Prime Minister of Norway in May. In August 2001, the Norwegian government announced that
the prize would be awarded beginning in 2002, the two-hundredth anniversary of Abel’s birth. Atle Selberg received an
honorary Abel Prize in 2002, but the first actual Abel Prize was awarded in 2003.

0

[4] Abel Prize: The prize was first proposed in 1899, to be part of the celebration of the 100th anniversary of Niels Henrik
Abel’s birth in 1902. Shortly before his death in 1899, the Norwegian mathematician Sophus Lie proposed establishing an
Abel Prize when he learned that Alfred Nobel’s plans for annual prizes would not include a prize in mathematics. King Oscar
II was willing to finance a mathematics prize in 1902, and the mathematicians Ludwig Sylow and Carl Størmer drew up
statutes and rules for the proposed prize. However, Lie’s influence waned after his death, and the dissolution of the union
between Sweden and Norway in 1905 ended the first attempt to create an Abel Prize.

0

[5] Eötvös Loránd University: Eötvös Loránd University (, ELTE) is a Hungarian public research university based in
Budapest. Founded in 1635, ELTE is one of the largest and most prestigious public higher education institutions in Hungary.
The 28,000 students at ELTE are organized into eight faculties, and into research institutes located throughout Budapest and
on the scenic banks of the Danube. ELTE is affiliated with 5 Nobel laureates, as well as winners of the Wolf Prize, Fulkerson
Prize and Abel Prize, the latest of which was Abel Prize winner Endre Szemerédi in 2012.

0

[6] Abel Prize: Anyone may submit a nomination for the Abel Prize, however, self-nominations are not permitted. The
nominee must be alive; however, if the awardee dies after being declared as the winner, the prize will be awarded posthumously.

0

[7] Abel Prize: The Norwegian Academy of Science and Letters declares the winner of the Abel Prize each March after
recommendation by the Abel Committee, which consists of five leading mathematicians. Both Norwegians and non-
Norwegians may serve on the Committee. They are elected by the Norwegian Academy of Science and Letters and nominated
by the International Mathematical Union and the European Mathematical Society. The committee is of 2018 chaired by
Norwegian mathematician Hans Munthe-Kaas (University of Bergen), and was before that, headed by Professor John Rognes.

0

[8] Hans Munthe-Kaas: Munthe-Kaas received Exxon Mobil Award for best PhD at NTNU, 1989, and the Carl-Erik Frōberg
Prize in Numerical Mathematics 1996 for the paper L̈ie–Butcher theory for Runge–Kutta Methods.̈ Munthe-Kaas is elected
member of the Norwegian Academy of Science and Letters, the Royal Norwegian Society of Sciences and Letters and
the Norwegian Academy of Technological Sciences. Munthe-Kaas is the chair of the international Abel prize committee
(2018-2022), he is President of the Scientific Council of Centre International de Mathématiques Pures et Appliquées (CIMPA)
(2017–present) and he is Editor-in-Chief of Journal Foundations of Computational Mathematics (2017–present). Munthe-Kaas
was secretary of Foundations of Computational Mathematics (2005–2011) and member of the Board of the Abel Prize in
Mathematics (2010–2018).

0

[9] Science and technology in Hungary: Among Hungary’s numerous research universities, the Eötvös Loránd University,
founded in 1635, is one of the largest and the most prestigious public higher education institutions in Hungary. The 28,000
students at ELTE are organized into eight faculties, and into research institutes located throughout Budapest. ELTE is affiliated
with 5 Nobel laureates, as well as winners of the Wolf Prize, Fulkerson Prize and Abel Prize, the latest of which was Abel
Prize winner Endre Szemerédi in 2012.

0

[10] Abel Prize: The Abel Prize’s history dates back to 1899, when its establishment was proposed by the Norwegian
mathematician Sophus Lie when he learned that Alfred Nobel’s plans for annual prizes would not include a prize in
mathematics. In 1902 King Oscar II of Sweden and Norway indicated his willingness to finance a mathematics prize to
complement the Nobel Prizes, but the establishment of the prize was prevented by the dissolution of the union between
Norway and Sweden in 1905. It took almost a century before the prize was finally established by the Government of Norway
in 2001, and it was specifically intended ẗo give the mathematicians their own equivalent of a Nobel Prize.T̈he laureates are
selected by the Abel Committee, the members of which are appointed by the Norwegian Academy of Science and Letters.

0

Table 8: Randomly sampled example of a query on “What is the name of the winner of the Abel Prize of 2022?”
and top-10 judged passages in English (en) from the non-relevant subset (test split) in NoMIRACL. Titles of each
passage are marked in bold. The relevance judgment has been annotated manually by a native speaker.
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Query Judged Passages Relevance

In which coun-
try Praia dos
Pescadores is?

[1] Praia dos Pescadores (Albufeira): Praia dos Pescadores or the “Fishermans Beach” is a blue flag beach on the Atlantic
south coast of the Algarve, in the district of Bairro dos Pescadores (Neighborhood of the Fisherman), Albufeira which is
within the Municipality of Albufeira, Portugal. The beach is one of the two beaches which front the town of “Albufeira” with
“Praia do Túnel” at the western end and “Praia dos Pescadores"" lying to the eastern end of the towns seafront. The town and
its beaches are located west by road of the regions capital of Faro. In the days before Albufeira had a harbour and mariner the
“Praia dos Pescadores” was where all the local fishermen operated from and the beach scene would have been very different to
the site you see today. Then the beach would have been full of brightly painted fishing boats pulled up on this beach when not
at sea and much of the tourist activities took place on the “Praia do Túnel”. Today the “Praia dos Pescadores” is now used for
tourism and is a very busy beach especially in the summer season.

1

[2] Praia do Túnel (Peneco): Praia do Túnel is a beach on the Atlantic south coast of the Algarve, in the town of Albufeira
which is within the Municipality of Albufeira, Portugal. The beach is also known as “Praia do Peneco” and is one of the two
beaches which front the town of “Albufeira” with “Praia do Túnel” at the western end and “Praia dos Pescadores” lying to the
eastern end of the towns seafront. The town and its beaches are located west by road of the regions capital of Faro. The beach
gets its name from a 20 meter long tunnel next to the tourist office in the middle of Albufeira which cuts through the cliffs
linking the towns square to the beach. At the western end of the beach there is a promenade which ends at the cave known as
the Xorino Grotto. According to 13th-century legend, the cave was used as shelter by the Moors after the Christian conquest
of Albufeira. As well as the tunnel there are several other points of access to the beach including a lift, ramps and steps [...]

0

[3] Praia dos Pescadores (Albufeira): The beach is in length and is wide at low tide. The beach is divided by a protruding
cliff from Praia do Túnel at the western end of the seafront. To the beaches eastern boundary is the Praia do Inatel and it is
divided from that beach by a concrete pier which covers the outflow of the Ribeira de Albufeira (Albufeira River). There are
also cliffs at the eastern end and to the back of the beach there is an amphitheatre of white houses of the district of Bairro dos
Pescadores. The beach can also be accessed by an outdoor foot escalator from the Pau da Bandeira bluff located south of
Bairro dos Pescadores down to the beach and Albufeira old town.

0

[4] Praia dos Pescadores (Albufeira): Praia dos Pescadores is an easily accessed beach with its large hard surface square at
beach level. There are two car park’s near-by, one of which, is at beach level, a short distance along the Avenida 25 de Abril
within the old town. The second car park is at the top of the cliffs at Bairro dos Pescadores and is accessed via the outdoor
escalator. To the back of the western end of the beach there a variety of restaurants many of which specialise in the local fish
and seafood. The beach has several licensed concessions with opportunities to hire parasols and sun loungers. There are
also many organised beach and water sport concessions from volleyball to boat trips and Parasailing. The beach also has
toilet and shower facilities. During the summer months the beach is patrolled by lifeguards. In recent years the beach has
been the focal point for the new year celebrations in the town. A temporary concert stage is erected on the Largo 25 de Abril
and concerts are held to celebrate the new year. In the past the celebration has seen international bands appearing such as
British reggae/pop band UB40 in 2009. The celebrations cumulate with a firework display held just of the beach on boats and
pontoons just of the shoreline.

0

[5] Praia do Penedo: Praia do Penedo is a beach within the Municipality of Aljezur, in the Algarve, Portugal. The beach is
on the western Seaboard in the north west of the Algarve. The beach is south west of the village of Aljezur, and is north west,
by road, from the regions capital of Faro. The beach of Praia do Penedo is inside the Vicentine Coast Natural Park, an area of
outstanding natural beauty.

0

[6] Praia do Norte: Praia do Norte is a civil parish of the municipality of Horta, located along the northern coast between
Cedros and Capelo, on the Portuguese island of Faial, in the archipelago of the Azores. The population in 2011 was 250, in an
area of . It is the least populous parish on the island, reached along the Ëstrada RegionalË.R.1-1ª regional roadway from the
urban centre of Horta.

0

[7] Praia das Conchas, São Tomé and Príncipe: Praia das Conchas is a settlement in the western part of the Lobata District
on São Tomé Island in São Tomé and Príncipe. Its population is 174 (2012 census). Established as a plantation (r̈oça)̈, Praia
das Conchas lies 2 km from the coast, 3 km west of Guadalupe. There is a smaller seaside settlement also called P̈raia das
Conchas,̈ 3.5 km to the north.

0

[8] Praia das Gatas: Praia das Gatas (Portuguese meaning b̈each of the cats)̈ is a sandy beach in the northeastern part of
the island of Boa Vista in Cape Verde. The nearest village is Fundo das Figueiras, 5km to the southwest. It forms a part of
Northern Nature Park (P̈arque Natural do Norte)̈. The small island Ilhéu dos Pássaros lies off the coast at the Praia das Gatas.

0

[9] Praia (Santa Cruz da Graciosa): Praia (officially São Mateus da Praia) is a Portuguese civil parish in the municipality of
Santa Cruz da Graciosa, on the island of Graciosa, in the Azores. It still retains its former name locally, owing to the parish
having once been the historical municipality of Praia. The population in 2011 was 836, in an area of 12.82 km².

0

[10] Praia Harbor: Praia Harbor () is the port of the city of Praia in the southern part of the island of Santiago, Cape Verde.
It is situated in a natural bay of the Atlantic Ocean. Since the latest modernization in 2014, it has 2 long quays, 3 shorter
quays, a quay for fishing boats with fish processing installations, 2 container parks, 2 roll-on/roll-off ramps, and a passenger
terminal. The total length of the quays is 863 m, and the maximum depth is 13.5 m. The port of Praia played an important
role in the colonization of Africa and South America by the Portuguese. With 817,845 metric tonnes of cargo and 85,518
passengers handled (2017), it is the second busiest port of Cape Verde, after Porto Grande (Mindelo).

0

Table 9: Randomly sampled example of a query on “In which country Praia dos Pescadores is?” and top-10 judged
passages in English (en) from the relevant subset (test split) in NoMIRACL. Titles of each passage are marked in
bold. The relevance judgment has been annotated manually by a native speaker.
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