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Abstract

Research into automatic text simplification
aims to promote access to information for all
members of society. To facilitate generalizabil-
ity, simplification research often abstracts away
from specific use cases, and targets a prototypi-
cal reader and an underspecified content creator.
In this paper, we consider a real-world use case
– simplification technology for use in Dutch mu-
nicipalities – and identify the needs of the con-
tent creators and the target audiences in this sce-
nario. The stakeholders envision a system that
(a) assists the human writer without taking over
the task; (b) provides diverse outputs, tailored
for specific target audiences; and (c) explains
the suggestions that it outputs. These require-
ments call for technology that is characterized
by modularity, explainability, and variability.
We argue that these are important research di-
rections that require further exploration.

1 Introduction

Full participation in modern society requires read-
ing and understanding a wide variety of written
information. For example, drawing the right con-
clusion from a letter from the tax authority, or from
instructions about how to apply for unemployment
benefits, is crucial for active citizenship. Unfortu-
nately, not everybody is equally skilled at reading.
In the Netherlands, for example, about 2.5 million
adults (one in six adults) have limited literacy, i.e.,
difficulty with reading and/or writing (Netherlands
Court of Audit, 2016). To ensure fair access to cru-
cial information for everyone, text simplification
research aims to develop technology that can au-
tomatically identify sources of complexity in text
and generate simplifications.

Simplification research often abstracts from spe-
cific use cases to facilitate the generalizability of
the developed methods. Curated datasets and eval-
uation setups tend to target a prototypical reader
and an underspecified content creator. In practice,

however, technology does not exist in a vacuum;
it is always interconnected with people. As users
engage with technology, they gradually develop
a mental model of its functioning, which subse-
quently shapes their further interaction and engage-
ment (e.g., Baxter and Sommerville, 2011; Lee
et al., 2024). Therefore, technology that does not
meet the needs of its intended users and their pref-
erences regarding the outputs and the interaction
might result in unsuccessful deployment.

Text simplification is at its core a human-
centered problem; it operates on a text generated by
human writers and reduces its complexity for the
sake of human readers. In this paper, we discuss
how the preferences of the intended writers and the
characteristics of the intended readers shape the
properties of the required simplification technol-
ogy. We do so by exploring a real-world use case:
a simplification system that is meant to assist con-
tent creators in Dutch municipalities with writing
accessible text.

2 Use Case Description

The public sector in the Netherlands is commit-
ted to promoting inclusive and accessible commu-
nication. For example, the City of Amsterdam
published writing guidelines that instruct the em-
ployees to use "clear language" in all their written
communication, and "simple language" in commu-
nication that targets audiences with limited literacy.
Unfortunately, these efforts have proven to be in-
sufficient. A recent study (Corsius et al., 2022) that
evaluated 240 texts from 70 Dutch government or-
ganizations found that the texts – which discussed
crucial information about payments and healthcare
– were not understandable enough, due to lexical
complexity, vague or indirect style, and the length
of the text, among other factors.

The civil servants themselves indicate that im-
plementing the guidelines in practice is difficult.
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The target levels in the guidelines are described in
terms of the Common European Framework of Ref-
erence for Languages (CEFR); B1-level is consid-
ered "clear language", and A2-level is considered
"simple language". However, in a workshop con-
ducted by the City of Amsterdam in 2022 (Pinhão
and Gornishka, 2022), the participants indicated
that it is not straightforward to understand what the
A2/B1-level requirements mean in practice, and
that they lack this expertise in the organization.

Furthermore, they indicated that it is challeng-
ing to write to a broad audience (the residents of
Amsterdam) that consists of diverse groups with
different linguistic needs. Among the discussed
possible solutions, the participants mentioned that
they would benefit from a tool that could review
what they wrote, highlight potential difficulties, and
provide suggestions on how to solve them.

In interviews conducted with representatives of
other municipalities in the Netherlands, the interest
in automated solutions surfaced as well.1 When
asked about their needs and concerns regarding the
introduction of such technologies, the interviewees
emphasized the need of the writers to remain in con-
trol of the text, mainly because of the concern that
automated simplification might result in changes
in meaning and loss of nuance.

To summarize, there are three main points raised
by the stakeholders. First, the target audience
consists of diverse groups with different linguistic
needs, so there is no "one-fits-all" solution. Second,
the technology is viewed as a source of knowledge
about these diverse linguistic needs and how to
accommodate them; by using the technology, writ-
ers expect to improve their own expertise on the
subject. Third, the writers wish to remain in con-
trol of the task and to take responsibility for the
final output. In other words, they envision a sys-
tem that (a) assists the human writer without taking
over the task; (b) provides diverse outputs, tailored
for specific target audiences; and (c) explains the
suggestions that it outputs.

3 Automated Text Generation vs.
Human-AI Co-Creation

Automated generation of simplified text is not the
type of technology that is envisioned by the stake-
holders in our use case. The content creators do

1The interviews were conducted as part of the prelimi-
nary phase of the project Duidelijke TAAL (Clear Language),
funded by the Dutch National Organisation for Practice-
Oriented Research SIA; file number RAAK.PUB13.022.

not want the technology to take over the simplifica-
tion task; rather, they want to collaborate with the
AI, while remaining in control of the writing task
and its outputs. This type of assemblage, where
a human and an AI algorithm work together on a
creative task, is called a co-creation system (Allen
et al., 1999; Lubart, 2005; Zhu et al., 2018; Guzdial
and Riedl, 2019).

Co-creation systems aim to support the endeavor
of writing accessible text, while maintaining hu-
man agency, control, and ownership. Writing is a
creative activity, which people find meaningful and
satisfying; this holds not only for creative, but also
for professional writing (Brand and Leckie, 1988).
Moreover, writers often have a strong personal con-
nection and a feeling of ownership towards the
work they produce (e.g., Nicholes, 2017). A suc-
cessful human-AI collaboration should, therefore,
aim to preserve the meaningfulness of the task for
the human writers, and their sense of ownership,
agency, and control (e.g., Zhou and Sterman, 2023;
Biermann et al., 2022).

In addition to preserving the sense of meaning-
fulness and satisfaction for individual writers, co-
creation systems may have benefits on the orga-
nizational and societal levels as well. Within or-
ganizations, over-reliance on fully automatically
generated simplifications might result in the loss
of knowledge and expertise among human employ-
ees (Gibbs et al., 2021); co-creation systems, on
the other hand, have the potential to increase hu-
man expertise, as writers gradually learn from the
system’s feedback.

On a societal level, use of co-creation systems
ensures a clearer allocation of responsibility be-
tween the authorities and the citizen. For example,
an existing application endorsed by the Dutch gov-
ernment (Rijksoverheid, 2023) allows people to
scan formal letters (e.g., from the tax authority)
with their phone camera and instantly receive a
simplified version of them. This type of technol-
ogy places the responsibility for understanding the
letter on the citizen, rather than on the tax author-
ity. It has been shown that this expectation for
self-reliance is detrimental for the ability of many
citizens, especially from marginalized groups, to
realize their basic human rights (Netherlands Insti-
tute for Human Rights, 2020). Use of co-creation
systems, on the other hand, leaves the responsibility
for accessibility and social inclusion with the insti-
tutions who create the content, instead of passing
it on to the citizen.
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4 One-Fits-All vs. Heterogeneous
Audiences

The simplification technology in our use case tar-
gets all (adult) residents of the city, which corre-
sponds to an extremely diverse audience, including
people with various education backgrounds, peo-
ple with cognitive disabilities or learning disorders,
non-native speakers, etc.

One possible approach to the heterogeneity of
the audience is to write the simplest possible ver-
sion, which can be understood by (almost) every-
body. This has been the dominant approach in the
public sector in the Netherlands in the last decade;
the guideline was to write on CEFR B1-level, with
the assumption that this level is understandable to
95% of the Dutch population (Jansen, 2013). How-
ever, this approach has two main limitations.

First, simplifying to the lowest level possible
necessarily involves some loss of meaning, or at
least loss of nuance. This is not suitable for all
contexts, since some communication requires a
high degree of semantic precision. For example,
Garimella et al. (2022) study simplification of legal
text and find significant disagreement between legal
experts on the required level of detail.

Second, using CEFR levels as a target is contro-
versial (e.g., Jansen, 2013). CEFR is not a readabil-
ity metric that is meant to evaluate text complex-
ity; rather, it is meant to evaluate the skills of the
learner.2 These skills are not directly transferable
to specific linguistic features of the text; in fact, to
assign a CEFR level to a given sentence requires
high level of expertise and experience in foreign
language teaching (Arase et al., 2022). Further-
more, as this framework was created specifically
for foreign language learners, it is unclear whether
it is appropriate for other target groups, like low
literate native speakers. It has been shown that
readability needs to be measured differently for L1
and L2 readers (Beinborn et al., 2014).

As an alternative to the "one-fits-all" approach,
one could aim at accommodating the diverse needs
of the audience by customizing the outputs to dif-
ferent groups. This was the preferred direction
mentioned by the participants of the workshop
in our use case, who envisioned creating multi-
ple versions of the same document or webpage,

2For example, B1-level reading skills mean that the learner
"can understand texts that consist mainly of high frequency
everyday or job-related language [...and..] can understand the
description of events, feelings and wishes in personal letters"
(Council of Europe).

Figure 1: An imaginary co-creation assistant for acces-
sible text, based on the requirements of our use case. It
provides modular suggestions, accompanied by expla-
nations, and tailored for various audiences.

from which the readers can choose (Pinhão and
Gornishka, 2022). To accomplish this, the particu-
lar linguistic requirements of different groups need
to be identified. Furthermore, novel technical so-
lutions need to be developed that would allow a
more personalized government communication, in
which the right type of content reaches each citizen.
These challenges are discussed further in Section 6.

5 Explainability, Modularity, Variability

The stakeholders in our use case envision a co-
creation system that (a) assists the human writer
without taking over the task; (b) provides diverse
outputs, tailored for specific target audiences; and
(c) explains the suggestions that it outputs. Figure 1
shows an imaginary example of an interaction that
fulfills these requirements.

This entails certain characteristics of the underly-
ing technology. First, simplification in this use case
cannot be formulated as an end-to-end operation,
i.e., rephrasing of a sentence to a simpler version.
Rather, the output of the system has to be modular;
it should suggest specific simplification operations
(e.g., lexical substitution in Figure 1), leaving the
decision which ones to accept and how to combine
them in the hands of the human writer.

Second, the model needs to be able to generate
variable simplified outputs for the same complex-
ity. This is necessary for two purposes. First, it
allows adaptability to different target audiences;
e.g., in Figure 1, the system outputs two different
synonyms, each of which is tailored to a different
target group. Second, it allows adaptability to dif-
ferent writers as well. Simplification is not a well-
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defined, closed-ended operation; it can be achieved
through various strategies. Simplification strate-
gies differ both on the inter- and intra-expert level:
the proposed editing operations might vary across
experts but also for an individual expert over differ-
ent points in time, while the result may be equally
acceptable (Xu et al., 2015; Alva-Manchego et al.,
2021). A co-creation assistant should therefore
be able to suggest various possible operations for
the same complexity (e.g., splitting a complex sen-
tence or reordering its parts); the human writer can
choose the most suitable operation, according to
their own style and preferences.

Third, the model’s outputs and suggestions need
to be explainable; i.e., they need to be motivated
by expert knowledge (e.g., in Figure 1, the impor-
tance of cognates for foreign language readability).
Our definition of explainability goes beyond vi-
sualizing which elements contributed to a model’
complexity prediction based on post-hoc attribu-
tion methods (Garbacea et al., 2021; Hobo et al.,
2023). While this can be an important first step,
we envision explanations that one would expect to
receive from a human expert. They should provide
insights on why certain phenomena cause compre-
hension difficulties (for certain audiences), and how
the suggestion reduces the complexity.

6 Discussion

In this section, we discuss how the requirements de-
scribed above fit into existing research, and sketch
promising directions for future work.

Human-Computer Interaction
Co-creation systems, like the one envisioned in
our use case, are extensively researched by the
Human-Computer Interaction (HCI) community.
This field focuses on interfaces between people and
technologies, putting in the center the experience of
the users during the interaction, which is explored
through user studies.

In the context of simplification, human-computer
interaction was explored in reading-assistance sys-
tems, i.e., with readers as the intended users. For
example, Rello et al. (2013) conducted user studies
with people with dyslexia, and Alonzo et al. (2022)
studied the preferences of deaf and hard-of-hearing
individuals, who use simplification technology in
the context of their work.

In our use case, on the other hand, the intended
users of the technology are not the readers, but
the writers. We therefore build on human-centered

research on interactive writing assistants: a co-
creation tool that assists people with improving the
quality and effectiveness of their writing (e.g., Du
et al., 2022). In a recent study, Lee et al. (2024)
systematically review 115 articles about interac-
tive writing assistants, and create a comprehensive
taxonomy of the aspects that play a role in their
design. This taxonomy can be a good starting point
for a structured exploration of co-creation systems
for text simplification. It is important that differ-
ent use cases are described in a methodical way,
and that design decisions for specific scenarios are
grounded in user studies.

Personalized Simplification
The civil servants in our use case perceive their
heterogeneous audience as a collection of differ-
ent groups, with diverse linguistic needs. Indeed,
research has shown that different target groups
have different readability and simplification re-
quirements; for example, people with dyslexia ben-
efit more from seeing a number of synonyms for
a complex word, rather than one simple synonym
(Rello et al., 2013).

However, recent studies indicate that the percep-
tion of complexity varies on individual level, rather
than group level. For example, Gooding and Tragut
(2022) show that the judgments of non-native En-
glish speakers regarding lexical complexity depend
not only on their proficiency in English, but also
on (a combination of) idiosyncratic characteristics,
like the reader’s first language and reading experi-
ence. To address this, adaptive and personalized
models can be created, which obtain individual
data from users and learn user-specific simplifica-
tions (e.g., Bingel et al., 2018; Gooding and Tragut,
2022).

In the context of our use case, there are a few po-
tential issues with individual-level personalization
that need to be considered. First, from an ethical
viewpoint, collecting individual data and training
personalized models in the municipality context
can be viewed as an infringement on the citizen’s
privacy. Second, such solutions would necessar-
ily involve digital interfaces (e.g., websites, apps),
which are not easily accessible for some groups
in the Dutch population; in fact, the same vulnera-
ble populations (e.g., people with lower education
levels) often have difficulties both with complex
texts and with digital literacy (Netherlands Institute
for Human Rights, 2020). Lastly, this approach in-
volves less human oversight and control over the

55



simplified content, compared to the co-creation
setup. Therefore, we focus on personalization on a
group level, which can be performed by the writers
and does not require interactive input from the read-
ers. On digital interfaces, readers could choose the
desired version of the text themselves (similarly to
the choice of language on websites). However, en-
suring that the right content reaches every citizen in
offline communication remains an open challenge.

Towards Explainability, Modularity, and
Variability in Dutch Text Simplification
To the best of our knowledge, no current simpli-
fication technology for Dutch fully incorporates
explainability, modularity, and variability, as we
described them. Commercial writing assistants for
text simplification offer a certain degree of mod-
ularity and explainability, but remain limited in
terms of variability (see Appendix A).

To further advance the research towards explain-
ability, modularity, and variability, a few promising
directions can be explored. First, it is crucial to bet-
ter understand the underlying (psycho-)linguistic
and cognitive phenomena that affect text complex-
ity for different target groups. Based on this knowl-
edge, modular and audience-specific simplification
operations that address these phenomena can be
defined. Work on Dutch readability for specific
target groups is limited; for example, Kleijn (2018)
explores readability in adolescents (high-school
students), Maat and Gravekamp (2022) analyze dif-
ferences between people with different education
levels, and Reichrath and Moonen (2022) study
an heterogeneous sample of the residents of Am-
sterdam, which they divide into two categories of
literacy based on the CEFR. We believe that fur-
ther work in this line is needed, which specifically
focuses on identifying differences in the linguistic
needs of different groups.

For explainability and variability of outputs, the
identified modular and audience-specific opera-
tions need to be incorporated into simplification
models. It remains an open question how to im-
plement such fine-grained control over the process.
For example, for transformer language models, con-
trol tokens have been introduced that can modu-
late specific attributes of the model outputs (Mar-
tin et al., 2020). The approach can be applied to
achieve audience-specific simplifications; e.g., sim-
plification of English text for people with cogni-
tive disabilities (Chamovitz and Abend, 2022) or
simplification of Russian text for foreign language

learners with diverse proficiency levels (Dmitrieva,
2023). Seidl and Vandeghinste (2024) apply con-
trol tokens to manipulate various lexical and syntac-
tic attributes of Dutch output but do not explicitly
connect their approach to specific target audiences.

For the application of control tokens, a parallel
corpus of complex-simple sentence pairs in the
target language is required to train the model. As no
large manually annotated parallel corpora exist for
Dutch, Seidl and Vandeghinste (2024) train their
model on automatically translated data, and Vlantis
et al. (2024) use an English simplification model
as an intermediary and automatically translate the
input and output sequences. Both approaches suffer
from the limited quality of the translation engine.3

Large generative language models, like GPT-3.5
and Llama2, can generate simplifications in a few-
shot or zero-shot setting. However, it is unclear
whether the output can be controlled towards spe-
cific operations or target audiences; for example,
Farajidizaji et al. (2024) try to steer model outputs
towards different readability levels by using differ-
ent prompts, but with limited success. To achieve
explainability in this setup, methods such as chain-
of-thought prompting can be explored (Wei et al.,
2022; Cohen and Cohen, 2024).

Another promising research direction explores
how to align language models outputs with human
production variability. Giulianelli et al. (2023)
show that text generation models produce lower
variability than humans on a text simplification task.
Further research into this problem can contribute
to more human-like variability in simplification
outputs.

7 Conclusion

We argued that considering human-centered as-
pects is a crucial step in technology development.
We discussed a real-world use case, and showed
how the type of human-machine interaction envi-
sioned by the content creators, and the variability
in the needs of the target readers shape the require-
ments from the simplification technology. Specifi-
cally, they call for technology that is characterized
by modularity, explainability, and variability. How
this can be achieved, for Dutch as well as other lan-
guages, remains an open question which we intend
to explore in our future work.

3As an alternative to the use of machine translation, a
large parallel corpus of synthetic simplification data has been
recently generated by prompting ChatGPT (see Appendix B);
however, no evaluation of this dataset is publicly available.
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8 Lay Summary

In this article, we discuss technology that makes
difficult text simpler; it is called "text simplification
technology" or "text simplification tools". The goal
of this technology is to make written information,
like letters and websites, easy to understand for
everyone. For example, if somebody is writing
an email and uses a difficult word that not many
people know, a simplification tool can recognize
the difficult word and replace it with an easier word
that has the same meaning.

When researchers design simplification tools,
they usually try to create a general solution that can
be used in many different cases. The problem is
that general solutions are not always the best ones.
For example, different groups of people need sim-
ple text: children, people with dyslexia, immigrants
who learn a new language, and others. For each
group, different things can be difficult, so there is
no general solution that fits everybody.

In our research, we look at a specific case: a
simplification tool for municipalities in the Nether-
lands. The people who work in the municipalities
write a lot of important information, like letters
about payments and healthcare, or websites about
municipal services. These people want to have a
tool that can help them write in a way that every-
body can understand. It is important to them to stay
in control of the writing; this means that the tool
should make suggestions about how to improve
the text but the final decision is done by the writer.
They also want the tool to explain the suggestions
that it gives, for example why something is difficult.
In addition, they want the tool to provide different
suggestions for different groups of readers, accord-
ing to what each group needs.

The wishes of the writers in the municipalities
require a certain type of simplification technology,
which does not exist yet. We plan to work on solv-
ing this problem in our future research.
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A Commercial Writing Assistants for Dutch Text Simplification

There are a couple of existing commercial writing assistants for text simplification in Dutch, such as
Klinkende Taal and Tolkie Schrijfhulp. These tools offer a convenient co-creation interface by integrating
into widely used software like Microsoft Word and Outlook; the control over the writing process remains
mainly with the human writer, who gets feedback from the system and decides whether to incorporate
it. The tools provide some degree of modularity and explainability by identifying specific problems in
the text, including difficult words and complicated structures (e.g., passive sentences, long sentences);
they provide general explanations about the complexity (e.g., "passive sentences make it unclear who
does what, and give the text a distant tone"), and in some cases suggests alternatives (e.g., synonyms).
The incorporation of variability is limited in these tools. Both perform their evaluation based on CEFR
levels; while Tolkie Schrijfhulp focuses exclusively on the B1-level target, Klinkende Taal offers some
variability by letting the user choose the target CEFR level herself. In addition, Tolkie Schrijfhulp offers
one group-specific check: words that are difficult for people with dyslexia.

B Resources for Dutch Text Simplification

Description Size
Source
simplifications
/ annotations

Domain Link Reference

Parallel corpus 1,311 sentence
pairs Manual Government Link to

GitHub
Vlantis et al.
(2024)

Parallel corpus 1,267 sentence
pairs

Automatic
(LLM) unknown Link to

HuggingFace
van de Velde
(2023)

Parallel corpus 2.87M paragraph
pairs

Automatic
(LLM) Wikipedia Link to

HuggingFace n/a

Contextualized lexical
simplifications 96 sentences Manual Government Link to

GitHub
Hobo et al.
(2023)

Complex words and
simpler alternatives

∼800 words /
expressions Manual Government link to City of

Amsterdam n/a

Complex words and
simpler alternatives

∼130 words /
expressions Manual Legal Link to City of

Amsterdam n/a

Words and frequency
distributions graded on
CEFR levels

17,743 words /
expressions Automatic n/a Link to

NT2Lex
Tack et al.
(2018)

Texts graded on CEFR
levels 1,200 texts Manual Various Link to Edia Breuker (2022)

Dutch-English cognates
and homographs ∼200 words Manual n/a Link to OSF Poort and

Rodd (2019)

Table 1: Overview of resources for Dutch text simplification
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