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EAR Reader, it is our pleasure to present to you Posi-
tion Papers of the 19th Conference on Computer Sci-

ence and Intelligence Systems (FedCSIS 2024),  which took 
place on September 8-11, 2024, in Belgrade, Serbia.

D
Position papers comprise two categories of contributions 

– challenge papers and emerging research papers. Challenge 
papers propose and describe research challenges in theory, 
or  practice,  of  computer  science and intelligence systems. 
Papers in this category are based on deep understanding of 
existing research or industrial problems. Based on such un-
derstanding  and  experience,  they  define  new  exciting  re-
search directions and show why these directions are crucial 
to  the  society  at  large.  Emerging research papers present 
preliminary research results from work-in-progress, based on 
sound  scientific  approach  but  presenting  work  not  com-
pletely validated as yet. They describe precisely the research 
problem and its rationale. They also define the intended fu-
ture work including the expected benefits from solution to 
the tackled problem. Subsequently, they may be more con-
ceptual than experimental.

FedCSIS 2024 was chaired by Ivan Lukovic, while Dra-
gana  Makajić-Nikolić  was  the  Chair  of  the  Organizing 
Committee. This year, FedCSIS was organized by the Polish 
Information  Processing  Society  (Mazovia  Chapter),  IEEE 
Poland  Section  Computer  Society  Chapter,  Systems 
Research  Institute  of  Polish  Academy  of  Sciences,  The 
Faculty  of  Mathematics  and  Information  Science  Warsaw 
University  of  Technology,  The  Faculty  of  Electrical  and 
Computer Engineering of the Rzeszów University of Tech-
nology, and The Faculty of Organizational Science of the 
University of Belgrade.

FedCSIS  2024  was  technically  co-sponsored  by  IEEE 
Poland  Section,  IEEE  Serbia  and  Montenegro  Section, 
Poland  Section  of  IEEE  Computer  Society  Chapter, 
Czechoslovakia Section of IEEE Computer Society Chapter, 
Serbia and Montenegro Section of IEEE Computer Society 
Chapter,  Poland  Section  of  IEEE  Systems,  Man,  and 
Cybernetics  Society  Chapter,  Poland  Section  of  IEEE 
Computational  Intelligence  Society  Chapter,  Serbia  and 
Montenegro  Section  of  IEEE  Computational  Intelligence 
Society Chapter,  Serbia and Montenegro Section of IEEE 
Education Society Chapter, Serbia and Montenegro Section 
of IEEE Young Professionals Affinity Group, Committee of 
Computer  Science  of  Polish  Academy  of  Sciences, 
Informatics Association of Serbia, and Mazovia Cluster ICT.

FedCSIS 2024 was organized in  collaboration with the 
Strategic  Partner:  QED  Software,  and  sponsored  by  the 
Ministry  of  Science,  Technological  Development  and 
Innovation, Republic of Serbia, Banca Intesa, Nelt Group, 
Netconomy,  Elsevier,  Journal  of  Computer  Languages, 
OnlyOffice, Ascensio Systems d.o.o., Beograd, MDPI and 
Yettel Bank.

During FedCSIS 2024, the following Keynote and Invited 
lectures were delivered:
• Frank, Ulrich, University of Duisburg-Essen, Germany, 

Multi-Level  Language  Architectures:  Fostering  Reuse, 
Integration  and  User  Empowerment  by  Allowing  for 
Additional Abstraction

• Jovanović,  Jelena,  University  of  Belgrade,  Serbia, 
Learning  analytics:  Challenges  and  opportunities 
opened by AI

• Kutyniok,  Gitta,  Ludwig-Maximilians-Universität 
München, Germany, Reliable AI: Successes, Challenges, 
and Limitations

• Tolvanen,  Juha-Pekka,  Metacase,  Finland,  Languages 
for non-developers: what, how, where?

• Dujmović, Jozo, San Francisco State University, USA, 
Graded Logic and Professional Decision Making

FedCSIS 2024 consisted of Main Track, with five Topical 
Areas and Thematic Sessions.  Some of Thematic Sessions 
have been associated with the FedCSIS conference series for 
many years, while some of them are relatively new. The role 
of the Thematic Sessions is to focus and enrich discussions 
on  selected  areas,  pertinent  to  the  general  scope  of  the 
conference, i.e. intelligence systems.

Each contribution, found in this volume, was refereed by 
at least two referees. They are presented in alphabetic order, 
according to the last name of the first author. The specific 
Topical  Area  or  Thematic  Session  that  given  contribution 
was associated with is listed in the article metadata.

Making FedCSIS 2024 happen required a dedicated effort 
of  many  people.  We  would  like  to  express  our  warmest 
gratitude  to  the  members  of  Senior  Program  Committee, 
Topical Area Curators, Thematic Session Organizers and to 
the  members  of  FedCSIS  2024  Program  Committee.  In 
particular, we would like to thank those colleagues who have 
refereed the 184 submissions.

We  thank  the  authors  of  the  papers  for  their  great 
contributions to the theory and practice of computer science 
and intelligence systems. We are grateful to the keynote and 
invited speakers,  for sharing their  knowledge and wisdom 
with the participants.

Last, but not least, we thank Ivan Lukovic and Dragana 
Makajić-Nikolić and the FON Team. We are very grateful 
for all your efforts!

We hope that you had an inspiring conference. We also 
hope to meet you again for the 20th Conference on Computer 
Science  and  Intelligence  Systems  (FedCSIS  2025)  which 
will  take  place  in  Kraków,  Poland,  on  September  14-17, 
2025. We also hope that you will approve the evolution of 
the  FedCSIS  Conference  concept,  in  the  direction  that 
properly  addresses  the  current  needs  of  research  and 
applications.  We  want  to  continue  looking  at  Computer 
Science  from  different  angles  but,  at  the  same  time, 
acknowledging the topic Intelligence Systems as the central 
point of everything that has to be considered.

Co-Chairs of the FedCSIS Conference Series:
Marek Bolanowski, Rzeszów University of Technology, 
Poland
Maria Ganzha, Warsaw University of Technology, and 
Systems Research Institute Polish Academy of Sciences, 
Poland
Leszek Maciaszek (Honorary Chair), Macquarie 
University, Australia and Wrocław University of Economics, 
Poland
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, and Warsaw University of 
Management, Poland
Dominik Ślęzak, University of Warsaw, Poland and QED 
Software, Poland and DeepSeas, USA
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Analysis of end-to-end test automation tools based
on the examples of Selenium WebDriver and

Playwright
Agnieszka Antonczak, Beata Bylina

Institute of Computer Science,
Marie Curie-Sklodowska University

Pl. M. Curie-Skłodowskiej 5, 20-031 Lublin, Poland
Email: agnieszka.w.antonczak@gmail.com, beata.bylina@mail.umcs.pl

Abstract—In the digital era, ensuring software reliability and
effectiveness is crucial for business operations and daily life.
This article analyzes and compares two prominent end-to-end
test automation tools, Selenium WebDriver and Playwright. By
examining their architecture, functionality, and browser inter-
action, the study provides practical guidance on tool selection.
It includes theoretical foundations of testing, the importance of
manual testing, and a detailed analysis of both tools. The findings
suggest that Playwright generally offers faster test execution,
particularly in headless mode, and simpler configuration. In
contrast, Selenium benefits from a mature community and
extensive documentation. The choice of tool should be based on
project-specific needs, with Playwright favored for speed and
simplicity, and Selenium for community support and integration
capabilities.

I. INTRODUCTION

IN THE digital age, where technology is an integral part of
everyday life, software quality and reliability are crucial

for both business and personal efficiency. In response to
these needs, end-to-end (E2E) testing has gained prominence
as a method of software verification aimed at ensuring that
IT systems perform to users’ expectations under real-world
conditions. By simulating the end user’s interactions with an
application, E2E testing allows for comprehensive verification
of a system’s functionality [6]. Automated software testing
tools are critical in performing extensive system tests, reducing
errors that could lead to financial losses, and improving
reliability and performance [8]. Test automation, using tools
such as Selenium WebDriver and Playwright, offers efficiency,
speed and accuracy that are difficult to achieve with manual
approaches. A comparative analysis [7] reveals that Selenium,
a widely adopted open-source tool, offers extensive support
for multiple browsers and platforms, which enhances its utility
for diverse testing scenarios. The study highlights Selenium’s
flexibility and robustness, making it a prevalent choice among
testers for complex web application environments. Conversely,
commercial tools like HP QuickTest Professional (now HP
UFT) provide strong integration capabilities with enterprise
environments, offering built-in object repositories and compre-
hensive technical support, which can be crucial for continuous
integration and extensive test management. Another study [4]

underscores that while no single tool can meet all testing
requirements, TestComplete ranked highest in effectiveness
among the evaluated programs, suggesting the importance of
aligning tool capabilities with team skills and project needs.

Similarly, the article by E. Pelivani and B. Cico [2] com-
pares Selenium with Katalon Studio, highlighting the strengths
and weaknesses of both tools in various testing scenarios.
This study underscores the necessity of selecting the right
tool based on specific project requirements, further validating
the approach taken in our current comparative study between
Selenium WebDriver and Playwright.

This article focuses on the analysis of Selenium WebDriver
and Playwright tools in the context of their use for end-to-
end test automation, motivated by the absence of comparative
studies between these two tools, especially given the recent
introduction of Playwright in 2020. Playwright has been
increasingly mentioned as a potent automation tool in the tech
community, prompting an evaluation of its capabilities relative
to the well-established Selenium WebDriver.

The article begins with an introduction to Selenium, focus-
ing on its architecture and how Selenium WebDriver com-
municates with browsers. It then moves on to Playwright,
describing it as an advanced tool capable of complex web
application testing across browsers and platforms. The article
continues with a discussion of developing 15 detailed test cases
for an online pet store, using the Page Object Model design
pattern and tools such as Maven and TestNG. This is followed
by a comparative analysis of test execution times, showing
that Playwright generally has shorter test execution times.
The stability of tests in headless and non-headless modes is
investigated. Personal experiences with the ease of use and
configuration of both tools are shared. The availability of
documentation, community support and educational resources
for both tools is compared. Differences in extensibility and
integration capabilities are described, focusing on how each
tool can be extended and integrated with other systems. The
article concludes with a summary of the findings, offering final
thoughts on the strengths and weaknesses of Selenium Web-
Driver and Playwright, and providing recommendations for
choosing the right tool based on specific project requirements
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and team expertise.

II. SELENIUM

Selenium WebDriver [14] is an advanced browser test
automation tool that simulates user interactions with a web
application. The development of Selenium, initiated in 2004
by Jason Huggins, was a response to the limitations of
manual user interface testing. Originally an internal project
of ThoughtWorks, it quickly gained popularity and became
open-source, allowing it to evolve rapidly and adapt to new
web browser technologies [1]. Selenium’s architecture is
characterized by its modularity and ability to integrate with
various programming languages such as Java, C#, Python,
which significantly extending its versatility and accessibility.
The core component, Selenium WebDriver, communicates
directly with the browser using dedicated drivers, such as
ChromeDriver for Google Chrome or GeckoDriver for Firefox.
This direct communication allows Selenium to accurately
mimic user behavior, from clicks and text entry to advanced
interactions with various web elements. Selenium enables tests
to be run on a wide range of browsers, which is crucial for
cross-browser compatibility verification of web applications.
Selenium is one of the prominent automated GUI testing
tools, widely used for its capability to test web applications
across different browsers [8]. Its modularity also allows tests
to be easily scalable and integrated into existing frameworks,
significantly improving development and testing processes in
dynamically changing production environments. Setting up a
test environment with Selenium is relatively straightforward,
typically involving the setup of appropriate browser drivers
and selecting a development environment for executing test
scripts. This aspect makes Selenium an attractive solution for
organizations with varying degrees of technical sophistication,
allowing even less technical users to effectively design and
execute automated tests [5].

III. PLAYWRIGHT

Playwright [12], a state-of-the-art browser test automation
tool, has been introduced by Microsoft as a framework that
provides comprehensive capabilities for web application test-
ing. The development of Playwright is a response to the
growing need for end-to-end testing that can be executed reli-
ably and reproducibly across multiple platforms and browsers
simultaneously. Since its debut, Playwright has gained recog-
nition for its ability to work with Chromium, Firefox, and
Safari, thus offering extensive cross-browser testing capabil-
ities. Playwright’s architecture is built around the idea of a
"browser context," which enables the simulation of multiple
sessions in a single browser instance, which is particularly
useful for testing scenarios that depend on user sessions. In
addition, Playwright integrates with a variety of development
and testing environments providing developers with the flex-
ibility to choose tools tailored to their specific projects. It is
also distinguished by its support for programming languages
such as JavaScript, Python, as well as C# and Java, which
accounts for its versatility. Setting up a test environment

with Playwright is intuitive and mainly involves installing the
appropriate npm package or equivalents in other programming
languages. Playwright provides custom drivers for browsers
that are automatically managed by the framework, eliminating
the need to manually configure and update browser drivers. In
terms of testing capabilities, Playwright offers features such as
screenshot generation, video recording of test sessions, and ad-
vanced context and session management. These features make
it uniquely suited to the dynamically changing environment of
modern web applications, where there are often requirements
for testing application state-dependent functionality and user
interaction.

IV. TEST DATA

The analysis utilizes the example of the online pet store
https://petstore.octoperf.com to provide a practical context for
this comparison. Fifteen detailed test cases were created for
this store, which were used to implement automated tests
using both tools. The tests were written in Java, utilizing
Maven [11] for dependency management and TestNG [13]
for test management, which streamlined the testing process
and enhanced the execution framework. The Page Object
Model (POM) design pattern was used to implement the tests,
making the test scripts more readable and easier to maintain.
Figure 1 illustrates the interrelationships between a defined test
case titled "Verification of login process with incorrect data,"
its implementation within an automated test using Selenium
WebDriver, and the effect of the test, as observed on the user
interface of the pet store. These elements are interconnected
by arrows, allowing you to follow the flow from the test
specification to the specific system behavior. The test case
shown in the figure is for a login process using incorrect
credentials. It includes the following steps: accessing the
site (orange and red arrows), navigating to the login section
(green arrow), entering invalid credentials (purple arrow) and
attempting authentication (blue arrow) with the expected result
of a login error message (pink arrow).

As part of the article, fifteen test cases were developed.
Each test case includes a detailed description of the purpose
of the test, the prerequisites necessary for its execution, the
detailed specified test activities and expected results, which
provides a comprehensive approach to verify the functionality
of the system. As noted by Umar and Chen, the creation of
detailed and comprehensive test cases is fundamental to the
effectiveness of automated testing frameworks, which we have
applied in our analysis of the online pet store [3]. In addition,
each test case is appropriately titled:

1) Verification of the login process with correct data
2) Verification of the login process with incorrect data
3) Successful creation of a user account
4) Logging out
5) Adding a product to the shopping cart without logging

in
6) Removing a product from the shopping cart without

logging in
7) Searching for a product from the search bar

2 POSITION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Fig. 1. Overview of the test case, automated test and login form view

8) Checking the display of the product image
9) Changing the quantity of a product in the shopping cart

10) Attempting to make a purchase without logging in
11) Making a purchase after logging in
12) Making a purchase with indicating a different delivery

address
13) Return to the main menu from the category level
14) Check the display of detailed product information
15) Verifying the absence of errors with an empty search

field

V. TEST EXECUTION TIME

The research involved benchmarking the execution time of
a set of 15 end-to-end tests using Selenium and Playwright
tools. Automated tests were created based on test cases. The
execution time of each test was measured directly in the

Intellij IDEA environment — using the built-in functionali-
ties of this IDE to monitor the duration of tests. The tests
were executed on three major web browsers in the following
versions: Google Chrome 120.0.6099.225 (Official Version)
(64-bit), Microsoft Edge 121.0.2277.83 (Official Version) (64-
bit) and Mozilla Firefox 122.0 (64-bit), in both standard (non-
headless) and headless modes. The tests were performed on
a computer running Windows 10 Home, equipped with an
Intel(R) Core(TM) i5-6300HQ CPU @ 2.30GHz at 2.30GHz,
with 16.0GB of RAM installed and a 64-bit, x64-based system.
The overall analysis of the data shows shorter test execution
times for the Playwright tool compared to Selenium in both
modes. Detailed results for the Google Chrome browser in
non-headless mode are shown in Figure 2, where we observe
a reduction in execution time by Playwright, especially in test
cases number 4, 11 and 12. Observations for the Microsoft

BEATA BYLINA, AGNIESZKA ANTOŃCZAK: ANALYSIS OF END-TO-END TEST AUTOMATION TOOLS 3



Fig. 2. Execution time of individual tests on Chrome browser (non-headless)

Fig. 3. Execution time of individual tests on Edge browser (non-headless)

Edge browser, illustrated in Figure 3, also suggest a shorter
execution time for Playwright. An analysis of the results for
the Mozilla Firefox browser, shown in Figure 4, also indicates
an overall time advantage for Playwright over Selenium.
However, test cases 1, 5, 6, 8, 9, 10 and 14 note that Selenium
performs comparably or slightly better. The differences in test
execution results between the tools indicate the importance
of considering specific test conditions and scenarios when
evaluating the performance of these tools.

In addition, analyzing the performance of tools in headless
mode provides additional perspectives on their performance.
As shown in Figure 5, for the Google Chrome browser in
headless mode, Selenium showed longer test execution times,
especially in test cases 3, 4, 11 and 12. Similar trends were
observed for the Microsoft Edge browser, where Selenium also
took longer to execute tests, as illustrated in Figure 6.

In contrast, Figure 7 illustrates the results for Mozilla

Fig. 4. Execution time of individual tests on Mozilla browser (non-headless)

Fig. 5. Execution time of individual tests on Chrome browser (headless)

Fig. 6. Execution time of individual tests on Edge browser (headless)

Firefox in headless mode, which do not show an equally clear
advantage for either tool. Although in some test cases, such
as No. 6 and No. 9, it was Playwright that recorded longer
execution times, in other cases the results of both tools are
comparable. This indicates the need for a deeper analysis of
the specific conditions under which the tools were tested, and
potential optimizations in the test setup. These observations
highlight that while Playwright generally shows better time
performance in headless mode, the performance differences
are dependent on the specific execution environment and can
vary by browser and test scenario. Such variation in results
underscores the importance of matching the test tool to the
project’s specifications, and shows that no tool is a one-size-
fits-all solution.

Analyzing the overall execution times of all tests, we
observe that Playwright performs better in both headless and
standard (non-headless) modes for all tested browsers. The

Fig. 7. Execution time of individual tests on Mozilla browser (headless)
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Fig. 8. Execution time for all tests in non-headless mode

Fig. 9. Execution time for all tests in headless mode

average execution times, calculated from the three test calls,
are shown in two graphs, each of which provides additional
information about the effectiveness of the test tools.

In Figure 8, showing the results for non-headless mode,
it can be seen that Playwright shows a significant advantage
over Selenium. In particular, for the Google Chrome browser
Playwright was 46% faster, for Microsoft Edge a 28% speedup
was achieved, and for Mozilla Firefox a 19% speedup was
achieved. These results demonstrate Playwright’s superior
performance in a typical browser environment, where user
interactions are simulated in a full user interface.

Figure 9 illustrates the results for headless mode, where
the differences in execution time are even more noticeable. In
this scenario, for the Mozilla Firefox browser, Playwright was
found to be faster by as much as 51% compared to Selenium, a
significant time advantage of 40 seconds. For Microsoft Edge,
the difference was 47%, while for Google Chrome Playwright
was 14% faster. Such results in headless mode, where tests are
performed without a graphical user interface, may indicate that
Playwright is better optimized for performance and resource

management.
The conclusions of the analysis indicate that the Playwright

tool may offer better performance in terms of test execution
time compared to Selenium, which may be important when
choosing the right test automation tool for projects with limited
time resources.

VI. TEST STABILITY

The tests were run in two modes: headless and non-headless.
In non-headless mode, all tests were successful in each of
the ten run cycles. In headless mode, on the other hand,
instability was observed in the case of Playwright, where test
8 (concerning the display of the product image) failed an
average of four times, regardless of the browser used. It is
worth noting that in the case of Selenium this problem did
not occur, suggesting differences in how the two tools handle
rendering of page elements.

An interesting aspect is that regardless of the tool and
mode, there were cases where tests failed due to errors in the
application itself, rather than the testing tool. For example, a
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user registration test using random data revealed a problem
in the handling of the ”Country” field, where entering a
country name longer than 20 characters prevented registration.
This indicates the value of automated testing in identifying
application errors, regardless of the tool used.

The results show a negligible difference in test stability be-
tween Playwright and Selenium in headless mode. A possible
reason for Playwright’s problems could be the way the tool
handles element rendering, which requires further research. At
the same time, these observations underscore the importance
of running tests in different configurations to better understand
the limitations and potential problems associated with test
automation tools.

VII. EASE OF USE AND CONFIGURATION

In terms of our experience with Selenium, our first inter-
action with Playwright resulted in some interesting insights.
From a user’s perspective, both tools presented ease of im-
plementation; however, Playwright seemed to offer greater
simplicity, especially in the aspect of browser configuration. A
differentiating element was the release of the user from having
to worry about browser version compatibility and the process
of downloading drivers, which was important in the case of
Selenium, particularly in its third version.

It should be noted, however, that these perceptions may
have been shaped by the sequence of tool usage — with
initial use of Selenium, followed by adaptation of existing
tests to the Playwright environment. It is possible that the re-
implementation of the tests ran with greater efficiency and
fluidity. The initial configuration for both Selenium and Play-
wright is relatively similar, but there are significant differences,
especially when considering different versions of Selenium.
Selenium 3 requires downloading and configuring the ap-
propriate drivers for each browser, in addition to one added
dependency. Example 7.1 shows the configuration code for
the Chrome browser. With Selenium 4, on the other hand, the
process is somewhat simplified, as there is no need to manually
download browser drivers. However, it is required to add an
additional dependency — WebDriverManager. Nonetheless,
the number of lines of code remains similar, as you can see
in the example of 7.2.

Unlike Selenium, Playwright does not require adding ad-
ditional dependencies or manually configuring drivers, which
greatly simplifies the configuration process. Implementing the
same goal in Playwright requires only one line of code as you
can see in the example 7.3.

In summary, both Selenium and Playwright offer satisfying
experiences for users with varying levels of experience. Per-
sonal observations suggest a preference toward Playwright’s
greater intuitiveness, primarily due to its simplified browser
configuration. However, it should be stressed that these conclu-
sions are subjective in nature and may be partially determined
by the order in which these tools are used. An analysis of
the number of lines of code needed to execute tests shows
Playwright’s advantage. For Selenium, the number of lines
of code is about 2,300 for Selenium 3 and remains similar

for Selenium 4, despite the ease of driver management. In
comparison, Playwright requires only about 1,700 lines of
code.

VIII. COMMUNITY AND SUPPORT

In the digital age, where software development is happening
at a rapid pace, community support and the availability of
learning resources are becoming key factors in the selection
of test automation tools. An analysis of the tools from the
standpoint of documentation availability, size and activity of
the community, support for new users, and training resources
reveals significant differences between them.

Selenium, which has been around since 2004, has estab-
lished itself as one of the most mature tools in the test
automation field. Its documentation is not only extensive, but
also regularly updated, with numerous examples to help users
understand various aspects of the tool. This maturity is also
reflected in the size and activity of the community, which is
evident in forums, newsgroups and social media. Selenium is
also a leader in educational resources, with numerous online
courses, tutorials and webinars, reflecting its long presence in
the market. On the Udemy platform, the number of courses
on Selenium is 1,881, which far exceeds those dedicated to
Playwright, of which there are 126 [15, 16].

On the other hand, Playwright, despite being a newer player
on the market, has gained a rapidly growing community.
Its documentation, while less extensive than Selenium’s, is
well organized and includes numerous examples. Playwright
also stands out for its development activity, as evident in the
number of commits on GitHub, surpassing those for Selenium
in 2023 [9, 10]. Despite the smaller number of educational
resources available, Playwright is rapidly gaining popularity,
indicating its future potential.

In terms of online presence, a search for Selenium brings up
significantly more results than Playwright, reflecting its long-
standing presence and established position in the industry.
Similarly, on Stack Overflow, the number of discussions
and questions about Selenium far exceeds those devoted to
Playwright.

IX. EXTENSIBILITY AND INTEGRATION

Selenium and Playwright offer significant integration capa-
bilities with a variety of development tools and environments.
Selenium, being a mature tool, is well-established among
developer tools, offering integration with popular database
management systems, reporting tools and version control sys-
tems. Playwright, while newer to the market, also demonstrates
impressive integration capabilities, especially with modern
development environments and frameworks. Both tools feature
support for multiple programming languages. Selenium has
traditionally supported languages such as Java, C#, Python,
which contributes to its versatility. Playwright, on the other
hand, initially focused on Node.js, has also extended its
support to other languages, including Java and Python, which
increases its appeal in development environments.

6 POSITION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Example 7.1 (Java): Driver configuration in Selenium 3
System.setProperty("webdriver.chrome.driver", LocalWebDriverProperties.getChromeWebDriverLocation());
ChromeOptions options = new ChromeOptions();
options.addArguments("--remote-allow-origins=*");

Example 7.2 (Java): Driver configuration in Selenium 4
WebDriverManager.chromedriver().setup();
ChromeOptions options = new ChromeOptions();
options.addArguments("--remote-allow-origins=*");

Example 7.3 (Java): Driver configuration in Playwright
browser = pw.chromium().launch(new BrowserType.LaunchOptions().setHeadless(false));

Example 7.4 (Java): Adding the ability to record tests in Playwright
context = browser.newContext(new Browser.NewContextOptions().setRecordVideoDir(Paths.get("videos/")));

Playwright is distinguished by the simplicity of using built-
in tools, such as screen recording, which is accomplished
through short code snippets, which is represented by the ex-
ample 7.4. This capability significantly simplifies the process
of documenting tests and analyzing their progress.

Such solutions built into Playwright minimize the need to
look for external tools and speed up the configuration process.

On the other hand, Selenium, although it may require the
use of external tools for some advanced features such as screen
recording, offers better extensive documentation, making it
easier to integrate these tools. The availability of extensive
documentation and a user community often makes adding
and configuring external tools in Selenium more intuitive
and less time-consuming. The choice between Selenium and
Playwright should be dictated by the specific needs of the
project and the preferences of the development team. Play-
wright offers simplicity and speed of configuration with its
built-in tools, while Selenium provides greater flexibility in
integrating external tools through better documentation and
community support.

X. CONCLUSION

The present work aimed to thoroughly analyze and compare
two end-to-end test automation tools, Selenium WebDriver and
Playwright. In pursuit of this goal, a series of comparative tests
were conducted, focusing on aspects such as test execution
time, stability, ease of use, configuration and integration capa-
bilities with other tools. Fifteen test scenarios were developed
and implemented, which included test automation for an on-
line pet store, available at https://petstore.octoperf.com/, using
Java. These scenarios involved key store functionalities, such
as logging in, logging out and placing orders, which allowed
a deeper evaluation of the performance and effectiveness of
Selenium WebDriver and Playwright tools under real-world
usage conditions. The execution of these test tasks was an
integral part of the research, allowing a direct comparison of
the tools in question in terms of their suitability for end-to-end
test automation.

According to the study, Playwright generally offers faster
test execution times compared to Selenium, which is partic-

ularly evident in headless mode. This time advantage can be
significant in projects where time constraints are crucial. As
shown in Table I, Playwright completed the test suite in 2
minutes and 4 seconds, whereas Selenium took 2 minutes and
38 seconds. In terms of test stability, both tools demonstrated
a high level of reliability, although Playwright tended to be
unstable in specific scenarios in headless mode, as indicated
by the one false negative test out of 15, while Selenium had
none.

As for ease of use and configuration, Playwright seemed
to offer a simpler approach, especially in terms of browser
configuration. This is reflected in the number of lines of
code required for the project, with Playwright needing 1700
lines compared to Selenium’s 2300 lines, suggesting a more
efficient and streamlined setup. However, Selenium, with its
maturity and community support, maintains a strong position,
offering rich educational resources and better documentation.
In terms of integration with other systems, both tools present
extensive capabilities, however Selenium stands out with better
documentation and support, making it easier to use external
libraries.

Based on the analysis, I recommend choosing a test automa-
tion tool based on the specific requirements of the project.
Playwright may be preferred in projects where short test
execution times and simple configuration are a priority, while
Selenium will be a better choice in situations where rich
community support, high configuration flexibility and the
ability to integrate with external tools are key.

There are a number of opportunities for further devel-
opment of this topic. Future research could focus on an
extended comparison of the performance of the two tools
in different environments and applications, including more
complex testing scenarios. In addition, analysis of the long-
term stability and scalability of these tools in large software
projects could provide more valuable information. It’s also
worth exploring how developments in technologies such as
artificial intelligence could affect the future of test automation,
which could open up new perspectives in the field.

In conclusion, although both tools — Selenium WebDriver
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TABLE I
COMPARISON OF SELENIUM WEBDRIVER AND PLAYWRIGHT BASED ON KEY CRITERIA

Criteria Selenium WebDriver [14] Playwright [12]

Browser compatibility Chrome, Safari, Firefox, Edge Chromium, Safari, Firefox, Edge

Programming language support Java, JavaScript, Python, Ruby, C# Java, Node.js, Python, .NET

Cost Open source, free to use. Open source, free to use.

Operating System compatibility Windows, Linux, and macOS Windows, Linux, and macOS

Total test execution time 2 Minutes 38 Seconds 2 Minutes 4 Seconds

False negative tests 0/15 1/15

Lines of code in project 2300 1700

Number of courses on Udemy [15, 16] 1881 126

Number of threads on StackOverflow [17, 18] 57696 3213

and Playwright — have their strengths and weaknesses, the
choice between them should always be made taking into
account the specific needs and limitations of the project. Umar
and Chen in their study conclude that the success of automated
testing projects heavily relies on the appropriate selection of
testing tools and frameworks, a perspective that our compara-
tive study of Selenium WebDriver and Playwright supports [3].
The research and analysis carried out provides valuable input
to the evaluation of these tools, and the conclusions drawn
from this work can be helpful in deciding on the appropriate
test automation tool.
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Abstract—Modern SotA Text Classification algorithms depend
heavily on well annotated and diverse data capturing the intri-
cacies of the unknown data distribution. What options do we
have when labeled data is sparse or annotation is expensive and
time consuming? With the advent of strong LLM backbones,
we have another option at our disposal: Text Classification by
making use of the reasoning ability and the strong general prior
of contemporary foundation models. In this work we assess the
ability of cutting edge LLMs for Text Classification and find
that for the right combination of backbone and prompt strategy
we’re able to near-rival trained baselines for the advanced task of
mapping job-postings to a taxonomy of industrial sectors without
any finetuning. All our code is made publicly available at our
github repository1.

I. INTRODUCTION

TEXT classification is a widely used technology with a
broad range of applications. However, it is rare for a one-

size-fits-all solution to exist, and the situation becomes even
more complex when the availability of training data and the
complexity of clustering questions are taken into account. In
previous research, we have worked on the domain of industrial
sectors in labor market research data, see [1]. The classification
of industrial sectors is of great importance, yet the range
of available textual data is vast and only a limited amount
of annotated training data exists. It was demonstrated that a
categorization is possible, yet the quality of the categorization
depends on both the training and evaluation data. Conse-
quently, the specific clustering is dependent on the application
and the research question.

For instance, all approaches failed for job advertisements,
which are often used in labor market research. Conversely,
a satisfactory recall was achieved on Wikipedia data. The
proposed method was not yet ready for productive use, but it
demonstrated that the initial research question was challenging
due to the diversity of data and expected outcomes, as well as
the interdisciplinary nature of the research. In this specific
area, educational research and the social sciences had a
different perspective on industrial sectors than, for example,
economics. Therefore, understanding the correct classification
depends not only on the research questions but also on the
perspective of different scientific domains.

1https://github.com/rfechner/fedcsis24-llm-textcat

This paper will build upon the existing body of research
on the classification of online job advertisements (OJAs)
in industrial sectors. Our primary research questions are as
follows:

1) How may we harness the strong prior and reasoning
ability of LLMs for knowledge intensive Text Classifica-
tion directly when we have little to no labeled data?

2) How do different prompting strategies and models per-
form?

When classifying a job-posting, we may classify the
industrial section (IS) of the advertised job or the IS of the
company posting the inquiry. However, the IS of the company
and the jobad musn’t match, i.e. a bakery might post a jobad
for a roofer or IT-specialist. In the following work we’re
concerned with classifying the IS of the company. By nature,
job-postings contain more information about the job and
information about the company besides the name is sparse.
The process of annotation is hence very time intensive and
tedious as missing information about the company has to be
searched on the web, analysed and finally combined with prior
knowledge to obtain a good classification. Additionally, text
data is often noisy, containing web-scraping boilerplate-text.
The human universal prior allows for an easy differentiation
of all these effects to the point, where we may perceive a
problem at hand to be solvable “out of the box” for machines,
when in fact some problems are impossible to solve when
not equipped with prior knowledge and reasoning ability. A
classical example is an agent for a self-driving car. Both the
human driver and the algorithm perceive the same information
(stereo RGB images), yet we have no agent driver which
can reliably navigate in changing environments. In the same
sense, text-classification is perceived as an easy task, where
in reality it may be very hard. For specific data a certain
amount of reasoning capability is needed in order to perform
classification. Hypotheses have to be weighted against each
other, even among annotators it is often not clear what class
a jobposting may belong to. All the more important is the
ability of a classification to be interpretable in the sense that
a second annotator might judge the reasoning steps taken that
led to the final classification.
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II. RELATED WORK

We split this section into two subsections, the first giving
a brief (and incomplete) summary of the recent history of
text-classification, putting emphasis on neural methods, in
particular the dominant Transformer architectures like BERT
and the alignment of modern LLMs. The second subsection
discusses the related work in the general domain of labor
market analysis.

A. On the evolution of Neural Text Classification

Neural approaches to Text-Classification have gained
attention since the introduction to architectures like the
LSTM [2] and later the Transformer [3] from which the latter
emerged as the popular architectural choice for working with
text data. The BERT architecture [4] and its derivatives [5],
[6], [7] are widely used and are still a common choice for
sentence, text or document classification [8]. On a meta-level,
we’d like to narrow down the choices for the next token
by injecting more information either during inference or
training time. Works like TransformerXL [9] or Longformer
[10] try to trade off performance and context size which is
imperative to capturing semantics in a text. In the domain of
job-advertisements the authos of [11] have used continous
pre-training on in-domain data (i.e. job-postings) to reduce
the confusion of the language model on downstream tasks.
For recent large models like ones of the LLaMA family
[12] this approach becomes unattractive as the amount of
data and compute needed to pre-train a model is likely very
large. Instead we’d like to adapt the output distribution of
the LLM by exterior methods and rely more heavily on the
models reasoning capability. Aligning LLMs to conform to
desired behaviour and alleviating the common mishaps of
LLMs such as hallucinations or the lack of structure in the
models answer is an area of active research. Techniques such
as prompt engineering are among the most natural ways
of alignment. On the other hand, prompts may mislead a
LLM and throw it off in such a way that makes it ignore all
previous safety instructions, leading to possible misuse [13].
A prompting strategy like Chain-of-Thought [14] or Tree-of-
Thought [15] has been shown to substantially improve model
performance. Addressing the issue of hallucination and lack
of up-to-date in-domain knowledge is Retrieval Augmented
Generation (RAG) which augments the token generation
of an LLM with context provided by a so-called retriever
[16]. Most recent work by the open source community was
focused on creating so called chains of Language Models or
“LangChains” [17] for short, structuring the token-generation
process and unifying the previously mentioned exterior
alignment methods. These methods in turn suffer from error
accumulation over the multiple prediction steps.

B. On Related work in labor market analysis

Very little work has been done in this area. There are several
applications for the given research question: For example,
Pejic et al. state the need to analyse Industry 4.0 skills, but

do not present a generic categorization approach, but rather
pre-select job advertisements according to their needs [18].
Chaisricharoen et al. noted the importance of industrial sectors
for legal categories. However, their work is limited to industry-
standard keywords [19]. For the generic categorization of
English texts, some work has been done by McCallum [20]
and Kibriya et al. [21]. However, the data and industrial sectors
are mainly for marketing purposes and cannot be used in
economic and sociological research. Several other works rely
on these data-sets, see for example [22], [23], which underlines
the general need for publicly available training and evaluation
data.

Text mining on labor market data is a widely considered
topic. For an automated analysis of labor-market related texts,
the situation in German-speaking countries like Germany, Aus-
tria and Switzerland is not much different to English-speaking
countries: “Catalogs play a valuable role in providing a stan-
dardized language for the activities that people perform in the
labor market” [24]. However, while these catalogs are widely
used for creating and computing statical values, for managing
labor market and educational needs or for recommending
trainings and jobs, there is no single ground truth. According
to Rodrigues et al., one reason for this could be the fact that
labor market concepts are modeled by multiple disciplines,
each with a different perspective on the labor market [25].
For German texts, in particular job advertisements, Gnehm
et al.[26] introduced transfer learning and domain adaptation
approaches with jobBERT-de and jobGBERT. This model was
also used for the detection of skill requirements in German job
advertisements [27], [28].

For regional data, especially in German-speaking countries,
industrial sectors are widely used as a basis for economic and
labour market research, see for example [29], [30], [31], they
are particularly important for future skills and qualifications
[32]. Although classification is a key issue for industrial
sectors, see [33], little research has been carried out using
computational methods. Examples are mainly limited to re-
gional industries [34] or agriculture and green economy [35].

To our knowledge, no work has been done on German texts.
Company data are usually collected and sold by commercial
providers such as statista. There is also an online guide from
the Federal Office of Economic Affairs and Export Control
(BAFA) (“Merkblatt Kurzanleitung Wirtschaftszweigklassi-
fikation”2), but this is only a short version of the data available
from the Federal Statistical Office. Therefore, we will now
discuss the available data.

III. DATA

As discussed in the Appendix section on general Informa-
tion about the German Industrial Sector Taxonomy WZ-2008
(See Appendix: A), several classifications of industrial sectors
exist. We will continue by giving insight into the dataset
construction and annotation process.

2https://www.bafa.de/SharedDocs/Downloads/DE/Wirtschaft/unb
kurzanleitung wirtschaftszweigklassifikation.pdf.
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A. Dataset construction and Annotation Process

Out of a large database of unlabeled job-postings, we drew a
sample of about 2000 Jobpostings (1976. Assuming a general
“distribution of jobads” p(x), it should be noted that the drawn
samples came from another (conditional) distribution p(x|y)
where y is the actual advertised job. More precisely we drew
from a distribution which advertised open positions for roofers
overproportionally. Hence, there exists a strong bias in the
evaluation dataset, which is further discussed in the section
on bias.

A small team of annotators took extensive time and co-
ordinantion to annotate these jobpostings. The process of
annotation includes reading through the sample, gathering
information about the industrial section of the employer and
finally coming up with hypotheses, which are then checked for
validity. In the end, one has to verify that the hypothesized
industrial section matches. Later, we will discuss how we
modelled the prompting strategy after the annotation process.
Invalid data, e.g. datapoints which were not actually jobpost-
ings but advertisements or simply degenerate, were filtered
out during the annotation process. We split the dataset into
a 0.8-train, 0.1-test and 0.1-validation sets, to train and eval-
uate baseline models. The sample distribution was preserved
inside the testset. To gain intuition on what the sample label
frequencies (See Appendix: B) and examples of the data (See
Appendix: C), we refer the reader to the Appendix.

B. Online Job Advertisements

In our research, we focus on several large corpora for
OJAs. The first dataset was obtained from the German Federal
Employment Agency (Bundesagentur für Arbeit – BA). This
dataset contains approximately 5.5 million OJAs spanning the
years 2013 to 2022. This portal is one of Germany’s largest job
portals. The OJA records include several metadata, including
a job classification (KldB) and industrial sectors according
to WZ08. All data is manually curated. The second corpus
comprises approximately 4 million OJAs from various data
sources, including job portals such as Academics, Monster,
and BA. This data contains several metadata, a classification
of occupations according to ISCO, and industrial sectors on
WZ08. However, it should be noted that these annotations
are not manually curated but rather the result of unknown AI
approaches which do not have a high level of quality.

IV. METHOD

First it should be noted that our experiments were strongly
influenced by the fact that most LLMs were most likely
trained on the WZ1993, WZ2003 and WZ2008 taxonomies.
This opens up possibilties for prompts, as we may assume
that the model has some form of understanding of the classes
it is supposed to map onto. We conducted experiments on a
small group of openly avaiable (open weights) contemporary
Instruction finetuned LLMs using the python-ollama library
[36] running on a local NVIDIA L40 GPU. At this point,
we’d like to note that due to data privacy laws we are unable
to test API-models as GPT-4o or Claude Sonnet. We tested

Fig. 1. Different strategies for prompting : “Direct”, “Extract-Classify”
(EC), “Extract-Classify-Reflect” (ECR) and “Extract-(Generate) Hypotheses-
Classify” (EHC). Input is a raw jobposting. All outputs are formatted in JSON.
Output is verfied for a valid industrial section to ensure a non-degenerate
answer.

several prompt strategies . When designing the prompts, we
stuck to the general principle for success when engineering a
prompt: Inducing a bias towards clear and small, step by step
reasoning. The outputs of the model are verified heuristically
at each intermediate step, making sure that the output is well
behaved. At the end, an output parser makes a final response
validation, making sure that the predicted class is valid. For
invalid assistant responses, the chat is at most repeated a fixed
number of times until the query is failed for the specific
datapoint. Failure was most commonly due to an invalid output
format or invalid classification (i.e. hallucination) of the model.

For the baseline model, we finetuned a german distilBERT
model [37] and a finetuned model [38] on the text classification
task using the transformers library and Focal Loss [39]
to put more emphasis on low-frequency classes. Additionally,
we trained a few more standart classifiers from the sklearn
library [40].

V. RESULTS

Generally, we can see in the results that bigger models
outperform smaller ones for Direct prompting. The 70B-
parameter version of LLaMA3 (See Table I, ✠) reaches
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TABLE I
METRICS FOR DIFFERENT LLMS, PROMPTING STRATEGIES AND PROMPT TYPES. LARGE MODELS (LLAMA3:70B AND COMMAND-R:35B) OUTPERFORM

SMALLER ONES.

LLM Strategy Prompt Type
Metrics (Macro/Weighted)

Failed SamplesPrecision Recall F1 Score

llama3:8b

Direct
zero shot 0.01 / 0.00 0.12 / 0.01 0.02 / 0.00 0
one shot 0.04 / 0.13 0.03 / 0.01 0.01 / 0.02 0
few shot 0.11 / 0.61 0.05 / 0.16 0.04 / 0.19 2

EC
zero shot 0.21 / 0.73 0.20 / 0.42 0.14 / 0.39 16
one shot 0.04 / 0.28 0.07 / 0.08 0.02 / 0.10 0
few shot 0.00 / 0.00 0.06 / 0.01 0.00 / 0.00 2

ECR
zero shot 0.15 / 0.62 0.22 / 0.54 0.15 / 0.53 15
one shot 0.03 / 0.23 0.08 / 0.16 0.03 / 0.18 0
few shot 0.00 / 0.00 0.06 / 0.01 0.00 / 0.00 6

EHC
zero shot⋆ 0.27 / 0.69 0.21 / 0.52 0.19 / 0.49 12
one shot♦ 0.04 / 0.20 0.11 / 0.10 0.103 / 0.11 31
few shot♦ 0.09 / 0.47 0.14 / 0.04 0.02 / 0.02 84

aya:8b

Direct
zero shot 0.00 / 0.00 0.03 / 0.01 0.00 / 0.00 0
one shot 0.06 / 0.47 0.06 / 0.02 0.00 / 0.00 0
few shot 0.03 / 0.25 0.04 / 0.31 0.04 / 0.27 5

EC
zero shot 0.12 / 0.54 0.14 / 0.48 0.10 / 0.40 2
one shot 0.00 / 0.00 0.06 / 0.01 0.00 / 0.00 0
few shot 0.03 / 0.23 0.01 / 0.01 0.00 / 0.02 0

ECR
zero shot♦ 0.11 / 0.48 0.23 / 0.50 0.13 / 0.44 28
one shot♦ 0.00 / 0.00 0.07 / 0.02 0.00 / 0.00 33
few shot 0.00 / 0.00 0.07 / 0.01 0.00 / 0.00 2

EHC
zero shot♦ 0.17 / 0.67 0.15 / 0.54 0.11 / 0.41 97
one shot 0.07 / 0.47 0.08 / 0.03 0.01 / 0.03 5
few shot 0.10 / 0.57 0.10 / 0.02 0.03 / 0.03 3

gemma:7b

Direct
zero shot 0.07 / 0.39 0.04 / 0.02 0.01 / 0.02 0
one shot♦ 0.00 / 0.00 0.02 / 0.01 0.00 / 0.00 25
few shot♦ 0.04 / 0.27 0.06 / 0.46 0.05 / 0.34 34

EC
zero shot 0.16 / 0.32 0.14 / 0.44 0.15 / 0.37 3
one shot♦ 0.00 / 0.00 0.09 / 0.03 0.01 / 0.00 131
few shot♦ 0.03 / 0.15 0.07 / 0.38 0.04 / 0.21 76

ECR
zero shot♦ 0.14 / 0.36 0.22 / 0.46 0.14 / 0.40 47
one shot♦ 0.00 / 0.00 0.00 / 0.00 0.00 / 0.00 208
few shot♦ 0.04 / 0.14 0.09 / 0.38 0.05 / 0.21 143

EHC
zero shot 0.14 / 0.66 0.15 / 0.47 0.10 / 0.37 18
one shot♦ 0.00 / 0.00 0.08 / 0.04 0.01 / 0.00 134
few shot♦ 0.02 / 0.13 0.07 / 0.03 0.00 / 0.01 196

phi3:3.8b

Direct
zero shot 0.04 / 0.29 0.04 / 0.06 0.01 / 0.09 0
one shot 0.02 / 0.12 0.08 / 0.02 0.01 / 0.02 4
few shot 0.04 / 0.25 0.06 / 0.16 0.03 / 0.18 0

EC
zero shot♦ 0.12 / 0.23 0.18 / 0.43 0.12 / 0.29 20
one shot♦ 0.03 / 0.17 0.08 / 0.13 0.02 / 0.14 22
few shot 0.04 / 0.17 0.13 / 0.03 0.02 / 0.03 18

ECR
zero shot♦ 0.20 / 0.59 0.21 / 0.48 0.18 / 0.37 24
one shot 0.09 / 0.56 0.04 / 0.15 0.02 / 0.16 17

few shot♦ 0.06 / 0.41 0.02 / 0.10 0.02 / 0.15 56

EHC
zero shot♦ 0.25 / 0.56 0.19 / 0.47 0.19 / 0.37 76
one shot 0.04 / 0.21 0.11 / 0.07 0.02 / 0.08 20

few shot♦ 0.04 / 0.19 0.09 / 0.04 0.02 / 0.04 23

command-r:35b
Direct

zero shot♦ 0.16 / 0.54 0.18 / 0.11 0.11 / 0.13 31
one shot 0.16 / 0.28 0.14 / 0.17 0.10 / 0.20 0
few shot 0.05 / 0.27 0.17 / 0.31 0.06 / 0.28 3

EC zero shot 0.31 / 0.68 0.23 / 0.64 0.24 / 0.60 0
EHC zero shot♦ 0.34 / 0.76 0.31 / 0.75 0.30 / 0.73 21

llama3:70b
Direct

zero shot✠ 0.34 / 0.80 0.29 / 0.77 0.28 / 0.76 1
one shot 0.32 / 0.72 0.32 / 0.65 0.26 / 0.62 1
few shot 0.28 / 0.69 0.29 / 0.70 0.27 / 0.67 1

EC zero shot♦ 0.35 / 0.76 0.29 / 0.69 0.29 / 0.68 128
EHC zero shot♦ 0.35 / 0.71 0.30 / 0.66 0.28 / 0.64 137
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competetive scores on the benchmark without any finetuning.
Smaller models (See Table I, ⋆) are able to archive solid
performance with the right prompting strategy. Most configu-
rations however (See Table I, ♦) are disqualified for their high
failure rate (≥ 10%) during evaluation. This is attributed to
the fact that output produced by the model wasn’t conforming
to the specifications of the respective prompting strategy and
a patience level was reached leading to termination. Smaller
models as phi3:3.8B performed evaluation faster (about 1
second/sample for Direct, 5 for EC/ECR and about 15 sec-
onds/sample for EHC), but lack strong performance. The large
models, as LLaMA3:70B took longer (about 5 seconds/sample
for Direct and 50 seconds/sample for EHC). We’ve trained a
few baseline models II for comparison and evaluated on the
same test-set.

TABLE II
METRICS FOR BASELINE MODELS

Model Metrics (Macro/Weighted)
Precision Recall F1 Score

distilbert-base-german-cased 0.31/0.84 0.31/0.86 0.31/0.85
agne/jobBERT-de 0.35/0.86 0.36/0.87 0.34/0.86
MNNaiveBayes 0.10 / 0.70 0.12/0.81 0.11/0.75
RandomForest♢ 0.49 / 0.86 0.34/0.89 0.39/0.87

LinearSVC 0.46 / 0.87 0.34/0.89 0.38/0.87

We see that SotA models still outperform text generation
based methods. All baselines apart from the Naive Bayes
Classifier are within the same performance class, with the Ran-
domForest Classifier excelling even compared to Transformer-
based language models.

VI. DISCUSSION

We showed that some LLMs are capable of delivering zero-
shot competetive performance on the task of Text Classifica-
tion when compared to contemporary neural and conservative
methods. Again, we’d like to note that all tested LLMs were
most likely trained on the taxonomies WZ-1993, WZ-2003 and
WZ-2008, which raises the question, whether we may be able
to see the same performance on newly established taxonomies
- most likely not. Other ways of injecting knowledge into the
classification process would have to be explored.

Throughout our experiments, we’ve seen that introducing
additional information (as in one-shot and few-shot prompting)
may be harmful to performance in this particular problem
setup. Most of the times a direct prompting strategy seems to
be preferred. However, this may also be caused by the choice
of prompt. We forced the models to output json in each output
step, which may have hindered “flow of thought” of the model
and lead to increased failure rates, as in our setup we failed a
sample if the model output didn’t conform to the specification
after a fixed number of tries (the patience hyperparameter was
chosen to be 3 in most cases).

Surprisingly, the more complex strategies like EC, ECR
and EHC didn’t increase performance for LLaMA:70B and
command-r:35B, instead it seemed that it worsened perfor-
mance unlike with smaller models where performance gener-

ally increased with this prompting strategy. The added com-
plexity of the prompt seems to conflict with the complexity of
the model. For large models a less strict prompt-output veri-
fication scheme should probably be explored, as less samples
may fail. Another important point is the fact that we were able
to “persuade” the model to output an argument (captured in
the output value for ’reasoning’) for the algorithms decision
for the given industrial section. We acknowledge that it isn’t a
real “decription” of the internal model reasoning, as the model
isn’t keeping a hidden state over time but it still may prove
very useful as it may help to reduce annotation time in real
world applications.

A. Bias

Bias was introduced by selecting the sample distri-
bution p(x|y) which over-represents positions for roofers
(Dachdecker) and the human annotation process. Inherently
most companies allow for a multi-class classification, which
introduces annotation conflicts and hinders learning. The train-
ing and test data distributions put about 80% of the probability
mass on samples with sections F (Baugewerbe - Construc-
tion) and N78 (Vermittlung und Überlassung von Arbeit-
skräften - Placement and leasing of workers). Furthermore the
pre-trained models distilbert-base-german-cased
aswell as agne/jobBERT-de contain an unknown form of
bias, as the pretraining datasets are not available.

In the conducted experiments, the choice of the wording
of the prompt, the prompting strategy and the examples and
solutions to the examples are chosen randomly from the
training data distribution. It may be that choice of examples
strongly influences the models performance on the test set.

VII. SUMMARY AND OUTLOOK

A. Summary

In this work, we’ve explored the ability of LLMs to per-
form Text Classification without any further finetuning. We’ve
empirically shown that for some models the right prompting
strategy yields comparable performance to methods which re-
quire extensive data (See Table II, ♢). Prompting LLaMA3:8b
with the proposed Extract-Hypothesize-Classify Strategy (See
Table I, ⋆) or LLaMA3:70b with a Direct Classification
Strategy (See Table I, ✠) shows promise. Challenges remain,
as for some LLMs failure rates are high (See Table I, ♦) and
reasoning capability is limited. Now, we’d like to answer the
two questions posed in the introduction:

1) How may we harness the strong prior, search and
reasoning ability of LLMs for knowledge intensive Text
Classification directly when we have little to no labeled
data?
We may choose a good combination of LLM (one
that is fit for our use-case) and prompting strategy.
Additionally, we may have to inject domain knowledge
to ensure valid output.

2) How do different prompting strategies and models per-
form?

RICHARD FECHNER, JENS DÖRPINGHAUS: NO TRAIN, NO PAIN? ASSESSING THE ABILITY OF LLMS FOR TEXT CLASSIFICATION 13



We have empirically shown that models are very sensi-
tive to the a surplus of information. Generally a simple
strategy, even a zero-shot strategy is the best for our
use-case. This may of course be different for other
taxonomies or text classification problems.

B. Outlook

Other ways of injecting knowledge into the classification
process would have to be explored. To this end we hypothesize
a sort of “Generation Augmented Retrieval” might be an
interesting direrction of research, where unlike in RAG we
augment the retriever with processed information about the
data to be able to map more reliably into a latent space -
and make a good prediction. An LLM may extract important
information about the employer before mapping the extracted
information into a latent space. This would indeed require
labeled data to train the retriever - the question remains
whether this approach yields a performance improvement.

A central take-away of our work is that for annotation-
sparse problem setups LLM-based Text Classification will play
an important role in the future - especially considering the
growth in reasoning ability and capacity of modern models.
Further work should be done in this direction. When context
size grows and models are isntruction fine-tuned to make
use of tools such as web-search and document-search we
conjecture that LLM generation based classification will be
able to outperform SoTA.

LLM DISCLAIMER

For the generation of LATEX code (only Table structure) and
for the purpose of prototyping experiment code we used Large
Language Models.
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industry 4.0 job advertisements,” International journal of information
management, vol. 50, pp. 416–431, 2020.

[19] R. Chaisricharoen, W. Srimaharaj, S. Chaising, and K. Pamanee, “Clas-
sification approach for industry standards categorization,” in 2022 Joint
International Conference on Digital Arts, Media and Technology with
ECTI Northern Section Conference on Electrical, Electronics, Computer
and Telecommunications Engineering (ECTI DAMT & NCON). IEEE,
2022, pp. 308–313.

[20] A. McCallum, K. Nigam et al., “A comparison of event models for
naive bayes text classification,” in AAAI-98 workshop on learning for
text categorization, vol. 752, no. 1. Madison, WI, 1998, pp. 41–48.

[21] A. M. Kibriya, E. Frank, B. Pfahringer, and G. Holmes, “Multinomial
naive bayes for text categorization revisited,” in AI 2004: Advances in
Artificial Intelligence: 17th Australian Joint Conference on Artificial
Intelligence, Cairns, Australia, December 4-6, 2004. Proceedings 17.
Springer, 2005, pp. 488–499.

[22] H. Hayashi and Q. Zhao, “Quick induction of nntrees for text categoriza-
tion based on discriminative multiple centroid approach,” in 2010 IEEE
International Conference on Systems, Man and Cybernetics. IEEE,
2010, pp. 705–712.

[23] K. Kowsari, K. Jafari Meimandi, M. Heidarysafa, S. Mendu, L. Barnes,
and D. Brown, “Text classification algorithms: A survey,” Information,
vol. 10, no. 4, p. 150, 2019.

[24] C. Ospino, “Occupations: Labor market classifications, taxonomies, and
ontologies in the 21st century,” Inter-American Development Bank, 2018.

[25] M. Rodrigues, Fernández-Macı́as, and Enrique, Sos-
tero, Matteo, “A unified conceptual framework of
tasks, skills and competences,” Seville, 2021. [On-
line]. Available: https://joint-research-centre.ec.europa.eu/publications/
unified-conceptual-framework-tasks-skills-and-competences en
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APPENDIX

(I) INFO ABOUT WZ08

A. Classification of industrial sectors

Classification of industrial sectors include classifications
for international comparative research (e.g., NACE) and ad-
ministrative subdivisions (such as the Eurostat definition for
knowledge- and technology-intensive sectors based on NACE),
see our discussion in [1]. These classifications are usually
interrelated. For example, the Classification of Economic
Activities (WZ) is developed by the Federal Statistical Office
of Germany and has been refined since 1950, with WZ
2008 being the latest edition which we will discuss later.
Its objective is to ensure uniformity in the classification of
economic activities across all official statistics in Germany.
The classification is hierarchically structured.

The “Klassifikation der Wirtschaftszweige” (Classification
of Branches of Industry, abbreviated as WZ) is utilized in
Germany, particularly by the Statistische Bundesamt (Fed-
eral Statistical Office), for the classification of employers’
economic activities in official statistics. The latest version is

WZ 20083, which renders WZ 2003 and 1993 obsolete. This
classification is compatible with the European ”Nomenclature
statistique des activités économiques dans la Communauté
européenne” (NACE), but it includes more detailed data.
NACE is the European classification system developed by
Eurostat in the 1970s and updated regularly, with NACE
Rev. 2 being the latest version from 2008. It provides a
framework for collecting and presenting statistical data by
economic activity and is hierarchically structured. For further
information, please see [41]. Similar to NACE, WZ 2008
provides several hierarchical levels. A first level describes 21
sections (letters A-U), a second divisions, a third groups, a
fourth classes. In contrast to NACE, WZ 2008 adds subgroups
as fifth level, which is, however, only added to particular
classes. WZ08 includes Sections (21), A-U, Divisions (88),
01-99, Groups (272), 01.1-99.0, Classes (615), 01.11-99.00,
and Sub-classes (839), 01.11.0-99.00.0, see Figure 2.

While sectors are broad and specific, for example A (Agri-
culture, Forestry and Fishing) and B (Mining and Quarrying),
others lack clear definition at this level, for example S (Other
Service Activities). Conversely, classes and groups often ex-
hibit indistinguishable characteristics, and the designation of
divisions and groups typically provides minimal additional
insight (e.g., 77 “Rental and leasing activities” versus 77.1
“Renting and leasing of motor vehicles”. Furthermore, a com-
pany may belong to multiple industrial sectors, such as several
manufacturing divisions. Nevertheless, the official guidelines
recommend labeling the most dominant sector. Consequently,
while the taxonomy of industrial sectors is well-defined by
WZ08, we rely on external data to train and evaluate our
approaches.

The International Standard Industrial Classification of All
Economic Activities (ISIC) is a United Nations system for
classifying economic activities, updated periodically since
1948, with ISIC Rev. 4 being the latest version. ISIC underpins
both NACE and the German WZ. Its objective is to provide
categories for the collection and reporting of statistics, and it is
hierarchically structured. Other approaches are based on some
of these taxonomies. For instance, the Eurostat classification
of NACE sectors is based on technology intensity (manu-
facturing) and knowledge intensity (services). Manufacturing
industries are classified as high, medium-high, medium-low,
or low technology, while services are divided into knowledge-
intensive and less-knowledge-intensive categories. This classi-
fication is available for both NACE Rev. 1.1 and NACE Rev. 2
(Eurostat 2009).

(II) DATA DISTRIBUTION AND EXAMPLES

B. Frequencies

C. Some samples of the dataset:

Given is a jobposting where a job for a roofer (Section
F) is advertised, but the company posting the ad belongs to

3All data is accessible in both English and German at https://www.
destatis.de/DE/Methoden/Klassifikationen/Gueter-Wirtschaftsklassifikationen/
Downloads/klassifikation-wz-2008-englisch.html. In this text, we generally
use the official English translation for examples.

RICHARD FECHNER, JENS DÖRPINGHAUS: NO TRAIN, NO PAIN? ASSESSING THE ABILITY OF LLMS FOR TEXT CLASSIFICATION 15



Fig. 2. An example subset of WZ08: Sector C (Manufacturing), division 20
(Manufacture of chemicals and chemical products), group 20.12 and class
20.12.0 (Manufacture of dyes and pigments).

Fig. 3. Data frequencies of labels for whole dataset (left) and test set (right)

section N. Please note that we removed names of companies
and any other sensetive information and replaced it with
[REMOVED] in the following texts.

{’section_letter’ : ’N’,
’text’ : "Stellenangebot - Dachdecker/ Bauklempner zur Festeinstellung

gesucht (m/w) (Dachdecker/in und Bauklempner/in)

Überblick über das Stellenangebot

Referenznummer

[REMOVED]
Titel des Stellenangebots

Dachdecker/ Bauklempner zur Festeinstellung gesucht (m/w) (Dachdecker/in und Bauklempner/in)
Alternativberufe
Helfer/in - Hochbau
Konstruktionsmechaniker/in - Feinblechbautechnik
Stellenangebotsart

Arbeitsplatz (sozialversicherungspflichtig)
Arbeitgeber
[REMOVED]

Branche: Vermittlung von Arbeitskraeften, Betriebsgroeße: zwischen 51 und 500
Stellenbeschreibung

Im Auftrag unserer Partnerunternehmen suchen wir zur sofortigen Festanstellung mehrere
gelernte Dachdecker, Spengler, Dachdeckerhelfer (m/w) mit Berufserfahrung in Vollzeit.

Der Einsatz erfolgt Überwiegend im Süddeutschen Raum.
Ein Führerschein der Klasse3 (C1) ist von Vorteil, jedoch keine Bedingung.

Bei Interesse an diesem Angebot senden Sie uns bitte Ihre Bewerbungsunterlagen zu
(vorzugsweise per Email).
Ihre Aufgabe ist die Mithilfe bei:
- Bedachungen
- Dachum- und Ausbauarbeiten
- Modernisierungen
- Einbau von Dachfenstern und Gauben
- Wartung- und Reparaturarbeiten

Unsere Anforderungen an Sie:

- körperliche Fitness, Teamfähigkeit und selbständiges Arbeiten

Haben wir Ihr Interesse geweckt? Dann freuen wir uns auf Ihre Kontaktaufnahme."
}

Another example: A jobposting for a Product Manager
posted by a company working in the industrial section G.

{’section_letter’ : ’G’,
’text’ : "Produktmanager (m/w/d) Dachflächenfenster & Stahlelemente
DE, Germany
[REMOVED]
[REMOVED]

nach Vereinbarung / Qualifikation

Die [REMOVED] für Baustoffe, [REMOVED], ist mit einem Gruppenumsatz von
6,9 Mrd. Euro (2021) und über 1.500 Standorten in [REMOVED] eine der marktführenden
Kooperationen im Baustoff-, Holz- und Fliesenhandel.
Auch in der Do-it-yourself-Branche nimmt das Unternehmen mit den [REMOVED] eine
führende Position ein. Zur Dienstleistungszentrale gehören als Tochterunternehmen
[REMOVED], die [REMOVED],
der [REMOVED] Versicherungsdienst, die [REMOVED] Logistik sowie die [REMOVED]
Beratungs- und
Beteiligungsgesellschaft und hagedoo mit insgesamt ca. 1.400 Mitarbeitern. Sie unterstützen
die Gesellschafter der [REMOVED]-Kooperation flächendeckend in sämtlichen
Bereichen deren unternehmerischen Handelns.

Für die Abteilung Einkaufssteuerung Logistikfachhandel unserer Zentrale in
[REMOVED] suchen wir ab
sofort in Vollzeit einen
Produktmanager (m/w/d) Dachflächenfenster & Stahlelemente

* Kontinuierliche Analyse und Weiterentwicklung aller Sortimente von [REMOVED] Logistik

* Sicherstellung der Einhaltung aller Prozesse des Warenflusses, insbesondere sämtlicher
Listungstätigkeiten wie Stammdaten, Ein- und Verkaufspreise sowie Logistikparameter

* Abstimmung mit Lieferanten, dem Einkauf und der Logistik zur Aufrechterhaltung
der Lieferfähigkeit

* Erstellung von Vorgaben für die Abteilungen Customer Service und Beschaffung

* Projektarbeit zur Optimierung von Sortimenten und Prozessen

* Monitoring warenwirtschaftlicher Kennziffern

* Abgeschlossene kaufmännische Ausbildung oder Studienabschluss in einem für diese Position
relevanten Fachgebiet

* Berufserfahrung im Baustoffhandel oder in der Industrie im Ein- bzw. Verkauf ist von Vorteil

* Gute MS Office-Kenntnisse werden vorausgesetzt

* Grundlegende Sortiments- und Lieferantenkenntnisse im Bereich Dachflächenfenster oder
Stahlelemente sind wünschenswert

* Analytische Denk- und strukturierte Vorgehensweise sowie Innovationskraft und Vorwärtsdrang

* Selbstständigkeit, ausgeprägte Kommunikationsstärke, Überzeugungskraft und Belastbarkeit

* 30 Tage Urlaub

* Weihnachts- und Urlaubsgeld

* Mobiles Arbeiten und flexible Arbeitszeitkonten inklusive Gleitzeittagen

* Spannendes Aufgabengebiet und eigenverantwortliches Arbeiten

* Weiterentwicklungsmöglichkeiten durch Projektarbeit sowie weitergehende
Qualifizierungsmöglichkeiten

* Angenehme und offene Arbeitsatmosphäre in einem hochmotivierten und sympathischen
Team mit Patenmodell

* [REMOVED] mit diversen Vergünstigungen

* Rabatte bei regionalen Partnern (u. a. Heide Park, Fitnessstudio)

* Eigener Versicherungsdienst und vermögenswirksame Leistungen

* Betriebliche Benefits wie u.a. eine Kantine, Firmenfeiern, Gesundheitswochen und
freies WLAN für Mitarbeiter

Auf einen Blick:

* Bereich: Produktmanagement

* Einsatzort: [REMOVED]

* Arbeitszeit: 38,5 Stunden/Woche

* Eintrittstermin: ab sofort

* Arbeitsverhältnis: unbefristet"
}
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Abstract—Attribute-Based Encryption (ABE) and Asymmetric
Searchable Encryption (ASE) are two highly useful Public-
Key Encryption (PKE) technologies in today’s cloud computing
landscape.

By leveraging the idea that the attributes from ABE can
serve as keywords for ASE, we propose an efficient technique
to translate any ABE schemes into ASE schemes. We address
both the case of Ciphertext-Policy Attribute-Based Searchable
Encryption (CP-ABSE) and Key-Policy Attribute-Based Search-
able Encryption (KP-ABSE) schemes.

Our main goal with these schemes is to maintain the security
properties of ABE while introducing efficient search capabilities,
thereby facilitating further advancements in ASE development.
To validate our theoretical proposals, we have analyzed their
practical applicability using existing ABE implementations.

I. INTRODUCTION

SEARCHABLE Encryption (SE) is a cryptographic tech-
nique that allows users to search over encrypted data

without decrypting it, preserving data confidentiality while
enabling search functionality. SE can be broadly categorized
into two types: Symmetric Searchable Encryption (SSE) [1]
and Asymmetric Searchable Encryption (ASE) [2].

Symmetric Searchable Encryption schemes utilize a single
secret key that is shared between the data owner and the
authorized users. This approach offers several advantages:
efficiency in terms of computational overhead and search
speed, making them suitable for scenarios where performance
is critical; and simplicity, as the key management in SSE
is straightforward since it involves only one key for both
encryption and decryption. However, SSE also has notable
drawbacks, such as limited access control with all the users
with the secret key being able to access all the data, which
may not be desirable in many applications; and scalability
issues, as securely distributing and managing the single secret
key becomes challenging with the number of system users
increasing.

In contrast, Asymmetric Searchable Encryption employs a
pair of cryptographic keys: a public key for encryption and
a private key for decryption. This approach addresses some
of the limitations of SSE by enabling more granular access
control, allowing the data owner to specify which users can
access which data. This is particularly useful in multi-user
environments with varying access privileges. Moreover, ASE

offers better scalability, each user having their own key pair,
simplifying key distribution and management as the system
scales up. Despite these advantages, ASE comes with its
own set of challenges, as the use of public and private keys
introduces additional complexity in terms of key management
and the overall cryptographic operations. ASE schemes often
incur higher computational costs and longer search times
compared to SSE, which can be a major drawback in resource-
constrained environments.

Given the trade-offs between SSE and ASE, there is a sig-
nificant interest in developing more efficient ASE schemes that
can leverage the strengths of existing cryptographic methods,
as seen with the recently proposed [7], [3], [4], [5] and [6]. One
promising approach is to derive ASE schemes from Attribute-
Based Encryption (ABE). By treating attributes in ABE as
keywords in ASE, it is possible to create systems that offer
both efficient search capabilities and robust access control.
Recently, the idea of treating attributes as keywords was also
used by Long Meng, Liqun Chen and Yangguang Tian as a
trivial assumption behind a new proposal of an efficient ASE
scheme extended from an A-KP-ABE scheme [7].

This paper aims to propose a new class of efficient ASE
schemes derived from ABE. Specifically, we present theo-
retical formalizations for Ciphertext-Policy Attribute-Based
Searchable Encryption (CP-ABSE) and Key-Policy Attribute-
Based Searchable Encryption (KP-ABSE), showing that any
ABE scheme can become an ASE scheme. Our objective is to
utilize the inherent advantages of ABE, such as fine-grained
access control and scalability, to develop ASE schemes that
offer efficient, secure, and flexible search functionality.

II. GENERAL TRANSFORMATION OF ABE IN ASE

In ABE, attributes can be viewed as keywords. By treating
these attributes as keywords in ASE, we can introduce search
functionalities without compromising the existing access con-
trol mechanisms. This allows for the creation of searchable
indexes based on attributes or access policies, enabling ef-
ficient retrieval of encrypted data based on specified search
criteria.

Building on this concept of treating ABE attributes as
keywords for ASE, having as basis the general schemes from
[8], we will be further presenting the formalization for the
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extension of both ABE forms to ASE. The notations of
general functions needed in the formalization are subsequently
explained in “Table 1”.

A. CP-ABSE formalization

Algorithm 1 CP-ABSE GlobalInit
index← [ ][ ]; H ← HashFunction();

Algorithm 2 CP-ABSE Setup
Require: Security parameter 1λ;
Ensure: Public parameters PK, master key msk;

(PK,msk)← Setup(1λ);
2: return (PK,msk);

For Ciphertext Attribute-Based Encryption schemes, the
setup algorithm of the system, Setup(1λ), takes as input
a security parameter, 1λ and outputs the public parameters,
PK, and a master key, msk, which is known only to the
private key generator (PKG). Aside from the CP-ABE setup
related initialisation, we are also adding to the system 2
new global parameters: index, which will store the encrypted
documents/messages at a given index, and H , a hash function
which will be further used in the index creation and query
generation steps.

Algorithm 3 CP-ABSE KeyGen
Require: Public parameters PK, master key msk, set of

attributes γ = {a1, a2, . . . , an};
Ensure: Private key Dγ ;

Dγ ← KeyGen(PK,msk, γ);
2: return Dγ ;

Next, onto the key generation algorithm, there are no
changes from the regular behaviour expected of a CP-ABE
scheme: KeyGen(PK,msk, γ) algorithm takes as input the
public parameters, PK, the master key, msk, both gener-
ated during the setup phase, and a set of attributes, γ =
{a1, a2, . . . , an}, for which the secret key is to be generated.
It outputs the private key Dγ which encapsulates γ.

Algorithm 4 CP-ABSE Encrypt
Require: Message m, public parameters PK, access policy

A = BooleanExpr({a1, a2, . . . , an});
Ensure: Ciphertext ct;

ct← Encrypt(m,PK,A);
2: return ct;

The encryption algorithm also remains the same as with
regular CP-ABE: Enc(m,PK,A) takes as input parameters
a message, m, an access policy, A (which is or can be
trivially transformed into a logical boolean expression A =
BooleanExpr({a1, a2, . . . , an})), and the public parameters,
PK. It outputs the ciphertext, ct.

Algorithm 5 CP-ABSE CreateIndex
Require: Ciphertext ct, same access policy

A = BooleanExpr({a1, a2, . . . , an});
A′ ← A;

2: γ′ ← ParsePolicy(A);
for a′i in γ′ do

4: A′.replace(a′i, H(a′i));
end for

6: id← ct;
if ∃index[A′] in index then

8: index[A′].append(id);
else

10: index[A′]← [id];
end if

To ensure that the documents encrypted by the system are
stored and searchable, we are executing CreateIndex(ct, A)
right after a document/message is encrypted based on a given
policy. The algorithm is simply storing the ciphertexts at an
index obtained from the same policy A based on which the
message was encrypted in the previous step.

To further hide the index values, the attributes from the
given access policy A (obtained via parsing the policy)
will be further hashed with the system defined hash func-
tion H , and their clear-text values will be subsequently
replaced in the policy with the hashed ones. The ini-
tial logical relations between the attributes in the policy
will be kept for the newly obtained hashed policy, A′ =
BooleanExpr({H(a1), H(a2), ..., H(an)}).

After the execution of the aforementioned operations, we
will now append the document id for the ciphertext (in this
demonstration case, the document id is the ciphertext itself)
to the index of the hashed policy to store it.

These steps are to be repeated as needed for the multiple
users which are to use the system and the multiple protected-
access documents which need to be stored.

Now, how can a system user with a secret key, Dγ , get their
list of available documents given the user’s attached attributes?

Algorithm 6 CP-ABSE GenerateQuery
Require: Private key Dγ ;
Ensure: Query Q = {H(a1), H(a2), ..., H(an)};

γ ← ExtractAttributes(Dγ);
2: Q← {};

for ai in γ do
4: Q.append(H(ai));

end for
6: return Q;

First, the GenerateQuery(Dγ) algorithm will be executed
with the user’s secret key as an input parameter. The generation
of the query itself is based on the set of attributes, γ,
encapsulated in the secret key Dγ .

The set of attributes, γ, is extracted from Dγ (the extraction
method itself is specific to the proposed CP-ABSE scheme)
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TABLE I
FUNCTIONS USED IN THE FORMALIZATIONS AND THEIR MEANING

Notation First operation
HashFunction() Any trapdoor or one-way hash function desired to hide the values

BooleanExpr(set of attributes) An access control policy obtained as a boolean expression over a given set of attributes

EvaluatePolicy(access policy, set of attributes) Function to evaluate whether a given set of attributes satisfies a given access policy

ParsePolicy(access policy) Function to extract the attributes used in a private policy in a set of attributes

ExtractAttributes(CP −ABE private key) Function to extract the attributes encapsulated in a given CP-ABE specific private key

ExtractPolicy(KP −ABE private key) Function to extract the access policy encapsulated in a given KP-ABE specific private key

and each of them are hashed with the same one-way hash func-
tion H used for the attributes in the access policy during the
index creation step to ensure unitary information. The hashed
extracted attributes are next compacted into a set which will be
returned as the search query, Q = {H(a1), H(a2), ..., H(an)}.

Algorithm 7 CP-ABSE Search
Require: Query Q;
Ensure: List of document ids results = {id1, id2, ..., idn};

results← {}
2: for (A′, ids) in index do

if EvaluatePolicy(A′, Q) = TRUE then
4: results.extend(ids);

end if
6: end for

return results;

After successfully generating a query, Q, we can now
search for the encrypted documents which are satisfying Q
by executing the Search(Q) algorithm, which is to return the
document ids (in this demonstration, the ciphertexts) from the
index. The search itself is based on evaluating the hashed
policies indices against query Q, which contains a list with
the user’s hashed attributes.

How would this evaluation work?
The evaluation step is quite trivial, as, having the policy,

A′ = BooleanExpr({H(a1), H(a2), ..., H(an)}), in order
for it to be satisfied the logical expression needs to be TRUE.
And how do we check that having the set of hashed attributes,
Q = {H(a1), H(a2), ..., H(an)}? For each hashed attribute in
the set, we are replacing its appearances in the hashed policy
with the TRUE value. For the rest of the hashed attributes in
the hashed policy which were not found in the set of hashed
attributes given as an input parameter, we are replacing their
appearances with the FALSE value, as them not being in
the set implies that the user does not have them attached to
its secret key, Dγ . After obtaining the policy to be evaluated
under a format such as (TRUE and FALSE) or TRUE, we
are evaluating it using a built-in default boolean eval function.

In case of the evaluation step for a certain indexed hashed
policy returning TRUE, the document ids indexed under the
aforementioned policy will be collected in a set of results.
We will be repeating the step for all the indexes to retrieve all

the document ids which would be viable results for the search
query Q.

Algorithm 8 CP-ABSE Decrypt
Require: Ciphertext ct, public parameters PK, private key

Dγ ;
Ensure: Message m′;

m′ ← Decrypt(ct, PK,Dγ);
2: return m′;

Now, after obtaining the set of results, for each result (the
document id being the actual ciphertext in this case) and we
will be proceeding with the CP-ABE specific decryption algo-
rithm, Decrypt(result, PK,Dγ). The decryption algorithm
takes as input the ciphertext, result, which was encrypted
with an access policy, A, the public parameters, PK, and the
private key of the user, Dγ . It outputs the initially encrypted
document/message, if the set of attributes, γ, encapsulated in
the private key, Dγ , satisfies the access policy A.

Algorithm 9 CP-ABSE Usage Example
GlobalInit();

2: (PK,msk)← Setup() {Global system setup}
γ ← {a1, a2, ..., an};

4: ... {Attribute initialization for system users}
Dγ ← KeyGen(PK,msk, γ);

6: ... {System registration / private key generation for system
users}
Get messages / documents to be encrypted and stored;

8: Define necessary access policies;
ct← Encrypt(m,PK,A); CreateIndex(ct, A);

10: Q← GenerateQuery(Dγ);
results← Search(Q);

12: for result in results do
m′ ← Decrypt(result, PK,Dγ);

14: end for

B. KP-ABSE formalization

Algorithm 10 KP-ABSE GlobalInit
index← [ ][ ]; H ← HashFunction();
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Algorithm 11 KP-ABSE Setup
Require: Security parameter 1λ;
Ensure: Public parameters PK, master key msk;

(PK,msk)← Setup(1λ);
2: return (PK,msk);

For Key Policy Attribute-Based Encryption schemes, the
setup algorithm of the system, Setup(1λ), is formalized sim-
ilarly to the CP-ABE one, with it taking a security parameter,
1λ and outputing the public parameters, PK, and a master
key, msk, known only to the PKG. Likewise to previously
formalized CP-ABSE scheme, we are adding the 2 global
parameters: index and H .

Algorithm 12 KP-ABSE KeyGen
Require: Public parameters PK, master key msk, access

policy A = BooleanExpr({a1, a2, . . . , an});
Ensure: Private key DA;

DA ← KeyGen(PK,msk,A);
2: return DA;

Now, for the key generation algorithm KeyGen (PK,
msk, A) we are keeping the same on as it was for KP-
ABE schemes in general: by taking as input the previ-
ously generated PK and msk and an access policy, A =
BooleanExpr({a1, a2, . . . , an}), the algorithm outputs the
private key, DA, which encapsulates the access policy based
on which it was generated.

Algorithm 13 KP-ABSE Encrypt
Require: Message m, public parameters PK, set of attributes

γ = {a1, a2, . . . , an};
Ensure: Ciphertext ct;

ct← Encrypt(m,PK, γ);
2: return ct;

For KP-ABE based KP-ABSE, the encryption step also
remains the same to the original, with Enc(m,PK, γ) get-
ting as input a document/message, m, a set of attributes,
γ = {a1, a2, . . . , an}, and the public parameters, PK and
returning the ciphertext, ct, generated based on the attributes
given.

Algorithm 14 KP-ABSE CreateIndex
Require: Ciphertext ct, same set of attributes γ =
{a1, a2, . . . , an};
γ′ ← {};

2: for a′i in γ′ do
γ′.add(H(a′i));

4: end for
id← ct;

6: if ∃index[γ′] in index then
index[γ′].append(id);

8: else
index[γ′]← [id];

10: end if

After the encryption step, we are indexing the ciphertext
in the system by executing CreateIndex(c, γ) algorithm,
which is storing the ciphertext at an index generated based
on the same set of attributes, γ, on which the ciphertext
was encrypted. To hide the index values, the attributes are
be hashed with the system defined hash function H and
compacted in a set. Next, we will append the document id
for the ciphertext (again, the document id is the ciphertext
itself) to the index of the hashed attributes set object.

The key generation is to be done for the needed number
of users, and, for the documents/messages to be stored, the
encryption and index creation algorithms are to be executed
for whichever number of documents necessary.

When a search is wanted to be performed over the stored
encrypted documents, the following algorithms will be exe-
cuted:

Algorithm 15 KP-ABSE GenerateQuery
Require: Private key DA;
Ensure: Query Q =

BooleanExpr({H(a1), H(a2), ..., H(an)}), the hashed
policy;
A′ ← ExtractPolicy(DA);

2: γ′ ← ParsePolicy(A′);
Q← A′;

4: for a′i in γ′ do
Q.replace(a′i, H(a′i));

6: end for
return Q;

First, we need to generate the search query based on
the user’s secret key, GenerateQuery(DA). The KP-ABE
secret key encapsulates the access policy attributed to the
user and, in order to generate the query, we will first be
extracting the policy from the key. From the obtained policy,
we will now be extracting the attributes. For each attribute’s
occurrences in the policy, we will be replacing its appearance
with its hashed value, H(ai). Thus, we will be obtaining
a hashed policy, which will be acting as our search query,
Q = BooleanExpr({H(a1), H(a2), ..., H(an)}).
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Algorithm 16 KP-ABSE Search
Require: Query Q;
Ensure: List of document ids results = {id1, id2, ..., idn};

results← {}
2: for (γ′, ids) in index do

if EvaluatePolicy(Q, γ′) = TRUE then
4: results.extend(ids);

end if
6: end for

return results;

Having the query, Q, the user can now perform a search
for the secret documents which are satisfying Q with the
Search(Q) algorithm, which will be returning a list with
the accessible document ids/ciphertexts. The search is based
on evaluating the hashed policy from the query against all
the indices, each of them being a compacted set of hashed
attributes.

When the evaluation for a certain indexed attribute set
returns TRUE, the document ids indexed under it will be
collected in a set of results.

Algorithm 17 KP-ABSE Decrypt
Require: Ciphertext ct, public parameters PK, private key

Dγ ;
Ensure: Message m′;

m′ ← Decrypt(ct, PK,Dγ);
2: return m′;

For each result (with the document id as the ciphertext)
obtained in the results set, the KP-ABE specific decryption
algorithm, Decrypt(result, PK,DA) will be executed. Hav-
ing as input parameters result, which was encrypted with a
set of attributes, γ, the public parameters, PK, and the secret
key of the user, DA, the decryption algorithm outputs the
initially encrypted document/message, if the set of attributes,
γ, satisfies the access policy A, encapsulated in the private
key, DA.

Algorithm 18 KP-ABSE Usage Example
GlobalInit();

2: (PK,msk)← Setup() {Global system setup}
A← BooleanExpr({a1, a2, ..., an});

4: ... {Access policy initialization for system users}
DA ← KeyGen(PK,msk,A);

6: ... {System registration / private key generation for system
users}
Get messages / documents to be encrypted and stored;

8: Define attribute sets;
ct← Encrypt(m,PK, γ); CreateIndex(ct, γ);

10: Q← GenerateQuery(DA);
results← Search(Q);

12: for result in results do
m′ ← Decrypt(result, PK,DA);

14: end for

III. SECURITY

A. CP-ABSE

The initial assumption is that the security of the CP-ABSE
scheme is similar to the CP-ABE scheme on which it is based.
We will further demonstrate that the additional operations
introduced for searchability do not compromise the security
guarantees provided by base CP-ABE. Specifically, we will
sketch the arguments as to why the confidentiality of the
encrypted documents and the privacy of the attributes from
the access policies are preserved.

1) CP-ABE Security Model: The Setup algorithm security
for CP-ABE implies that the algorithm generates the public
parameters, PK, and a master secret key, msk. The security
requirement is that without msk, it is not feasible for adversary
to generate valid private keys for any given attribute set.

The KeyGen algorithm generates a private key Dγ for a set
of attributes γ. The security requirement is that an adversary
with some private keys Dγ1, Dγ2, Dγ3..., Dγk cannot generate
a valid private key for a new attribute set γ′, unless γ′ is a
subset of one of the sets γi where 1 ≤ i ≤ k.

Encryption and decryption security wise, the Encrypt algo-
rithm ensures that a ciphertext ct encrypted under an access
policy A can only be decrypted by a private key Dγ if γ
satisfies A. The security requirement is that an adversary
should not be able to decrypt ct without possessing such a
Dγ .

2) CP-ABSE General Scheme Overview: In addition to the
CP-ABE setup, CP-ABSE introduces an index structure and
a hash function H as system global parameters. Algorithms
wise, it introduces CreateIndex, which is executed after en-
cryption and it indexes the ciphertext using a hashed version of
the access policy; GenerateQuery, which generates queries
by hashing the attributes in the user’s private key; and Search,
which evaluates the hashed query against the hashed policies
in the index and returns available results.

Having these added algorithms, we need to take the follow-
ing security proof components into account:

• The confidentiality of the encrypted documents: Since
the encryption and decryption processes in CP-ABSE are
identical to CP-ABE, the confidentiality of the encrypted
documents relies on the security of the underlying CP-
ABE scheme. Any attack on the confidentiality of CP-
ABSE ciphertexts can be reduced to an attack on CP-
ABE ciphertexts; the index stores only hashed versions
of the access policies and does not reveal any additional
information about the plaintext or the original attributes.
The hash function H should be an irreversible collision-
free hash function, ensuring that the hashed values do not
leak information about the original attributes.

• The privacy of the attributes in the access policies: The
security of the hashed attributes in the index access poli-
cies and queries depends on the hash function H , which
should be chosen to ensure that it is computationally
infeasible to reverse-engineer the original attributes from
their hashed values. The GenerateQuery process uses
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the same hash function H , ensuring that the attributes in
the user’s private key are protected in the same way as
the attributes in the access policies.

• The search operation security: The search operation in-
volves evaluating whether the hashed query satisfies the
hashed policies in the index. This process does not reveal
any additional information about the original attributes or
the plaintext, as it only involves hashed values.

B. KP-ABSE

Similarly to CP-ABSE, the initial assumption is that the
security of the KP-ABSE scheme is the same as it is for the
base KP-ABE scheme. We will demonstrate that the additional
operations introduced to enable searchability do not compro-
mise the security guarantees provided by the underlying KP-
ABE scheme; this will be accomplished by showing that both
the confidentiality of the encrypted documents and the privacy
of the attributes are maintained.

1) KP-ABE Security Model: The security of the Setup
algorithm in KP-ABE ensures that it generates public parame-
ters, PK, and a master secret key, msk. The security condition
is that, without access to msk, it is infeasible for an adversary
to create valid private keys for any access control policy.

For the KeyGen algorithm, it produces a private key DA

corresponding to a specific access policy A. The security
condition here is that even if an adversary has access to private
keys DA1, DA2, DA3, . . . , DAk, they cannot derive a valid
private key for a new access policy A′, unless A′ is logically
equivalent to one of the known policies Ai where 1 ≤ i ≤ k.

In terms of encryption and decryption security, the Encrypt
algorithm guarantees that a ciphertext ct encrypted with a set
of attributes γ can only be decrypted by a private key DA if
the access policy A is satisfied by γ. The security requirement
is that an adversary should not be able to decrypt ct without
having an appropriate DA.

2) KP-ABSE General Scheme Overview: In addition to
the standard KP-ABE setup, KP-ABSE includes an index
structure and a hash function H as global system parame-
ters. Algorithmically, it introduces several new components:
CreateIndex, which is run post-encryption to index the
ciphertext based on a hashed version of the attribute set used
for encryption; GenerateQuery, which produces queries by
hashing the attributes in the user’s access policy contained
in their private key; and Search, which matches the hashed
query against the hashed attribute sets in the index to return
relevant results.

Given the additional algorithms, we must consider the
following security proof components:

• The confidentiality of the encrypted documents: Since the
encryption and decryption processes in KP-ABSE are the
same as in KP-ABE, the confidentiality of the encrypted
documents depends on the security of the underlying
KP-ABE scheme. Any attack on the confidentiality of
KP-ABSE ciphertexts reduces to an attack on KP-ABE
ciphertexts. The index only stores hashed versions of
the attribute sets, ensuring no extra information about

the plaintext or original attributes is revealed. The hash
function H must be an irreversible, collision-free one-
way function to prevent leakage of information about the
original attributes.

• The privacy of the access policies: The security of the
hashed attributes in the index and queries relies on the
hash function H . This function must be chosen such
that it is computationally infeasible to derive the original
attributes from their hashed values. The GenerateQuery
algorithm also uses the hash function H , ensuring that
the access policies in the user’s private key are protected
similarly to the attribute sets in the indices.

• The search operation security: The search operation
involves checking whether the hashed query satisfies
the hashed attribute sets in the index. This evaluation
process only uses hashed values and does not reveal any
additional information about the original attributes or the
plaintext.

In our following work, we plan to formally prove that any
adversary who can break the security of a CP-ABSE or KP-
ABSE scheme with non-negligible probability can also break
the security of the CP-ABE, respectively the KP-ABE on
which it is based, which implies that the security of the ASE
scheme built on top of the ABE scheme with the keywords
acting as attributes idea is at least as strong as the ABE
scheme.

IV. PRACTICAL IMPLEMENTATIONS

The proposed CP-ABSE and KP-ABSE scheme structures
are expected to be generally applicable for all existent ABE
schemes with the addition of the specific index creation,
query generation and search algorithms. In order to test the
feasibility and applicability of the transformations proposed,
several existent implementations for both CP-ABE and KP-
ABE were extended with the aforementioned steps in order
for them to become working ASE schemes.

The batch of initial implementations were taken from the
open source toolbox library Charm [15], used for prototyping
cryptosystems based on a series of provided schemes. Its
implementation is done in Python by representatives of Johns
Hopkins University as part of their Advanced Research in
Cryptography laboratory [16].

From the ABENC [17] schemes package of the library,
several schemes were successfully adapted by having the 3
algorithms added to them. The transitioning from ABE to ASE
with the 3 steps has not impacted any of the functionality
available for the implemented ABE schemes, including user
attribute revocation, user access policy adjustments, attribute
accountability hiding, policy accountability hiding and other
bonus functionalities of the given ABE schemes.

For demonstrative implementations, SHA256 was used was
used as the one-way hash function, due to its efficiency and the
fact that it is collision-free, but SHA256 hashes do not include
the salting element. That makes the hashes more susceptible
to dictionary-based cyber attacks [18]. Thus, while SHA256 is
more suitable for applications that require frequent interaction,
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bcrypt [18] is a better solution for safely storing the hashed
policies at the expense of efficiency. The proposed extensions
are not limiting to a certain hash function, policy structure or
index secret document storage method and are meant to be
a comprehensible base for the further development of ASE
schemes, based on either CP-ABE, or KP-ABE schemes.

Taking that into consideration, the following schemes from
the library were successfully adapted and tested:

• DAC-MACS [9], a multi-authority CP-ABE scheme with
efficient decryption and authority revocation implementa-
tions, proposed by Kang Yang, Xiaohua Jia, K. Ren and
B. Zhang;

• The next scheme proposed by Kang Yang, Xiaohua
Jia, the Expressive, Efficient, and Revocable Data Ac-
cess Control for Multi-Authority Cloud Storage CP-ABE
scheme [10];

• The KP-ABE lightweight attribute-based encryption
scheme for the Internet of things [11], proposed by
Xuanxia Yao, Zhi Chen and Ye Tian;

• From Attribute Based Encryption with Privacy Protection
and Accountability for CloudIoT [12], proposed by Jiguo
Li, Yichen Zhang, Jianting Ning, Xinyi Huang, Geong
Sen Poh and Debang Wang, the first proposed pairing-
based scheme for policy-hiding CP-ABE;

• One of the first proposed CP-ABE schemes, in
Ciphertext-Policy Attribute-Based Encryption [13], by
John Bethencourt, Brent Waters; this scheme is a basic
pairing-based CP-ABE scheme;

• The Rouselakis - Waters Efficient Statically-Secure
Large-Universe Multi-Authority Attribute-Based Encryp-
tion scheme [14], based on a bilinear pairing group of
prime order;

The added algorithm which needed the most scheme spe-
cific implementation was the GenerateQuery one, given the
different formats of the private keys employed by each adapted
scheme.

The development environment utilized for this project was
PyCharm Community 2024 [19] with Python 3.12, running
within a Parallels-managed virtual machine [20] on Ubuntu
22.04. The implementations were developed as prototypes,
leveraging the open-source nature of the base ABE implemen-
tations designed for educational purposes in Python, which
inherently did not prioritize maximum time efficiency.

Benchmark tests conducted post-adaptation indicated incon-
sistencies in execution times across multiple trials of the same
code. Notably, there were instances where the more complex
ASE implementations executed faster than expected, suggest-
ing the influence of external factors related to the development
environment. Consequently, these benchmark results should be
interpreted with caution and are not wholly reliable.
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VI. CONCLUSION

The formalization of transforming Attribute-Based Encryp-
tion (ABE) schemes into Asymmetric Searchable Encryp-
tion (ASE) schemes is an important step forward in the
field of cryptography. By treating attributes in ABE as key-
words in ASE, efficient search capabilities are introduced, all
while preserving the robust security properties of ABE. This
theoretical framework for Ciphertext-Policy Attribute-Based
Searchable Encryption (CP-ABSE) and Key-Policy Attribute-
Based Searchable Encryption (KP-ABSE) demonstrates the
feasibility and practicality of this approach, as evidenced by
our successful adaptation of several existing ABE schemes.

The importance of this formalization lies in its ability
to enable more secure and flexible search functionalities in
encrypted databases, which is more and more necessary for
multi-user environments with diverse access control require-
ments. Our analysis shows that the introduction of the index,
query generation, and search algorithms does not compromise
the confidentiality of encrypted documents or the privacy
of access policies and does not introduce high performance
overhead.

Moving forward, we aim to provide the formal security
proof for both CP-ABSE and KP-ABSE schemes and further
refine and optimize the three added steps: CreateIndex,
GenerateQuery, and Search. Our goal is to enhance their
efficiency, making them even more suitable for practical
applications. Additionally, we plan to develop two specific
algorithms based on this formalization: one for Key-Policy
Attribute-Based Searchable Encryption (KP-ABSE) and one
for Ciphertext-Policy Attribute-Based Searchable Encryption
(CP-ABSE); and test performance benchmarks on relevant
data. These algorithms will leverage the strengths of their
respective ABE schemes, providing tailored solutions for
different use cases and further advancing the capabilities of
searchable encryption.
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Abstract—This study evaluates the predictive capabilities of
a binary response variable using Multilayer Perceptron neural
networks (BLMLP) and binary logistic regression (BLR) in a
variable selection context. The data used was related to the
identification of prenatal factors linked to premature birth in
women already in labor. The stepwise selection method on BLR
and the Olden selection method based on the neural network
approach were used to select the most relevant variables to
predict the probability of premature birth by women. Then, the
two selection methods were combined with BLR and BLMLP
models. Using performance criteria such as sensitivity, precision,
classification accuracy, F-score, and Area Under the Curve, the
selection methods were compared to identify the best model. It
appears from the analysis that the best procedure for selecting
variables in a binary variable prediction is the use of the Stepwise
procedure followed by multilayer perceptron neural networks.

Index Terms—Binary logistic regression, neural network, mul-
tilayer perceptron, selection of variables, prediction

I. INTRODUCTION

THE DURATION of a full-term pregnancy is 41 weeks
of amenorrhoea. However, premature birth is defined

as a baby born alive before 37 weeks of amenorrhea. [1]
There are three levels of prematurity: (i) extreme prematurity
(less than 28 weeks); (ii) great prematurity (between 28 and
32 weeks) and (iii) average or late prematurity (between 32
and 37 weeks). The World Health Organisation estimates that
in 2018 there are 15 million premature babies each year,
which represents more than one in 10 babies. Nearly one
million children die each year from complications related to
prematurity [2]. Many survivors suffer lifelong disabilities,
including learning, visual and hearing impairments. Apart
from the health problems and the number of lives lost as a

result of premature birth , the consequences of premature birth
for women in labour present enormous health, psychic and
psychological risks [3], [4] that need to be mastered in order to
develop better prevention solutions. Therefore, it is important
not only to know the most significant factors responsible for
preterm birth in women, especially in labour, but also to
predict from a number of the most relevant prenatal factors
whether women already in labour will conceive prematurely
or not. For this purpose, binary logistic regression models are
most commonly used.

Binary Logistic Regression (BLR) is one of the most widely
used statistical modeling techniques in practice to predict or
to explain a binary response variable [5], [6]. BLR models
are more flexible than other techniques like parametric dis-
criminant analysis, multi-channel frequency analysis, among
other techniques [7]. The optimal conditions for good perfor-
mance of BLR are: absence or very weak presence of multi-
collinearity between the explanatory variables, linearity of the
independent variables and logarithm of odds ratios, a sufficient
number of events per independent variable and absence of
outliers having a strong influence [8], [9].

In real world situations, these conditions may not always
met. Current models are more complex and often non-linear
[10]–[13]. Among new tools to handle the complexity of
the relationship between variables and possible noises in
data are Multilayer Perceptron Neural Networks (MLP). MLP
methods do not require verification of the assumptions and
do not impose any restrictions on input variables. MLPs
belong to a very rich family of continuous functions, the main
characteristic of which is to allow great modeling flexibility.
In addition, they have demonstrated their effectiveness in
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predicting empirical data compared to traditional methods and
are applied in various fields [14]–[17]. Moreover, another
important point for the establishment of any model is the
selection of the variables to be included in the model in
order to improve its explanatory and/or predictive power [18].
The selection of variables offers several advantages, such
as: (i) facilitates the understanding or visualization of data,
(ii) facilitate deployment, (iii) reduces physical storage and
sizing requirements, (iv) improves the ratio of number of
observations and dimension of representation , (v) reduces
running time, (vi) improves knowledge of the phenomenon of
causality between descriptors and the variable to be predicted
and (vii) improves prediction performance [18].

There are several selection approaches (Manual, Backward,
Forward, Stepwise, Olden, Garson, etc.) classified in two main
categories: methods dependent on a model (wrapper methods),
which allow the selection of a subset of variables resulting
into construction of a good prediction model and the filter
methods which ensure the search for relevant variables and
then possibly their ordering [5], [6], [18]. The latter the user
and who has the possibility of eliminating one of two variables
which are significantly linked. However, the knowledge of the
user is not sufficient to fully understand the underlying causal-
ities, to discern the true links of simple artefacts, highlight
the interactions, among others. Likewise, when the number
of candidate variables is high, this knowledge-based approach
or manual selection is not easy in practice. In this case, it is
necessary to turn to automatic approaches (wrapper methods).
However, there is a panoply of selection approaches and given
the characteristics presented by the available data, it is up to
the user to sort the method most suited to the available data
and which leads to the lowest possible error rate. A method
frequently used in classical logistic regression is the stepwise
technique, which is more efficient compared to Backward and
Forward selection methods since it is a combination of these
two methods [19].

MLP approach assesses the importance of a variable as the
product of the raw input-hidden and output-hidden connections
between each input and output neuron and adds the product
across all neurons [20]. The variable selection approaches do
not necessarily lead to the same types of explanatory variables
selected or to the same number. Under these conditions, what
are the best subset of explanatory variables to consider? And
in which model to include them for prediction purposes?
This paper aims to answer these questions by comparing the
prediction of binary variables by multilayer perceptron neural
networks and binary logistic regression in a variable selection
framework for binary response prediction.

The rest of the document is structured as follows. Section 2
briefly describes the data source, provides the specifications of
the models considered, offers a brief synthesis of variable se-
lection approaches, outlines the statistical performance criteria
used, and details the data analysis methodology. The results
are presented in Section 3 and discussed in Section 4. Finally,
Section 5 concludes the paper.

II. METHODOLOGY

A. Data source

The data used in this study focuses on prenatal factors
(medical and personal) associated with preterm delivery in
women already in preterm labor. They are recorded in an
array of dimension 390 × 14 and can be accessed at 1. They
aim to get a better understanding and prediction of this threat
to boost medical analysis. The summary of these data was
generated by means of the calculation of some descriptive
statistics parameters such as mean (the standard error) for the
quantitative variables and the absolute frequency (the relative
frequency) for the qualitative variables (Table I).

TABLE I
DESCRIPTION OF VARIABLES, n = 390

Variable: Description Nature Statistics
Predictive variables

GEST: Gestational age in weeks at
the start of the study Quantitative 30.30 (2.50)

DILATE: Cervical dilation in cm Quantitative 1.24 (1.31)

EFFACE: Erasure of the collar in % Quantitative 43.98
(34.86)

CONSIS: Consistency of the neck (1
= soft, 2 = medium, 3 = firm)

Ordinal 1: 55(14.10)
qualitative 2: 127 (32.56)

3: 208 (53.33)
CONTR: Presence (= 1) or not (= 0)
of contraction

Binary 1: 355 (91.03)
qualitative 0: 35 (8.97)

MEMBRAN: Ruptured
membranes(= 1) or not (= 0)

Binary 1: 91 (23.33)
qualitative 0: 299 (76.67)

AGE: Patient’s age Quantitative 26.34 (5.31)

STRAT: Period of pregnancy Quantitative 3.23 (0.83)

GRAVID: Gravidity (number of previous
pregnancies including the current one) Quantitative 2.30 (1.45)

PARIT: Parity (number of
previous term pregnancies) Quantitative 0.78 (1.01)

DIAB: Presence (=1) or non (=0) of
a diabetes problem

Binary 1: 11 (2.56)
qualitative 0: 380 (97.44)

TRANSF: Transfer (= 1) or not (= 0)
transfer to a specialized care hospital

Binary 1: 188 (48.21)
qualitative 0: 202 (51.79)

GEMEL: Simple pregnancy (= 1) or
multiple (= 0)

Binary 1: 351 (90.00)
qualitative 0: 39 (10.00)

Variable to predict
PREMATURE: Premature delivery
(= 1) or not (= 0)

Binary 1: 266 (68.21)
qualitative 0: 124 (31.79)

B. Specification of models

1) Binary Logistic Regression (BLR): The relationship be-
tween the binary response variable, the premature by women
in labor has two classes (premature delivery versus non-
premature delivery) and various potential predictors (a col-
lection of continuous, discrete and binary variables) is mod-
eled by Binary logistic regression (BLR). If Yi denotes the
premature for the ith woman in a sample of size n = 390
(Yi = 1 if the woman in labor gives birth prematurely, and
Yi = 0 otherwise ), and Xi = (Xi1, · · · , Xia) ∈ Ra with
a ∈ N∗ denotes the corresponding predictors, the logistic
regression model expresses the relationship between Yi and

1http://eric.univ-lyon2.fr/∼ricco/cours/slides/prematures.xls
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Xi in term of the conditional probability P (Y = 1|Xi = xi)
of premature, as:

P (Y = 1|Xi = x) =
exp(β⊤xi)

1 + exp(β⊤xi)
(1)

where β⊤xi = β0 + β1xi1 + · · · + βaxia is a linear
combination between the vector xi of predictor variables:
xi = (xi0, xi1, · · · , xia)

′ ∈ Ra+1 and the vector of logistic
regression model coefficients β = (β0, β1, · · · , βa)

⊤ ∈ B ⊂
Ra+1; x0 is an additional component of unit vector and β0 is
the intercept in the model.

By applying the logistic transformation and using the equa-
tion (Eq.1), we get the linear relation between the logarithm
of the odds ratio (odds = exp(β⊤xi) ) and the independent
variables (Eq.2).

logit
(
P (Y = 1|Xi = xi)

)
= ln

( P (Y = 1|Xi = xi)

1− P (Y = 1|Xi = xi)

)

= β0 + β1xi1 + · · ·+ βaxia. (2)

Assuming that we have n independent observations:
y1, · · · , yn, and that the ith observation is a realization of the
random response variable Y , the probability density function
of Y is given by [21]:

f(yi|β) = P (Y = 1|Xi = xi)
yi(1−P (Y = 1|Xi = xi))

1−yi (3)

and the conditional likelihood function is written:

L(β|yi) =
n∏

i=1

P (Yi = 1|Xi = xi)
yi(1− P (Yi = 1|Xi = xi))

1−yi

(4)
To simplify the maximization of the equation (4), which allows
to obtain the values of β, its logarithm is used:

ln L(β|yi) =
∑

Yi=1

lnP (Y = 1|Xi = xi) (5)

+
∑

Yi=0

ln(1− P (Y = 1|Xi = xi))

And replacing the expression P (Y = 1|Xi = xi) (see
equation (1)) in equation (5), we obtain:

ln L(β|yi) =
n∑

i=1

(
yi(xiβ)− ln

(
1 + exp(xiβ)

))
(6)

The maximization of the relation ((6)) gives the estimation
of β and this includes partial differentiation using iterative pro-
cedures as Newton-Raphson algorithm, Fisher scoring method,
etc. [22], [23].

2) Formalism of Binary Logistic Multilayer Perceptron
Neural Network (BLMLP): Binary Logistic Multilayer Per-
ceptron Neural Networks are mathematical models inspired
by human brain function and represented as directed graph
(Fig.1). They are made up of neurons organized in successive
layers. The first layer is called the input layer, the last output
layer, and the middle layers are called the hidden layers. Neu-
rons are interconnected with each other by synaptic weights
(model parameters) and on the same layer, neurons cannot

Fig. 1. An example of binary multilayer perceptron neural network model,
BLMLP(a,m,1)

interconnect. Considering n ∈ N∗, the number of women to
give birth in the sample where i (i = 1, . . . , n) represents
any women in the sample, after through passing the examples
(xi, yi)1≤i≤n in the network, the output F (the likelihood of a
woman delivering a premature baby or not) is calculated using
the following equation [24]:

F (θ, x) = f(

m∑

k=1

αkf(

a∑

l=1

wklxl + wk0) + α0) (7)

where F (., .) : Θ × Ra+1 −→ [0, 1] ; θ =
(w10, . . . , wm0;w11, . . . , w1a, . . . , wm1, . . . wma;α0;
α1, . . . , αm) ∈ Θ ⊂ Rm(a+2)+1 et f(.) : R −→ [0, 1] (real
value function) are respectively the output of the model, the
vector of parameters of the model and the activation function

of the output unit and each hidden unit (f(z) =
1

1 + e−z
).

wk = (wk0, . . . , wka)
′ ∈ Ra+1 is a vector of parameters of a

hidden unit k with k ∈ [[1,m]]; et α = (α0, . . . , αm)′ ∈ Rm+1

a vector of parameters for the single output unit.
The parameter θ is estimated by minimizing the cross-

entropy error function defined by :

E(θ) = − 1

n

n∑

i=1

[yi log(F (θ, xi) + (1− yi) log(1− F (θ, xi))]

(8)
For this purpose, different algorithms are used and based on

the gradient descent procedure. The basic idea is to calculate
the partial derivatives ∂(θ)/∂wk et ∂E(θ)/∂αk using the
chain rule. There are two steps: The first is propagation learn-
ing, which calculates the error and partial derivatives, and the
second is reverse propagation learning, which calculates the
update of the resulting weight. From one algorithm to another,
only the second step changes. We briefly present the one used
in this study which is the resilient backpropagation algorithm
(Rprop) as well as a local adaptive learning program [25].

θ(k + 1) = θ(k) +△θ(k) (9)




η+ ×△(k − 1) if
∂E(θ)

∂θ
(k − 1)× ∂E(θ)

∂θ
> 0

η− ×△(k − 1) if
∂E(θ)

∂θ
(k − 1)× ∂E(θ)

∂θ
< 0

△θ(k − 1) else

(10)
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where k = number of iterations; η− et η+ are reduction and
increase factors, 0 < η− < η+. These factors are fixed at
η+ = 1, 2 et η− = 0, 5 based on theoretical considerations
and empirical assessments. This reduces the number of free
parameters to two, namely △0 and △max. The computation
is slightly more expensive than the ordinary back-propagation
but is an answer to the problems of convergence and over-
adjustment.

C. Variable selection

Variable selection eliminates irrelevant variables from the
model to improve its accuracy and also reduce the risk of
overfitting [26]. For logistic regression models, it is possible
to test the statistic of the significance of the coefficients
associated with the variables in the model [27]. These tests
can be used to build models step by step. The three most
common approaches are to start with an empty model and
successively add variables (forward selection), to start with the
complete model and remove variables (backward selection) or
by adding and removing covariates (stepwise selection). Due to
the nonlinear nature of multilayer perceptron neural networks,
the statistical tests for the significance of the coefficients that
are used in classical logistic regression cannot be applied here.
We can use the automatic relevance determination [28] or
the sensitivity analysis [20], [29] to heuristically evaluate the
importance of the input variables on the target variable. One
method used for the selection of variables is the Olden method.
This method is similar to Garson’s [30] algorithm modified by
[31] in that the connection weights between layers of a neural
network form the basis for determining varying importance.
This Olden method calculates the importance of a variable
as the product of the raw input-cached and output hidden
connections between each input and output neuron and adds
the product across all the hidden neurons. An advantage of this
approach is that the relative contributions of each connection
weight are maintained in terms of amplitude and sign with
respect to Garson algorithm which only takes into account the
absolute amplitude. Moreover, the need to reduce the number
of input variables was not linked only to the performance
of neural network models. Indeed, before the work of [32],
neural networks were treated as a “ black box ” because
they provided little information to explain the influence of
independent variables in prediction process. Thus, [32] have
proposed and demonstrated a randomization approach to statis-
tically assess the importance of axon connection weights and
input variables contribution to the neural network. Researchers
have the possibility of eliminating null connections between
neurons whose weights do not significantly influence the
output of the network thus facilitating the interpretation of the
individual and interactive contributions of the input variables
in the network. By using this randomization procedure, the
mechanism of the “ black box“ is clarified and improves the
predictive ability of neural networks.

Variable selection methods, particularly the Olden procedure
and the stepwise procedure, are favored in this work due
to their numerous advantages. The Olden method stands out

for its interpretability, allowing for easy analysis of variable
importance and their contributions to predictions, its ability to
account for correlations between variables, and its flexibility
in application to various types of complex and even nonlinear
models. On the other hand, the stepwise procedure offers an
automatic selection process that simplifies modeling, strikes
a balance between complexity and performance to avoid
overfitting, while producing simpler and more generalizable
models, as well as a solid statistical foundation to justify
variable choices. It is particularly more utilized in the health
field, where understanding the impact of each variable is
crucial for clinical decision-making. In comparison to other
methods, filtering methods evaluate variables independently of
the model, risking the neglect of interactions and potentially
leading to less relevant selection, whereas Olden and stepwise
analyze the effect of variables within the model, promoting
better selection. Clustering selection methods, while effec-
tive in reducing the number of variables, may omit crucial
information by grouping features without considering their
individual importance; in contrast, Olden and stepwise assign
a distinct value to each variable. Finally, wrapper methods
can produce excellent results but are often computationally
expensive, while Olden and stepwise prove to be more effi-
cient and suitable for large datasets while maintaining good
performance.

D. Statistical performance criterion
To evaluate and select the best performing model, goodness

of fit statistics such as sensitivity, precision, F-score,
classification accuracy (Accuracy) and the area under the
curve (AUC) are used. The closer the values of these criteria
are to 1, the better the model. They are calculated from
a confusion matrix (Table II). The notations in this table
are as follows: all true positives (TP), false negatives (FN),
false positives (FP) and true negatives (TN) [33]. In the

TABLE II
CONFUSION MATRIX

Predict: No (0) Predict: Yes(1)
Actual: No (0) True negatives (TN) False positives (FP)
Actual: Yes (1) False positives (FN) True positives (TP)

table above, True Positives are observations that have been
rated positive and actually are. False Positives are individuals
classified as positive and who are in fact negative. Likewise,
False negatives are individuals classified as negative but who
are actually positives and True negatives are observations that
have been classified as negative and are actually negative.

Sensitivity: It measures the proportion of current positives
that are correctly identified. The formula is as follows :

Sensitivity =
TP

TP + FN
(11)

Accuracy: It is the proportion of the total number of predic-
tions that are correct.

Accuracy =
TP + TN

TP + FP + TN + FN
(12)
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Precision: This is the proportion of positives that are correctly
identified.

Precision =
TP

TP + FP
(13)

F-score: It is the combination of sensitivity and positive
predictive value, which can be further called precision.

F − score =
2× Precision× Sensitivity

Precision+ Sensitivity
(14)

The AUC criterion of ROC: It expresses the probability of
placing a positive individual in front of a negative individual

AUC =
W1 − n1.(n1+1)

2

n1.n0
(15)

where :W1: the sum of the ranks of mis-classified individuals;
n1: the number of misclassified individuals ; n0: the number
of well-ranked individuals

Akaike Information Criterion (AIC): is a measure of the
quality of a statistical model. It applies to models estimated by
the maximum likelihood approach such as logistic regressions.
It is defined by :

AIC = −2log(L) + 2a (16)

where L: the likelihood of the model and a the number of
parameters in the model. It is a criterion for penalizing the
log likelihood taking into account the number of explanatory
variables. The best model is the one with the lowest AIC.

E. Data analysis methods

The data analysis was done in 5 steps :

1 st Step : Data processing

Initial data (xij , yi) (1≤i≤390 and 1≤j≤13) are normalized
using the formula (Eq.17). Therefore, they are partitioned into
training data (70%) and test data (30%). The training data is
used to establish models and test data is used to assess the
model generalization abilities.

newv =
v −minz

maxz −minz
(17)

2nd Step : Establishment of models

Two different models were considered for the prediction of
preterm delivery. First, the binary logistic regression (BLR)
model using the regression (Eq.2) with the function “glm”
from the default package “stat” of R software [34] and
based on binomial distribution. Second, multilayer perceptron
neural networks, MLP (see Eq. 7) were used by varying
the number of hidden neurons (2, 5, 8, 11, 15 and 20). The
Rprop algorithm is applied. The function ”neuralnet” from
the package ”neuralnet” of R software [34] is used [35]. The
best MLP architecture is obtained based on the performance
criteria value close to 1.

3 rd Step : Variables selection (identification of the
determinants of preterm birth)

The variable selection methods used for an effective predic-
tion of preterm delivery in women are : the Stepwise procedure
applied on the BLR model with the ”stepAIC” function from
”MASS” package of R software [34] and the AIC fit statistic
is used to measure the fit of the model during the variable
selection process. The best model is the one with the lowest
value of AIC.

The Olden procedure applied on the MLP identified in
step 2 as best. The ”olden” function of the ”NeuralNetTools”
package [36] is used and the higher the value of importance
of an explanatory variable, the more this variable affects the
response variable and the better the results . Since the number
of input variables has decreased, a new MLP architecture has
been chosen again taking into account the variables selected
by the Olden procedure.

4 th Step : Effective prediction of premature baby delivery
with selected variables and identification of the best model.

Four types of models have been developed but with regard
to the use of MLPs, the number of hidden neurons has always
been varied. These models are: (i) MLP on the variables
selected from the Olden procedure, (ii) MLP on the variables
selected from the Stepwise procedure, (iii) BLR on the
variables selected from the Olden procedure and (iv) BLR
on the variables selected from the Stepwise procedure. Based
on the performance criteria value near 1, the best model is
identified.

5 th Step : Analysis of the variables of preterm delivery
according to the best approach.

III. 3. RESULTS

A. Determination of the best architecture of multilayer per-
ceptron neural networks and establishment of classical binary
logistic regression

The performance of BLMLPs models varies depending on
the number of neurons in the hidden layer (Table III). The
BLMLP model (13, 20, 1) provided the best architecture with
13 input variables, 20 hidden neurons and an output variable
(value closed to 1 for all performance criteria: TBC = 0.99,
Sensitivity = 0.99, Precision = 1, F − score = 0.99 and
AUC = 0.99).

Regarding the binary logistic regression model, the residual
deviance (246.11) is deviated from the degrees of freedom
(274) and their ratio is equal to 0.90, AIC = 274.11, TBC =
0.76, Sensitivity = 0.88, Precision = 0.80, F − score =
0.84, AUC = 0.84.

B. Identification of selected variables according to Olden and
Stepwise procedures

Fig. 2 provides information on the importance of the ex-
planatory variables compared to the variable explained by the
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TABLE III
IDENTIFYING THE BEST NEURAL NETWORK

Architecture Sensitivity Precision F-
score

Accuracy AUC

BLMLP(13,2,1) 0.75 0.85 0.80 0.72 0.81
BLMLP(13,5,1) 0.91 0.90 0.90 0.87 0.88
BLMLP(13,8,1) 0.95 1.00 0.97 0.96 0.95
BLMLP(13,11,1) 0.96 0.99 0.97 0.96 0.95
BLMLP(13,15,1) 0.96 0.99 0.97 0.96 0.95
BLMLP(13,20,1) 0.99 1.00 0.99 0.99 0.99

Olden procedure. It reveals that a subset of 5 explanatory vari-
ables are retained among the initial 13 . These are: GEMEL,
TRANSF, GRAVID, PARIT and DILATE (importance value
greater than 0). With the Stepwise procedure, 8 explanatory
variables are selected (AIC = 266.91, lower than that of the
full model, AIC = 274.11): CLEAR, MEMBRAN, STRAT,
DIAB, in addition to the 4 variables obtained by the Olden
procedure except by GRAVID.

Fig. 2. ”Importance diagram of explanatory variables derived from the Olden
procedure

C. Comparative analysis of modeling approaches for an effi-
cient prediction of premature

The five variables selected with the Olden procedure and
the 8 resulting from the Stepwise procedure were used as
input for the BLMLPs with variation in the number of hidden
neurons (Tables IV and V). The analysis of the performance
criteria reveals that the best architectures of the binary lo-
gistic multilayer perceptron neural network are respectively
BLMLP (5, 2, 1) and BLMLP (8, 20, 1) for a good predic-
tion of the PREMATURE.

So for comparisons, the pure neural network approach
(BLMLPOlden, BLMLP (5, 2, 1)) and the approach BLMLP
and Stepwise (BLMLPOlden, BLMLP (8, 20, 1)) are re-
tained. Added to this are the binary logistic regression mod-
els with the 8 variables retained by stepwise procedure
(BLRstepwise) and the one with the 5 variables retained by
Olden procedure (BLROlden).

The comparison of predictive performances for these
four models (Table VI): Sensitivity, precision, F-score, rate
of good classification and AUC showed that the model
BLMLPstepwise(8, 20, 1) is the best model (Table VI). There-
fore, stepwise selection gives the neural network better perfor-
mance in terms of prediction. Fig. 3 presents this network. We

can therefore retain that stepwise procedure is better compared
to Olden procedure. Thus, the relevant variables to better
predict the premature delivery of a baby are :

• DIAB: presence or absence of a diabetes problem
• GEMEL: single or multiple pregnancy
• STRAT: period of pregnancy
• TRANSF: transfer or not to a hospital for specialized care
• DILATE: cervical dilation
• PARIT: parity (number of previous term pregnancies)
• EFFACE: the erasure of the collar
• MEMBRAN: rupture of membranes

TABLE IV
IDENTIFICATION OF THE BEST NETWORK WITH THE SELECTED INPUT

VARIABLES WITH OLDEN PROCEDURE

Architecture Sensitivity Precision F-
score

Accuracy AUC

BLMLP(5,2,1) 1 0.82 0.90 0.71 0.73
BLMLP(5,5,1) 1 0.81 0.90 0.68 0.72
BLMLP(5,8,1) 1 0.79 0.88 0.70 0.72
BLMLP(5,11,1) 1 0.80 0.89 0.64 0.68
BLMLP(5,15,1) 1 0.80 0.89 0.70 0.69
BLMLP(5,20,1) 0 0.78 0.00 0.54 0.58

TABLE V
IDENTIFICATION OF THE BEST NETWORK WITH THE VARIABLES SELECTED

WITH THE STEPWISE PROCEDURE

Architecture Sensitivity Precision F-
score

Accuracy AUC

BLMLP(8,2,1) 1 0.86 0.92 0.75 0.82
BLMLP(8,5,1) 1 0.85 0.92 0.80 0.88
BLMLP(8,8,1) 1 0.85 0.93 0.82 0.88
BLMLP(8,11,1) 1 0.88 0.88 0.83 0.89
BLMLP(8,15,1) 1 0.90 0.95 0.86 0.94
BLMLP(8,20,1) 1 0.91 0.95 0.88 0.97

TABLE VI
COMPARISON OF ANALYTICAL APPROACHES IN THE CONTEXT OF

VARIABLE SELECTION

Models Sensitivity Precision F-
score

Accuracy AUC

BLRstepwise 1 0.81 0.90 0.77 0.82
BLROlden 1 0.77 0.87 0.73 0.73
BLMLPstepwise 1 0.91 0.95 0.88 0.97
BLMLPOlden 1 0.82 0.90 0.71 0.73

IV. DISCUSSION

The predictive performance of empirical data based on
binary logistic multilayer perceptron neural network (BLMLP)
model is better than that of classical logistic regression (BLR),
taking into account all the starting independent variables
(full model ). Likewise, for the same subset of variables
resulting from the same variable selection procedure and
serving as input for the BLMLP and BLR models, BLMLPs
give the best prediction performance. These results could
be justified by the fact that BLMLPs are semi-parametric
classifiers and are more flexible than parametric models. They
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Fig. 3. Best model for PREMATURE prediction

use learning by example which makes them more powerful
in pattern recognition and have more ability to mimic com-
plicated patterns than classical logistic regression [37], [38].
In addition, they do not require a hypothesis [39] and are
able to find models despite the presence of noisy data or
missing data and even in the presence of multi-collinearities
between the descriptors [8], [17], [40]. Furthermore, the use
of BLR models requires satisfaction of many assumptions
which may not be true in some real cases. This is probably
the case with the PREMATURE data on which the study is
focused. Failure to respect these assumptions can affect the
predictive performance of BLR models and consequently lead
to errors in predictions [8], [9], [18] Likewise, several studies
have shown that multilayer perceptron neural networks have
better prediction skills compared to classical binary logistic
regression. [41]–[45]. But since the sample size of our data
is not large, this result is contrary to those obtained by [44],
[46] who worked on a large sample size where BLMLPs and
logistic regression classic have almost similar performance
although PCMs are powerful in concept. However, logistic
regression requires large sample sizes to make maximum
likelihood estimates powerful. [9]. The independent variables
selected vary according to the selection procedure and as well
as their numbers. This observation is certainly due to the
approaches used which are related to the estimation criterion
(AIC for the Stepwise procedure and Importance for Olden
procedure). With the Olden procedure, we can know the order
of importance and the direction of influence of each identified
descriptor, which is not the case with Stepwise where we can
only know the group of significant descriptors. Considering the
selected variables by the Stepwise procedure as input variables
for the BLMLP model (BLMLPStepwise) has good predictive
power than the models BLMLPOlden, BLRStepwise and
BLROlden. This could be justified by the fact that Stepwise
procedure got rid of all the explanatory variables not relevant
than Olden procedure. These irrelevant variables could make
the estimates numerically unstable and negatively affect the
predictive capacity of the BLMLP and BLR models [47]. This
approach seems to give a result contrary to the principle of
Occam’s Razor, which in favor of selecting, for the same
number of observations, a model with few variables with a
better chance of being more robust in generalization. However,

the number of descriptors identified with the Stepwise proce-
dure is higher than that obtained with Olden by considering
the same number of observations. This contraction could be
explained by the complicity of the data or of the possible
interactions existing between them, that the MLPs models
have the capacity to manage [44], [45]. Although the selected
variable prediction approach BLMLPStepwise gives better
predictive performance, it would be advantageous for a study
to compare Olden procedure to stepwise one depending on
the complexity of the relationship between variables. Another
advantage may be to vary the sample size and the dimension
of the variables to see how the four models will behave as the
sample size increases. Another important aspect of networks is
the choice of hyper-parameters (activation functions in hidden
layers, number of layers and hidden neurons, learning rate,
learning algorithm, etc.). The latter influence the performance
of neural networks and would be useful to explore them for
the selection of variables with Olden procedure. Moreover,
the comparisons were based on empirical data and it would
be important to repeat them on several databases through a
simulation in order to generalize the conclusions.

V. CONCLUSION

In this study, two models of prediction of a binary variable
(binary logistic regression and multilayer perceptron neural
networks) were combined with two variable selection proce-
dures (stepwise and Olden) in order to propose a new pre-
diction approach.Starting from the example of predicting the
premature or non-premature delivery of a baby, binary logistic
multilayer perceptron neural network (BLMLP) models best
predict these data compared to classical logistic regression
(BLR) models with all the starting independent variables (full
model). Also, for the same group of variables resulting from
the same variable selection procedure and serving as input
for the PCM and BLR models, the BLMLPs give the best
prediction performance. Moreover, the use of the variables
selected by the stepwise selection procedure as input variables
to neural networks has a good predictive power that the models
BLRMLPOlden, BLRStepwise and BLROlden.
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Abstract—In the past two decades, computer vision and arti-
ficial intelligence (AI) have made significant strides in delivering
practical solutions to aid farmers directly in the fields, thereby
contributing to the integration of advanced technology in pre-
cision agriculture. However, extending these methods to diverse
crops and broader applications, including low-resource situations,
raises several concerns. Indeed, the adaptability of AI methods to
new cases and domains is not always straightforward. Moreover,
the dynamic global panorama requires a continuous adaptation
and refinement of artificial intelligence models. In this position
paper, we examine the current opportunities and challenges, and
propose a new approach to address these issues, currently in the
implementation phase at CNR-ISTI.

Index Terms—Sustainable Agriculture; Artificial Intelligence;
Deep Learning; Crowd-sensing; Citizen science

I. INTRODUCTION

IN RECENT years, the emergence of deep learning, com-
bined with the increasingly widespread use of visual mon-

itoring technologies for crops, has significantly contribut-
edto the advancement of precision agriculture [1]. Uncrewed
Aerial Vehicles (UAVs) equipped with colour or multispec-
tral/hyperspectral cameras, as well as other robotic platforms
designed for close-range operations with crops, have paved the
way for the introduction of AI-assisted, data-driven approaches
in agriculture [2]. This has permitted the implementation
of precise monitoring, treatment, and harvesting techniques.
However, these advancements have primarily impacted a nar-
row range of cultivated crops, particularly specialized ones
yielding high revenues, such as high-end wine production [3].

It is clear that Artificial Intelligence (AI) and Machine
Learning (ML), including Deep Learning (DL) methods, are
versatile methodologies capable of being applied to disparate
fields, including agriculture, where their potential impact has
yet to be fully realized. However, the transfer from specific do-
mains to new ones is not always feasible or cost-effective due

to the associated efforts required for designing and developing
new models.

Numerous research and academic initiatives focus on a wide
range of crops, encompassing intensive cultivation practices
that have a significant impact on the global food supply [4].
In these contexts, DL models have demonstrated unparalleled
performance on standardized datasets [5].

Concerning such topics, the state of research on AI appli-
cations in agriculture is wide. There is still no standardized
approach, but the literature encompasses a lot of strategies
that are all focused on improving crop quality and production.
While modern DL models excel in image analysis for product
quality enhancement, other critical agricultural domains, like
water control [6], soil management, and production chain
optimization, primarily rely on tabular data or emerging multi-
modal approaches. Real-time object detection is a prominent
AI application in agriculture, though classification algorithms
often demonstrate superior performance [7] in specific con-
texts.

Recent works, as [8], try to employ knowledge-distillation
techniques to improve weed mapping, adapting complex trans-
former architecture to the agricultural domain. At the same
time, other studies [9] analyse various detection algorithms
and design possible edge computing solutions for their real-
time applications in precision agriculture. Image acquisition
modality plays a pivotal role in plant analysis studies [10],
as shown by the advancements in multi-modal imaging tech-
niques that enhance the accuracy of trait estimation and
facilitate the analysis of plant morphology and development.
For instance, integrating visible light, fluorescence, and near-
infrared imaging allows for a comprehensive assessment of
plant structures, improving the segmentation and quantifica-
tion of traits critical for phenotyping. These diverse imaging
modalities not only provide complementary information. But
also address challenges related to variable illumination and
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plant colouration, ultimately leading to more robust phe-
notypic data extraction and analysis. Object detection and
segmentation algorithms are usually more complex than their
classification counterpart; therefore, translating these models
and approaches into practical use for corporate farmers of
all scales presents challenges, as real-world variability differs
from the conditions in static benchmark datasets. To date,
while there is a right to benchmarking agricultural datasets,
no foundational models have been trained in this domain,
making only possible transfer learning strategies and training
from scratch solutions. Non-technological factors, including
user acceptability, also hinder the widespread adoption of the
latest research findings [7].

In this context, there is a growing need for developing
new methodologies to overcome the current limitations of
AI-assisted technologies. Specifically, these necessitate broad-
ening their application to new crops and different scales of
cultivation to support niche, small-scale, local, and organic
productions while preserving biodiversity and environments
through sustainable resource management. These demands
come from various stakeholders, including farmers and policy-
makers (such as the European Community [11]). At the same
time, they also originate from the Sustainable Development
Goals set by the United Nations [12], particularly Goal 2 “Zero
Hunger”. This goal includes targets such as doubling agri-
cultural productivity (Target 2.3), ensuring sustainable food
production systems, implementing resilient farming practices,
and improving land and soil quality (Target 2.4), as well as
maintaining genetic diversity through well-managed seed and
plant banks (Target 2.5).

This position paper intends to present prospective ideas
that might contribute to achieving the Sustainable Develop-
ment Goals and fulfilling the requirements for the widespread
adoption and implementation of practical artificial intelligence.
While AI has potential applications across various domains,
we focus specifically on using image-based intelligent sys-
tems to support farmers in their day-to-day operations. These
systems can act as effective assistants, enabling informed
decision-making and promoting the best practices for in-
creased yet sustainable production.

The paper is organized as follows. In Section II, we critically
review previous experiences, including ours, and highlight
their limitations. In Section III, we enumerate a set of chal-
lenges and research questions that should be addressed to reach
the scope described in this introduction. In Section IV, we
analyze the current opportunities provided by technological
advances and then explain the proposed approach rationale.
Section V concludes the paper with remarks for further anal-
ysis and prospective implementation.

II. PREVIOUS EXPERIENCES

In light of advancements in image processing, computer vi-
sion, and machine learning, considerable research efforts have
been directed toward developing intelligent systems to support
agriculture. These efforts include the creation of algorithms
for detecting, classifying, and quantifying crops and various

potential threats such as weeds, diseases, insects, and other
stressors that could impact successful harvesting. The focus
has been on analyzing remote sensing images captured by
UAVs and close-range photography obtained through handheld
devices or robot platforms.

The curation of benchmark datasets, particularly those re-
leased as open data, has played a pivotal role in enhancing the
reproducibility and extensibility of research across different
domains. Surveys on existing datasets, as documented in the
work by Lu et al. [13], have become readily available. For
instance, the PlantVillage dataset [14] has emerged as a de
facto benchmark for leaf disease classification even though
images, while numerous, may not fully represent the entirety
of natural variability. Consequently, the performance of deep
learning models on such datasets has been exceptional, with
approaches achieving maximal accuracy levels [15].

Significant endeavours have been put forth within the
AGROSAT+ project, sponsored by Barilla, to address detect-
ing and classifying weeds. Under this initiative, collaborative
efforts between CNR-ISTI and CNR-IBE have led to curating
a dataset specific to cereal crop weeds [16]. This dataset might
be valuable for weed detection and classification problems
through close-range imaging or high-resolution UAV surveys.
Additionally, its suitability for machine learning methods has
been demonstrated in [17], where again the top performance
was obtained. While intriguing and of great importance for
advancing research, the current approaches have limitations
regarding practical applications. The models’ ability to gener-
alize when processing uncontrolled, real-world images is un-
satisfactory, with a significant performance degradation of over
20%. This lack of reliability and inconsistent performance may
be unacceptable to users in real-world deployments, leading
to distrust in artificial intelligence and overall dissatisfaction,
ultimately resulting in the technology’s failure to be adopted.

In the context of the AGROSAT+ project, an additional
initiative was undertaken to address these challenges, leading
to the development of an app called “GranoScan”. This app is
designed to serve as an expert system that can be used directly
in the field to identify plant diseases and stress, as well as
detect weeds, insects, and other potential threats simply by
using pictures captured through the smartphone camera. The
app’s backend is driven by deep learning models that handle
various visual recognition tasks [18]. One notable aspect of
the app is its approach, which is somewhat independent of
the specific computational models employed. In more detail,
following an intensive period of initial data collection to train
the machine learning models, GranoScan has now entered the
production stage. Since then, a continuous stream of images
from diverse users has been processed, with user consent, and
stored to augment the dataset. This data has provided a wealth
of information that can be leveraged to enhance and refine the
models developed over the years using semi-assisted and semi-
supervised methods. The experience is still ongoing.
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III. CHALLENGES

Based on the previous experiences reported in Section II, a
critical gap in the current AI technology for sustainable agri-
culture is the absence of a well-established methodology for
the rapid deployment of models, namely of trained deep learn-
ing architecture for solving visual tasks related to agronomical
problems. These AI models must satisfy various requirements,
including robustness, adaptability, and maintainability, while
being versatile enough to address various crops. Notably, the
methodology should also ensure that the models can be easily
transferred across different domains while maintaining their
effectiveness and accuracy. For example, the models should
be capable of adapting from one crop variety to another,
regardless of similarities or differences in cultivation practices
based on geographical location, climate, and other environ-
mental conditions such as soil quality, water availability, and
farming methods (e.g. organic, with biological or natural pest
control, traditional). Developing such a methodology involves
confronting several key challenges outlined below.

One of the primary challenges in deploying AI models in
agriculture is the limited availability of comprehensive and
high-quality datasets. Indeed, as shown in the survey [13],
agricultural datasets, particularly those related to specific crops
or regions, are often sparse, fragmented, or inconsistent (see,
for instance, the dataset proposed for the challenge [19]). As
we have seen, thanks to data augmentation strategies and the
definition of ad hoc architectures, such a scarcity has not
prevented the realization of performant AI models on static
benchmark datasets. However, the generalization capabilities
observed in practice have been, in our experience, somewhat
disappointing.

Additionally, the agricultural environment is highly dynamic
and is influenced by seasonal variations, pest outbreaks, and
other temporal factors. To ensure that AI models can ef-
fectively generalize, it is crucial to train them using data
collected over multiple growing seasons in order to capture
these variations accurately. Longitudinal studies that span
several agricultural cycles can provide valuable insights into
long-term trends and enhance the model’s ability to generalize
across different conditions and time periods. Such longitudinal
assessment is feasible when analyzing routine remote sensing
images captured by satellite-borne sensors. However, when
considering the smaller scale of details (e.g., airborne sensors
and close-range images), there are currently no relevant and
accessible datasets that span multiple harvest seasons.

Climate change introduces significant unpredictability into
agricultural systems, affecting crop yields, pest prevalence, and
overall farm productivity. For this reason, AI models need to
be capable of not only interpolating within the known data
but also extrapolating to predict the impact of unprecedented
climate scenarios. This is a feature that should be taken into
account when selecting the deep learning architecture or other
machine learning paradigm to be used in a classification or
regression task. Indeed, some methods are only suited to ana-
lyze data within the convex hull of the training set, producing

in output something within the convex hull of the labels in the
training data. Although most of the classification and object
detection tasks are not apparently conditioned by these issues,
in general, reasoning about crop status, these issues should be
taken into account. In particular, this might require integrating
climate models with agricultural data to create AI systems that
can adapt to changing climatic conditions and provide reliable
recommendations for farmers.

The ultimate objective of utilizing AI-based systems in
agriculture is to convert predictive insights into actionable
knowledge that farmers can easily put into practice. This
involves not only creating user-friendly interfaces and pro-
viding effective training for farmers but also ensuring that the
AI recommendations are reliable, practical, and economically
feasible. In addition, there is a need for processes that facilitate
continuous feedback from the field to refine and update the
models, ensuring that their relevance and accuracy in real-
world applications remain stable without being affected by
potential non-stationary conditions.

IV. PROPOSED APPROACH

Having discussed the challenges towards the implementa-
tion and actual deployment of robust, adaptable, and manage-
able AI models for tackling agronomic tasks, it is important
to note that several opportunities are linked to technological
advances that can ease the identification of possible solutions.

From one side, indeed, there has been a flourishing of
research towards identifying highly efficient and robust AI
models with improved insensitivity to data variability [20].

Secondly, methods have also been analyzed from the point
of view of carbon footprint, [21] taking into account not only
the training and inference costs but also the overhead linked,
for instance, to data transfer. This is an aspect in deciding
where to collocate computationally intensive tasks over the
computational continuum, determining whether to process
directly near the node where the data has been captured
(i.e. directly on the smartphone capturing the image or on
a robotic platform) with no transfer overhead or, conversely,
on the cloud (with variable transfer costs). In such a context,
progress in hardware also allows for more freedom in such
design choices, given the general availability of computational
resources, including GPU resources, along the computational
continuum.

Finally, a third opportunity arises from the successful im-
plementation of crowd-sensing that can be attributed to two
key aspects: - the first aspect is technical, in which modern
accessible devices, such as smartphones, now offer enhanced
sensing capabilities, including LiDAR technology, multiple
camera lenses, and advanced geolocation features; - the second
aspect relates to the growing awareness and willingness of
individuals to participate in citizen science initiatives.

In this section, we propose the envisaged rationale and then
discuss in detail the three main points it leverages.

A. Rationale
The rationale of the approaches is based on the use of

three main levers that are considered to be able to effectively
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contribute to fast and efficient deployments, respecting the
requirements discussed in the previous section. The first aspect
is based on the provision, not only of statistic classification or
number produced by ML/DL models, but also on integrating
these methods with Decision Support Services (Section IV-B).
This is envisaged to respond to the need to translate insights
into actionable knowledge. Indeed, not only the output of the
image processing will be produced, but it is necessary to ac-
company this output with an explanation (in an explainability
effort) and suggestions on how this output may be used in
practice to optimize treatment, for instance, by devising an
adaptive treatment plan. Secondly, a better tradeoff between
performance and generalization capabilities should be sought
(Section IV-C). This attains research efforts in ML/DL where
new methods that have already proved promising, based on
ensembling, can achieve improved generalization capabilities
and allow for a faster domain transfer. A third ingredient is
represented by a more strategic approach to filtering crowd-
sensed information, considering uncertainty in their evaluation
since they originate from non-authoritative sources (Section
IV-D). In this case, new methodologies can be enlisted to
determine data quality and define the confidence level the new
data has to enter into the decisional processes.

In the current envisaged activities such rationale is going
to be validated (see Figure 1) in a variety of cases addressing
i) plant position detection, ii) plant count, iii) control of the
growing phase (e.g. pre/post-germination, developed, budding,
pre-flowering, pre-fruiting, ripening depending on the cultiva-
tion) and iv) anomaly detection (abnormal growth compared to
market standards, sufficient/insufficient gems,. . . ) and v) plant
threats (weeds, pests, and diseases). In addition, vi) time (of
budding, flowering, fruiting, ripening,. . . ) and vii) and volume
predictions (number of plants/flowers/fruits/biomass) as well
as viii) quality of the final product will be considered.

B. Integration with DSS

A DSS must consider several factors depending on the plant
species, including sprout number, flowering time, loss of first
flowering, and other variables.

The proposed model envisages the DSS’s intervention point
as at least twofold. Indeed, the DSS intervenes before and after
the AI models, (a) first to decide which ones to run based
on historical data, context conditions, seasons, situations, and
others, and (b) then to provide suggestions based on the results.

A hybrid DSS integrates different technologies and infor-
mation types in order to provide greater flexibility, scalability
and efficiency in helping make the right decision, the correct
application, and the proper treatment in the right place and
at the right time: knowledge-based modules allow a semantic
representation of data to extract and infer helpful informa-
tion and can include Data Mining and predictive analytics
to identify hidden patterns and relationships between data,
providing high quality and a clear explanation of decisions;
model-based modules allow optimizing the internal decision
processes by analyzing specific issues, such as the irrigation
scheduling or the crop prediction processing data, when the

target audience/stakeholder is not interested in understanding
the decision-making process but only in the results produced.

DSS can also be utilized to communicate and present
information as needed. For example, AI tools that predict
future outcomes based on historical data and trends (e.g.
forecasting flowering or fruiting times or spreading a disease)
can be activated proactively in response to specific events. The
resulting output can then be promptly presented to the user,
allowing for optimal treatment and harvesting planning.

C. Model adaptation, generalization capabilities and contin-
uous learning

A key factor is the ability of AI models to adapt to new
data, to generalize their knowledge, to apply them to new
contexts, to ensure that models are able to function properly
in different situations and to improve their accuracy over
time. At the same time, we need a model capable of learning
fast without relying on an extensive corpus of knowledge,
represented in this specific case by a dataset annotated with
ground truth. In DL, the capabilities of transfer learning are
well known: deep models trained on a dataset belonging to a
certain domain, often general purpose such as in the case of
ImageNet, are then capable of adapting more quickly and with
better performance to new domains with respect to the same
architectures initialized in a random way. In addition, zero-
shot and few-shot learning have been considered in several
contexts, achieving classification with minimal training data
[22].

In our view, we aim to address these elements by exploiting
adaptive ensembling and continuous learning.

More specifically, in adaptive ensembling [5], a few weak
models are trained in parallel, resulting in a set of specialized
modules. Such weak models are based on DL models and,
specifically, in architectures belonging to the EfficientNet
family [23]. As such, they comprise a first set of layers,
performing feature extraction and a final layer-producing clas-
sification. In our approach, such weak models are combined
together to produce a strong classifier at the deep feature level.
Namely, the original classification layer of each weak model
is neglected, and a new global classification layer, taking into
input the concatenation of the feature vectors provided by
all the weak models, is introduced and trained to obtain the
desired ensemble. Such an approach has been proven to give
promising results in domain adaptation, as in the case of olive
diseases [7], but extended analysis and diverse dataset partition
methodology should be studied to assess the added value in
robustness.

Ensembling is also suitable to support continuous learning.
As already introduced based on the yearly campaign or on a
steady stream of data coming from the field, the concept of a
static dataset has to be surpassed. The data flow indeed offers
the opportunity to update models based on deep learning to
provide increasingly accurate answers by taking advantage of
the expansion of the available case studies. To this end, it
is neither practical nor convenient to retrain the models from
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scratch at each update, but it is advisable to use a continuous
learning approach.

The possibility of shifting toward a continual learning
paradigm has significant potential: beyond providing constant
retraining, it also enables enhanced models through continuous
updates, making the system more resilient to unseen threats.
This approach is more accurate and trustworthy than consider-
ing all boundary conditions simultaneously. While classical su-
pervised deep learning algorithms can detect seasonal patterns,
they often fail to accurately predict anomalous conditions.
Moreover, they often fail to detect points of instability, which
can adversely impact the evolution of the studied environment
and potentially lead to catastrophic consequences.

From a technical perspective outside of research contexts,
the use of ensemble methods is often not aligned with com-
pany objectives and means because it requires continuous
resources. Other strategies, such as using state-of-the-art ma-
chine learning models with a priori studies of data distribu-
tion, can effectively produce one-shot models with an initial
better performance. Ultimately, the support from advanced
techniques demonstrates that moving beyond conventional
methods can lead to developing more effective models, such
as those achieved through ensemble approaches.

In the main studies of the AGROSAT+ project, it has
become clear that transferring technology and know-how from
the public to the private sector plays an important role. Even
though large companies have the possibility and the means
to sustain the production of high levels, in AGROSAT+, the

resources employed in the developed DL model are far lower
than the computational necessity of Large Language Models
(LLMs). Indeed, the training of a state-of-the-art model [15]
required only a mid-range workstation (equipped with two
RTX QUADRO 5000 GPUs, which have now become an
example of affordable accelerators), and the inference of the
trained model worked on the CPU of this machine. This API
solution lets users control their production directly with their
phone (basic technologies approach). The proposed ensemble
model was also used successfully in other scientific fields [24],
showing the potential of open-access research.

Accuracy, Precision, Recall, F1 & R1 score and any other
method largely treated in the statistical literature are the main
methods to evaluate the goodness of a DL model. Still, the
black-box nature of these algorithms hinders trust in their
performance. The public is sceptical of their benefits since it
is impossible to fully understand their inner working. For the
same reason, the scientific community, with their government
counterparts, is questioning the danger, limits, and rightfulness
of the DL models. Good practices, such as strict control
of no train-test data contamination, augmentation strategies,
and eXplainable Artificial Intelligence (XAI), are common
methods to ensure that the systems are accurate but also
trustworthy and plausible. Knowledge-based DL algorithms
are other possible solutions; in genomic and molecular biology,
AlphaFold [25] is a good example of how to evaluate the
quality of a model. AlphaFold architecture combines the
transformer attention mechanism in pairs with the Evoformer
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module; this processes correctly evaluate the data of the
biological sequence and the pair representation to output a
new possible structure. Another possible solution is Physic-
Informed Neural Networks (PiNNs) [26] that guide the sys-
tems’ output towards valid output thanks to the incorporation
of the boundary conditions of the described problem. The
listed procedures suggest that leveraging information from
crop traits could provide an intrinsic validation method for
the model, as the proposed approach aligns with natural
observations. Last, it is worth mentioning the possible benefits
of incorporating continual learning strategies to validate the
model over time. Continual learning enhances the adaptability
of DL algorithms by enabling them to incrementally acquire
information from new data while retaining the old ones used
for the previous state. This approach not only mitigates the risk
of catastrophic forgetting but also allows for dynamic updates,
thereby outputting an unbiased overall accuracy of real-world
phenomena. Consequently, the ability to control and fine-tune
the model’s performance across diverse tasks and datasets is
significantly enhanced, ensuring that the model remains robust
and effective over time.

D. Filtering and analysis of crowd-sensed data

In our previous experience with the AGROSAT+ project,
researchers dealt with the quality of data collected from
voluntary users. While the information provided, including
new images to enhance the datasets, was effective in meeting
the need for more varied spatial and temporal data, it is
essential to implement suitable filtering to avoid errors or
biases due to the non-authoritative nature of the information.
To this end, one of the first elements integrated into the
GranoScan app is a deep learning method, achieved through
supervised learning, to differentiate relevant images from those
that may not be suitable for a specific computer vision task.
However, this approach can be improved and expanded by: a)
incorporating blind general-purpose image quality assessment
methods, such as those based on deep learning (e.g., [27],
[28]), and b) developing appropriate object detectors to verify
that the image is relevant to the computer vision task (for
example, if the visual task involves identifying leaf diseases,
there should be at least one leaf in the picture, and it should
occupy a significant area). After passing through the specified
filters and if the user provides feedback, the processed image
can be stored in an expanded version of the datasets suitable
for potential model updates and fine-tuning, also according
to online procedures and to the continuous learning approach
described in Section IV-C. Furthermore, additional filtering
should be conducted to analyze the cross-correlation between
contextual and image data. This is primarily focused on iden-
tifying potential anomalies within the data, such as a disease
reported in a region of the world or during a time of year when
the disease is not expected. While such anomalies may indicate
the nonstationarity of the observed global situation (also as an
outcome of climate change), they should be carefully reviewed
by additional AI agents and, ultimately, by human observers.
This is somewhat related to the continuous monitoring of

the expert system in the operational phase to prevent biases
and drifts and contribute to the overall maintainability of the
system.

V. CONCLUSIONS

In this position paper, we have revised and enumerated
challenges and opportunities for developing AI models that
can tackle visual tasks relevant to agronomy. These mod-
els must exhibit high levels of robustness, adaptability, and
maintainability to be considered trustworthy for deployment
across various scenarios. Our proposed approach focuses on
three key elements: developing technologies for model domain
adaptation, utilizing crowd-sensing with awareness of uncer-
tainty, and integrating with reasoning and recommendation
systems to transform computational intelligence outputs into
actionable knowledge. The synergy among these three points
is also inspired by the general principles of responsibility,
accountability, explainability, and trustworthiness, which col-
lectively enhance the acceptability of our proposed solutions
by addressing both technical and non-technical requirements.

Work is currently underway as part of the STRIVE project,
and it will continue over the next two years. During this time,
experiments will be conducted to test the proposed approach,
evaluate its effectiveness, and understand its limitations. Ad-
ditional measures will involve working with the community
of farmers to raise awareness and encourage engagement.

The additional benefits of engaging the farming community
in this precision approach to agricultural practices include
building trust and improving perceptions of this tool.

An active community can guarantee a steady flow of data,
allowing the continual learning implementation part of our
solution, and communicate additional information, enabling
real-time adjustments to the predictive component of the
employed algorithm, which would otherwise not be possible.

In the future, we may consider utilizing Generative AI
and LLMs to enhance communication and interaction with
end users. However, we will proceed cautiously, as these
technologies are not yet fully mature, language support is
not consistent, and the portability and sustainability of the
technology still need to be assessed. Therefore, we may
need to postpone their application in scenarios where actual
deployment is being pursued.
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
Abstract—Stock  price  prediction  is  crucial  for  accurate 

investment decision-making and widely regarded as one of the 

most  important  tasks  in  finance.  Investors  and  financial 

professionals rely on a wide range of input data, such as market 

information,  technical  analysis,  and fundamental  analysis,  to 

make informed decisions. When it comes to financial data, it is 

important to incorporate the logical dependencies of inputs into 

the  modeling  and  prediction  process.  Therefore,  logic-based 

approaches are considered adequate for solving such problems. 

This paper proposes a novel logic-based approach to stock price 

trend prediction based on Interpolative Boolean algebra (IBA) 

and  ordinal  sums  of  conjunctive  and  disjunctive  (OSCD) 

functions. This is the very first paper that aims to explore the 

synergy of these two approaches in a real-world setting, utilizing 

their comparative advantages in different phases of modeling. 

The proposed approach is tested on a sample of 23 companies 

from the S&P500 over the  past  three  years.  The paper also 

presents the results of the application of the proposed model for 

the analyzed companies.

Index Terms—Interpolative Boolean Algebra, Ordinal Sums 

of  Conjunctive  and  Disjunctive  Functions,  Price  Trend 

Forecasting, S&P 500.

I. INTRODUCTION

INANCIAL markets  have  been  an  attractive  research 

field for application of artificial intelligence (AI) tech-

niques. The most challenging task in financial markets is to 

forecast prices because of their dynamic, complex, evolution-

ary, nonlinear, nonparametric, and chaotic nature [1]. 

F

To predict stock market movements, researchers use differ-

ent types of structured and unstructured inputs. Structured in-

puts are based on market information (such as stock prices, 

volumes, spread), technical analysis (including technical indi-

cators and chart patterns), and fundamental analysis (macroe-

conomic indicators, financial statement ratios). The unstruc-
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tured inputs include news (general financial news, company 

news) and posts from social networks (such as Twitter, Red-

dit, Facebook). Still, technical indicators and financial state-

ment ratios are the most commonly used inputs for predicting 

market movements [2] – [4].

Due to its ability to recognize patterns in data, AI and ma-

chine learning (ML) techniques are extensively used for this 

purpose [2],  [5]  – [7]  with deep learning models strongly 

emerging as the most promising predictors [8] – [11]. Being 

flexible and able to fit complex data, ML models don’t require 

a theoretical understanding of the problem, nor strong as-

sumptions about the data. However, they lack interpretability, 

which complicates the extraction of knowledge from the data. 

In the real-world setting, the predictions given by the algo-

rithm have to be fully understandable and interpretable to fi-

nancial decision makers. To overcome this issue, one could 

use logic for modeling to imitate human reasoning. Keeping 

in mind the weak theoretical background of stock price move-

ments, researchers usually combine (fuzzy) logic with some 

learning/optimization algorithms to create hybrid prediction 

models like neuro-fuzzy systems [12], [13], deep convolu-

tional-fuzzy systems [14], evolutionary-fuzzy systems [15], 

etc. Still, there are very few authors who have tried to use an 

expert-based (fuzzy) logic models solely for financial fore-

cast. One of the examples is the application of Interpolative 

Boolean algebra (IBA) for portfolio selection [16].

On the other hand, data aggregation underpins almost every 

stock price trend prediction system. The careful selection of 

the function for aggregating financial indicators into a single 

indicator is of paramount importance.  In other words, it is 

necessary to choose a function that has the desired mathemati-

cal properties, and at the same time is comprehensible even to 

decision  makers  with  a  not  so  strong mathematical  back-

ground. One possible direction is to employ simple yet effec-

tive aggregation functions, such as weighted sum [17] or or-

der weighted sum operators [18]. The other prominent ap-

proach implies using logic-based aggregation methods in a
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broader sense, e.g. Choquet integral [19]. Finally, pure logic-

based approaches based on fuzzy or multi-valued are fre-

quently used [20]. However, mixed aggregation functions 

adapted to data to cover conjunctive, disjunctive and averag-

ing behavior might be beneficial. 

In this study, we utilize logic-based aggregation to model 

future stock price movements based on a selected set of finan-

cial ratios, primarily employing fundamental analysis. We en-

gage two logic-based aggregation methods: Interpolative 

Boolean algebra and Ordinal Sums of Conjunctive and Dis-

junctive Functions (OSCD), to construct models for price 

trend prediction. OSCD serves for the aggregation of financial 

ratios within each group. Subsequently, IBA-based aggrega-

tion is employed to amalgamate the ordinal sums of the 

groups. To evaluate the proposed meta-model, we utilize a 

dataset comprising market information and financial ratio 

data of the S&P 500 companies over a three-year period on a 

quarterly basis. The price trend prediction task is formulated 

as a binary classification problem. 

It’s important to recognize that there are logical connections 

or dependencies among financial indicators within individual 

groups. For example, when the values of two indicators are 

high, they reinforce each other, leading to an upward trend (or 

increased satisfaction). Conversely, when values are low, it 

results in downward reinforcement. When some indicators are 

high while others are low, the satisfaction level falls some-

where in between. Therefore, for such cases, we require ag-

gregation functions with mixed behavior [21]. One option is 

uninorms [21], but due to the non-continuity of representative 

uninorms [22], an alternative could be ordinal sums of con-

junctive and disjunctive functions [23]. 

The next question is how to aggregate the higher-level re-

sults using ordinal sums of the indicator groups. We have cho-

sen logical aggregation (LA) based on IBA for several reasons 

[24]. First, LA is a sophisticated multi-valued aggregation ap-

proach within the Boolean framework that provides clear 

guidelines for data aggregation, from verbal descriptions to 

the final mathematical aggregation model. Finally, aggrega-

tion models based on LA are fully transparent and interpreta-

ble for decision-makers. 

The structure of this paper is given as follows. In the next 

two sections, a short overview of a theoretical background for 

the two aggregation methods, OSCD and logical aggregation 

based on IBA, is given. In Section 4 we explain the problem 

setup, describe the dataset, and propose the model. Finally, in 

the last two sections we present and discuss the experimental 

results and conclude the paper.  

II. INTERPOLATIVE BOOLEAN ALGEBRA 

Interpolative Boolean Algebra is a consistent multi-valued 

realization of Boolean algebra, preserving all the laws on 

which Boolean algebra rests [25]. Namely, IBA is proposed 

as an answer for the disregard of the law of exclusion of the 

third and contradiction in the classical phase of logic and it 

serves as a fundamental component for various multi-valued 

techniques and methods [26]-[28]. 

IBA consists of two levels: the symbolic and the value lev-

els. At the symbolic level of IBA, the structure of attributes is 

taken into account, while at the value level, values are as-

signed and the final resulting value of the expression in the 

Boolean framework is calculated [24]. The principle of struc-

tural functionality dictates that IBA transformations are per-

formed at the symbolic level before introducing values. This 

ensures that negation is treated differently compared to tradi-

tional fuzzy approaches. Focusing on the structure preserves 

all Boolean laws in the multivalued case, including the laws 

of excluded middle and contradiction, which is the main con-

tribution of IBA. 

In the IBA framework, attributes/inputs are called primary 

attributes. These attributes are elements of logical functions 

within IBA. The value realization of primary attributes within 

the classical Boolean algebra implies the use of two values 0 

and 1, while within the IBA primary attributes have [0,1]-val-

ued realization. All logical functions over primary attributes 

represent elements of IBA. On the other hand, IBA is based 

on atomic elements of Boolean algebra [25]. Atomic elements 

are the simplest elements of Boolean algebra. They are logical 

functions that do not contain any other Boolean element ex-

cept itself and 0 constant, e.g. Boolean algebra over two at-

tributes has four atoms and they are  𝑝1 ∧ 𝑝2, ¬𝑝1 ∧ 𝑝2, 𝑝1 ∧¬𝑝2 and ¬𝑝1 ∧ ¬𝑝2. 
The inclusion of atoms in a logical expression is the basis 

for the introduction of the structure of a logical expression and 

the structural level of IBA. Any logical expression is inter-

preted as a scalar product [16]: 

 𝜑(𝑝1, … , 𝑝𝑛) = 𝑃 ∙ 𝑆(𝑝1, … , 𝑝𝑛)  (1) 

where 𝑃 is vector of atomic elements and 𝑆(𝑝1, … , 𝑝𝑛) is the 

structural vector. 

At the symbolic level, the given logical expression is trans-

formed into a generalized Boolean polynomial (GBP) based 

on the transformation rules [24]: 

 (𝛼(𝑝1, … , 𝑝𝑛) ∧ 𝛽(𝑝1, … , 𝑝𝑛))⨂ =                           𝛼⨂(𝑝1 , … , 𝑝𝑛)⨂𝛽⨂(𝑝1, … , 𝑝𝑛)  (2) 

 (𝛼(𝑝1, … , 𝑝𝑛)⋁𝛽(𝑝1, … , 𝑝𝑛))⨂ = 𝛼⨂(𝑝1, … , 𝑝𝑛) +𝛽⨂(𝑝1, … , 𝑝𝑛) − 𝛼⨂(𝑝1, … , 𝑝𝑛)⨂𝛽⨂(𝑝1, … , 𝑝𝑛) (3) 

 (¬𝛼(𝑝1, … , 𝑝𝑛))⨂ = 1 − 𝛼⨂(𝑝1 , … , 𝑝𝑛) (4) 

where 𝛼(𝑝1 , … , 𝑝𝑛) and 𝛽(𝑝1, … , 𝑝𝑛) are complex elements 

of Boolean algebra.  

When it comes to the primary attributes 𝑝1, … , 𝑝𝑛, the fol-

lowing transformation rules applies [24]: 

 (𝑝𝑖 ∧ 𝑝𝑗)⨂ = {𝑝𝑖⨂𝑝𝑗 ,   𝑖 ≠ 𝑗𝑝𝑖 ,   𝑖 = 𝑗  (5) 

 (𝑝𝑖 ∨ 𝑝𝑗)⨂ = 𝑝𝑖 + 𝑝𝑗−𝑝𝑖⨂𝑝𝑗 (6) 

 (¬𝑝𝑖)⨂ = 1 − 𝑝𝑖  (7) 

IBA transformations on the symbolic level enable the 

preservation of Boolean laws in general case. Furthermore, 

the first GBP transformation rule for primary attributes (5) 

ensures idempotency within the IBA framework. 

At the value level, each element of Boolean algebra is 
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realized by GBP. In GBP, alongside standard arithmetic 

addition and subtraction operations, and the generalized 

product (GP). GP, a binary operator on the unit interval, 

belongs to a subclass of t-norms that satisfies the non-

negativity condition. It takes precedence as the highest 

priority operation within the expression. GP can be any 

function greater than the Lukasiewicz operator and less than 

the minimum [29]:  max (𝑝1 + 𝑝2 − 1,0) ≤ 𝑝1⨂𝑝2 ≤ min (𝑝1, 𝑝2) (8) 

In the IBA framework, the choice of operators for general-

ized products depends on the nature of the attributes and their 

correlation. Specifically, the Lukasiewicz operator is utilized 

for aggregating attributes of opposite nature, i.e., negatively 

correlated variables. The standard product operator is em-

ployed for uncorrelated variables. Finally, the minimum op-

erator is applied for the aggregation of attributes of the same 

or similar nature, i.e., highly correlated variables. 

From the practical standpoint, the two most successful ap-

plication areas of IBA are logical aggregation and the IBA 

similarity measure, which have been used in various fields 

[27], [28], [30] – [33]. 

Logical aggregation (LA) is a Boolean consistent and fully 

transparent aggregation technique based on IBA [24]. It im-

plies that the normalized values of the input variables are ag-

gregated using GBP or weighted sum of GBPs into the result-

ing, globally representative value. The main advantage of LA 

compared to traditional aggregation methods is that it enables 

modelling of complex logical connections that may exist in 

problems where the human factor is particularly important 

[34].  

Hence, understanding and analysing LA functions is sim-

ple, and it has found application in many areas of finance. For 

instance, IBA-based methods for portfolio selection showed 

promising results and their average monthly returns were 

aligned with the performance of the S&P500 index [16]. Also, 

a system for automatic trading on the stock market based on 

IBA is proposed [35]. Moreover, authors in [30], [36] used 

logic-based approach for financial ratio analysis of a com-

pany’s performance. 

III. ORDINAL SUMS 

Mixed aggregation functions are able to adjust to data in 

the sense of reinforcing or averaging. One category are ordi-

nal sums of conjunctive and disjunctive functions depicted in 

Fig 1.  

The ordinal sum considering two attributes is an aggrega-

tion function on [0,1] [23]: 

 𝐴(x, y) = 𝐴1(a ∧ x, a ∧ y) + 𝐴2(a ∨ x, a ∨ y) + a (9) 

where 

• for 𝑥, 𝑦 ∈ [0, 𝑎]2 we get A(x, y) = 𝐴1(x, y) 

• for 𝑥, 𝑦 ∈ [𝑎, 1]2 we get A(x, y) = 𝐴2(x, y) 

• for 𝑥, 𝑦 ∈ [0, 𝑎] × [𝑎, 1] we get 𝐴(x, y) = 𝑥 +𝑦 − 𝑎 

• for 𝑥, 𝑦 ∈ [𝑎, 1] × [0, 𝑎] we get A(x, y) = 𝑥 +𝑦 − 𝑎 

 

Fig. 1. Graphical illustration of ordinal sums 

 

When A1 is conjunctive and A2 is disjunctive function, then 

in the remaining two sub squares are described with averaging 

function: 

 A(x, y) = 𝐴𝑣(𝑥, 𝑦) = 𝑥 + 𝑦 − 𝑎   (10) 

Observe that, for conjunctive function we should keep neu-

tral element 𝐴1(a, a) = a [23]. For a=0.5 and product t-norm 

we get: 

 𝐴1(x, y) = 2 ∙ x ∙ y  (11) 

Analogously holds for disjunctive function. Hence, for 

probabilistic sum t-conorm we get:  

 𝐴2(x, y) = −1 + 2 ∙ x + 2 ∙ y − 2 ∙ x ∙ y  (12) 

The same observation holds for other t-norms and t-

conorms. We introduce here only functions used in this work. 

Lukasiewicz t-norm (as a representative of nilpotent func-

tions) is: 

 𝐴1(x, y) = max (0, x + y − 0.5)  (13) 

while its dual t-conorm is:  

 𝐴2(x, y) = min (0, x + y − 0.5) (14) 

In this way, we are able to upwardly reinforce high values 

(or assign them value 1), downwardly reinforce low values 

(or even assign them value 0) and assign average value for the 

other cases.  In the case of averaging behavior, we can manage 

inclination towards conjunctive, or disjunctive behavior.  In 

the case of careful or pessimistic evaluation (conjunctive in-

clination), we adopt, e.g., geometric mean for averaging part 

as: 

 𝐴𝑣(x, y) = 2 ∙ x ∙ y (15) 

Observe that, even though (11) and (15) have the same 

structure, they are applied on different sub squares and there-

fore behave differently. 

IV. MATERIALS AND METHODS 

A. The problem setup 

Financial prediction poses a complex and challenging 

problem, inherently fraught with uncertainty and risk. Conse-

quently, it may not always accurately foresee future outcomes 

due to unforeseen events, market volatility, or changes in un-
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derlying assumptions. Achieving accurate predictions is a pri-

mary challenge, alongside the imperative of rendering them 

comprehensible to decision-makers and fully interpretable. 

Various analytical techniques are employed in financial 

prediction, encompassing fundamental, technical, and senti-

ment analysis, alongside machine learning or statistical tools. 

However, despite the breadth of methodologies, financial pre-

dictions remain vulnerable to uncertainty and risk. Thus, en-

suring their accuracy, comprehensibility, and interpretability 

becomes paramount. 

In this paper, we aim to address a stock trend prediction 

problem, i.e., forecasting the future direction of stock prices 

by identifying patterns in historical stock price data. For the 

purpose of this paper, we will consider this problem as a bi-

nary classification. Namely, the main goal is to determine 

which companies’ stock should be bought and which stock 
should be sold. Stocks that should be bought are the ones 

which will increase in price in the future, while the stocks 

with decreasing value are considered to be sold. 

The success of the proposed models will be measured using 

standard metrics for binary classification: receiver operating 

characteristic (ROC) curve / area under the curve (AUC), to-

gether with precision, recall and F1 metric. 

B. Dataset 

This study employs a dataset consisting of financial ratios 

for 23 companies that constitute the S&P500 index. Compa-

nies are selected to cover different industries, such as the En-

ergy and Materials sectors, to Media & Entertainment com-

panies. Furthermore, companies are chosen as a balanced 

sample in terms of upward and downward price trends during 

the observed period of time. Finally, each company is de-

scribed with fundamental financial indicators collected on a 

quarterly basis for the period of three years (from December 

2021 to December 2023). The final dataset consists of 201 

instances, reflecting the availability of data and the fact that 

some of the chosen companies were not in the S&P 500 index 

throughout the entire observed period. A detailed overview of 

the companies and the industries they belong to is provided in 

Table I. 

Based on the literature review and recommendations of ex-

perts in the field, eight financial indicators were chosen as in-

puts for the experiment. The selected attributes differ in na-

ture and cover four aspects of a company’s performance and 

financial health: activity, liquidity, cash flow, and investment 

ratios. From each group, the two most significant indicators 

were chosen. Net operating assets to total assets (𝑎1) and asset 

turnover (𝑎2) are identified as representatives of activity ra-

tios, cash and cash equivalents to total assets (𝑙1) and working 

capital to total assets (𝑙2) from liquidity indicators, ratio of 

operating cash flow to total assets (𝑐1) and free cash flow yield 

(𝑐2) from cash flow indicators and earnings per share to price 

(𝑖1) and enterprise value growth rate (𝑖2) from investment ra-

tios. 

TABLE I. 

OVERVIEW OF COMPANIES AND INDUSTRIES 

Company Industry 

Accenture (ACN) Software & Services 

Align Technology (ALGN) 
Health Care Equipment & 

Services 

Amcor (AMCR) 
Materials – Containers & 

Packaging 

Broadcom Inc. (AVGO) 
Semiconductors & 

Semiconductor Equipment 

Bristol Myers Squibb 

(BMY) 

Pharmaceuticals, Biotechnology 

& Life Sciences 

Corteva (CTVA) Materials - Chemicals 

Dow Inc. (DOW) Materials – Chemicals 

Fox Corp. Class B (FOX) Media & Entertainment 

Fox Corp. Class A (FOXA) Media & Entertainment 

Fortinet (FTNT) Software & Services 

Hasbro (HAS) Consumer Durables & Apparel 

Gartner (IT) 
Materials – Containers & 

Packaging 

Mastercard (MA) Financial Services 

3M (MMM) Capital Goods 

Paramount Global (PARA) Media & Entertainment 

Paychex (PAYX) 
Commercial & Professional 

Services 

Pool Corp. (POOL) 
Consumer Discretionary 

Distribution & Retail 

Phillips 66 (PSX) 
Energy – Oil, Gas & 

Consumable Fuels 

Qorvo (QRVO) 
Semiconductors & 

Semiconductor Equipment 

Uber (UBER) Transportation 

Vici Properties (VICI) 
Equity Real Estate Investment 

Trusts (REITs) 

Warner Bros. Discovery 

(WBD) 
Media & Entertainment 

Welltower Inc (WELL) 
Equity Real Estate Investment 

Trusts (REITs) 

 

As data are on different scales, the usual step for any data 

mining task is normalization. It is also relevant in mining pat-

terns from data by logic aggregation usually working on the 

unit interval. A simple normalization might cause outliers 

skew the normalization [37]. Hence, we applied normaliza-

tion based on the inter quartile distribution in the following 

way. All values lower than 𝐿 = L =  Q1 − 1.5 ∙ (Q3 − Q1) 

are transformed to 0, while all values greater than H =  Q3 +1.5 ∙ (Q3 − Q1) are transformed into 1, where Q1 and Q3 are 

the first and third quartile, respectively.  

Inner values are normalized as (see Fig. 2). 

 𝑥∗ = 𝑥−𝐿𝐻−𝐿 (16) 

 

Fig. 2. Normalization into the unit interval adopted from [35] 
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The output variable in our case are returns of a stock price, 

i.e. the change in the price of a stock over a certain period of 

time. According to the returns, instances are divided into two 

classes depending on whether they are positive or negative. 

Accordingly, 1 is assigned to positive and 0 for negative re-

turns. 

C.  Meta-model 

The majority of models for financial prediction are based 

on a black-box approach, lacking interpretability, which is of-

ten crucial for decision-makers. Additionally, data on finan-

cial markets often incorporate a certain extent of uncertainty 

and vagueness that may hinder decision-making. Therefore, 

logic-based approaches seem to be a natural direction for the 

development of our model. 

The proposed model respects the hierarchy of selected in-

puts; that is, first, we will obtain aggregated indicators of ac-

tivity (𝐴), liquidity (𝐿), cash flow (𝐶) and investment ratios 

(𝐼), and then the final assessment for a company (𝑠𝑐𝑜𝑟𝑒). The 

model is entirely based on logic-based techniques.  

On one hand, we have chosen OC as an aggregation oper-

ation at the group level, owing to its capability to generate a 

minimized aggregation score for small attribute values and 

maximize aggregation scores for attributes with large values. 

This would result in a clear separation of preferred values 

from those representing potentially risky situations for further 

aggregation at the group level. Therefore, scores at the level 

of the groups are calculated as follows: 

 𝐴 = 𝑂𝑆𝐷𝐶(𝑎1, 𝑎2) (17) 

 𝐿 = 𝑂𝑆𝐷𝐶(𝑙1, 𝑙2) (18) 

 𝐶 = 𝑂𝑆𝐷𝐶(𝑐1, 𝑐2) (19) 

 𝐼 = 𝑂𝑆𝐷𝐶(𝑖1, 𝑖2) (20) 

On the other hand, we have implemented IBA-based logi-

cal aggregation as a final aggregation function due to the 

mathematical characteristics of IBA, along with its explaina-

bility. The final score is obtained as an LA of the scores at the 

level of the group: 

 𝑠𝑐𝑜𝑟𝑒 = 𝐿𝐴(𝐴, 𝐿, 𝐶, 𝐼) (21) 

From a mathematical standpoint, the main benefit of using 

IBA-based aggregation/decision-making models lies in their 

ability to perform a fine gradation of instances using the [0,1] 

approach, which remains consistent with the Boolean frame. 

From a practical standpoint, IBA-based models are fully in-

terpretable and transparent. The process of IBA expert-based 

modeling starts with formulating a clear verbal model that 

comprehensively addresses the needs and preferences of de-

cision-makers. This model can be easily articulated and ex-

plained to executives lacking significant mathematical 

knowledge or familiarity with IBA. Furthermore, the verbal 

model can be easily interpreted as a logical/mathematical 

model, i.e., a single logical aggregation. Subsequently, the 

logical model is transformed into a suitable GPB, either man-

ually or utilizing existing software solutions [26]. 

 𝑠𝑐𝑜𝑟𝑒 = 𝐺𝐵𝑃(𝐴, 𝐿, 𝐶, 𝐼) (22) 

 

Fig 3. The proposed meta-model 

As a final step, the GP operator is chosen based on data 

correlation, and the resulting value for each instance is calcu-

lated. Finally, the proposed metamodel is illustrated in Fig. 1. 

 

D.  Model realizations 

In order to calculate scores at the group level, three differ-

ent OSCD operators are used: 1) OSCD based on product t-

norm, probabilistic sum, and arithmetic mean; 2) OSCD 

based on product t-norm, probabilistic sum, and geometric 

mean; 3) Lukasiewicz t-norm and t-conorm. These OSCD op-

erators are presented in Figures 4-6. 

The first two OSCD operators differ only in the mean op-

erator, while the third one is based on a different t-norm. All 

three operators are thoroughly discussed and elaborated from 

a theoretical point of view in the literature [23]. Still, this may 

be seen as an attempt to investigate their practical value from 

the perspective of the presented problem. In other words, the 

experiment will show which of these operators is the best 

choice for score calculation at the group level. The value of 

the parameter 𝑎 was chosen according to the literature [23]. 

 

 

Fig 4. The graphical interpretation of OSCD with standard product t-

norm, probabilistic sum and arithmetic mean [23] 
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Fig 5. The graphical interpretation of OSCD with standard product t-

norm, probabilistic sum and geometric mean [23] 

 

 

Fig 6. The graphical interpretation of OSCD with Lukasiewicz t-norm 

and t-conorm [23] 

 

The verbal model may be easily translated into the follow-

ing logical aggregation model: 

 𝐿𝐴(𝐴, 𝐿, 𝐶, 𝐼) =  (¬𝐼 ∧ 𝐶 ∧ (𝐴 ∨ 𝐿)) ∨ (𝐼 ∧ ¬𝐶 ∧ 𝐿) (23) 

Afterwards, the logical aggregation model is treated within 

the IBA framework and transformed into the corresponding 

GBP. 

 𝑠𝑐𝑜𝑟𝑒 = 𝐺𝐵𝑃(𝐴, 𝐿, 𝐶, 𝐼) = 𝐴⨂𝐶 + 𝐿⨂𝐶 + 𝐶⨂𝐼 −𝐴⨂𝐿⨂𝐶 − 𝐴⨂𝐶⨂𝐼 − 2𝐿⨂𝐶⨂𝐼 + 𝐴⨂𝐿⨂𝐶⨂𝐼 (24) 

The final step in the proposed approach involves choosing 

the GP operator. Considering that various groups of financial 

ratios are to be aggregated, the standard product appears to be 

a natural choice. This choice is supported by correlation anal-

ysis. Indeed, correlations between groups of aggregated indi-

cators are illustrated in Figures 7-9. Since correlation coeffi-

cients are not high, the product operator is selected for the GP 

[39]. Therefore, the final aggregation score is calculated using 

the following expression: 

  𝑠𝑐𝑜𝑟𝑒 = 𝐴 ∙ 𝐶 + 𝐿 ∙ 𝐶 + 𝐶 ∙𝐼 − 𝐴 ∙ 𝐿 ∙ 𝐶 − 𝐴 ∙ 𝐶 ∙ 𝐼 − 2 ⋅ 𝐿 ⋅ 𝐶 ⋅ 𝐼 + 𝐴 ⋅ 𝐿 ⋅ 𝐶 ⋅ 𝐼 (25) 

 

 

Fig 7. Correlation Matrix of scores at the level of the group calculated 

using OSCD with standard product t-norm, probabilistic sum and arith-

metic mean 

 

 

Fig 8. Correlation Matrix of scores at the level of the group calculated 

using OSCD with standard product t-norm, probabilistic sum and geo-
metric mean 

 

 

Fig 9. Correlation Matrix of scores at the level of the group calculated 

using OSCD with Lukasiewicz t-norm and t-conorm 

V. EXPERIMENTAL RESULTS  

The proposed approach was validated by comparing the 

predicted values with the actual class of stock trend. The ac-

quired dataset is balanced, consisting of 101 instances 

(50.25%) with a negative trend, assigned class 0, while 100 

instances (49.75%) exhibit a positive trend, assigned class 1. 

The performance of classification models was evaluated 

using AUC/ROC. These metrics provide a comprehensive 
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measure of model performance in terms of binary classifica-

tion. The model with the group calculated using OSCD with 

Lukasiewicz t-norm and t-conorm (M3) achieved an AUC of 

0.7223, indicating a good ability to distinguish between posi-

tive and negative stock trends. The model with the group cal-

culated using OSCD with standard product t-norm, probabil-

istic sum, and arithmetic mean (M1) followed with 0.7206, 

and the model with the group calculated using OSCD with 

standard product t-norm, probabilistic sum, and geometric 

mean (M2) with 0.7036. The ROC curves for each model 

were plotted to visualize their performance. In Fig. 10, it can 

be seen that the curves for M1 and M3 overlap, while the ROC 

for M2 is clearly worse. 

Therefore, we may conclude that the choice of OSCD func-

tions has a significant influence on the results of classifica-

tion. It seems that the geometric mean operator has a negative 

influence on the results. On the other hand, the t-norm/t-

conorm operator did not have a strong influence, since M1 

and M2 utilize different operators. 

In order to perform more detailed analysis, confusion ma-

trices for all three models are calculated for a chosen thresh-

old, while classification performance metrics are presented in 

Table II. The best values are marked in bold font. 

For the chosen threshold, the model with the group calcu-

lated using OSCD with Lukasiewicz t-norm and t-conorm 

outperformed the remaining two models. Bearing in mind that 

we do not rely on ML approaches and the difficulty of the 

problem, AUC of 0.7223 is satisfactory. High precision in this 

domain is crucial because false positives can lead to signifi-

cant costs. Together with recall and F1 score, the models sug-

gest their reliability and effectiveness in real-world applica-

tions. 

 

Fig 10. ROC curves for proposed models 

 

TABLE III. 

PERFORMANCE OF CLASSIFICATION 

 M1 M2 M3 

AUC 0.7206 0.7036 0.7223 

Precision 0.6923 0.6737 0.7021 

Recall 0.6300 0.6400 0.6600 

F1 score 0.6597 0.6564 0.6804 

VI. CONCLUSION 

In this research, a combination of two logic-based aggrega-

tion methods is proposed for stock trend prediction. To the 

best of our knowledge, this is the first time such an approach 

with IBA and OSCD has been proposed. Although these ap-

proaches share a similar background, they have different 

mathematical properties and the potential to model different 

real-world situations. In this paper, on one hand, the financial 

indicators within the groups are aggregated by OSCD to per-

form the maximization/minimization according to the input. 

On the other hand, IBA, as a consistent real-valued generali-

zation of classical Boolean algebra, is used as a framework 

for modeling and the logical aggregation of groups of finan-

cial indicators. 

In this study, we have collected and utilized financial data 

from 23 companies across various industries to test the pro-

posed approach. The overall results provide evidence that the 

proposed approach can be used as a tool for investment deci-

sion-making in any industry sector. Moreover, based on the 

obtained results, companies can be analyzed and ranked. 

The synergy of interpolative Boolean algebra and ordinal 

sums of conjunctive and disjunctive functions is explored for 

the first time in this research. The initial results are optimistic, 

so in future work, we can consider parametric classes of these 

functions as suggested in [40] to fine-tune data evaluation. 

For this task, we need a domain expert to express the desired 

inclination and a higher amount of data to learn parameters, 

for example, using genetic algorithms. Furthermore, future 

work will be oriented towards the development of a more 

complex system that includes a broader range of financial in-

dicators covering different aspects of a company’s financial 
performance. Additionally, in this paper, two different aggre-

gation methods are used together. 
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PAVLE MILOŠEVIĆ ET AL.: THE SYNERGY OF INTERPOLATIVE BOOLEAN ALGEBRA AND ORDINAL SUMS 47



[8] O. B. Sezer, M. U. Gudelek, and A.M. Ozbayoglu, “Financial time 

series forecasting with deep learning: A systematic literature review: 

2005–2019,”  Applied  soft  computing,  vol.  90,  2020,  pp.  106181, 

https://doi.org/10.1016/j.asoc.2020.106181

[9] W. Jiang, “Applications of deep learning in stock market prediction: 

recent progress,”  Expert Systems with Applications,  vol.  184, 2021, 

pp.115537, https://doi.org/10.1016/j.eswa.2021.115537

[10] R. Corizzo, and J. Rosen, “Stock market prediction with time series data 

and news headlines: a stacking ensemble approach,” J Intell Inf Syst, 62
, 2024, pp. 27–56, https://doi.org/10.1007/s10844-023-00804-1

[11] J. Borst, L. Wehrheim, A. Niekler, and M. Burghardt, “An Evaluation 

of a Zero-Shot Approach to Aspect-Based Sentiment Classification in 

Historic German Stock Market Reports,” In FedCSIS (Communication 
Papers), 2023, pp. 51-60, http://dx.doi.org/10.15439/2023F3725

[12] G.S. Atsalakis, I.G. Atsalaki, F.  Pasiouras, and C. Zopounidis, “Bitcoin 

price forecasting with neuro-fuzzy techniques,” European Journal of  
Operational  Research,  vol.  276,  no.  2,  2019,  pp.770-780, 

https://doi.org/10.1016/j.ejor.2019.01.040

[13] S. Rajab, and V. Sharma, “An interpretable neuro-fuzzy approach to 

stock price forecasting,”  Soft Computing, vol. 23, 2019, pp.921-936, 

https://doi.org/10.1007/s00500-017-2800-7

[14] L.X.  Wang,  ”Fast  training algorithms for  deep convolutional  fuzzy 

systems with application to stock index prediction,” IEEE Transactions 
on  fuzzy  systems,  vol.  28,  no.  7,  2019,  pp.1301-1314, 

https://doi.org/10.1109/TFUZZ.2019.2930488

[15] P. Hajek, and J. Novotny, “Fuzzy rule-based prediction of gold prices 

using news affect,” Expert Systems with Applications, vol. 193, 2022, 

pp.116487, https://doi.org/10.1016/j.eswa.2021.116487

[16] A. Rakićević, P. Milošević, A. Poledica, I. Dragović, and B. Petrović, 

“Interpolative  Boolean  approach  for  fuzzy  portfolio  selection,” 

Applying fuzzy logic for the digital economy and society, 2019, pp. 23-

46, https://doi.org/10.1007/978-3-030-03368-2_2 

[17] K. Park,  and H. Shin,  "Stock price prediction based on a complex 

interrelation network of economic factors," Engineering Applications  
of  Artificial  Intelligence,  vol.  26,  no.  5-6,  2013,  pp.  1550-1561, 

https://doi.org/10.1016/j.engappai.2013.01.009

[18] C. H. Cheng, L. Y. Wei, J. W. Liu, and T. L. Chen, "OWA-based 

ANFIS model for TAIEX forecasting," Economic Modelling, vol. 30, 

2013, pp. 442-448, https://doi.org/10.1016/j.econmod.2012.09.047

[19] Y.  Cao,  "Aggregating  multiple  classification  results  using  Choquet 

integral  for  financial  distress  early  warning,"  Expert  Systems  with  
Applications,  vol.  39,  no.  2,  2012,  pp.  1830-1836, 

https://doi.org/10.1016/j.eswa.2011.08.067

[20] F. Zhang, and Z. Liao, "Stock Price Forecasting Based on Multi-Input 

Hamacher  T-Norm  and  ANFIS,"  in  Proceedings  of  the  Ninth  
International Conference on Management Science and Engineering  
Management, Berlin:  Springer  Heidelberg,  2015,  pp.  55-66, 

https://doi.org/10.1007/978-3-662-47241-5_3

[21] M.  Grabisch,  J.-L.  Marichal,  R.  Mesiar,  and  E.  Pap,  Aggregation 
Functions.  Encyclopedia  of  Mathematics  and  its  Applications. 

Cambridge: Cambridge University Press, 2009. 

[22] M.  Munar,  M.  Hudec,  S.  Massanet,  E.  Mináriková,  and  D.  Ruiz-

Aguilera, “On an Edge Detector Based on Ordinal Sums of Conjunctive 

and Disjunctive Aggregation Functions,”  In Proc. Conference of the  
European  Society  for  Fuzzy  Logic  and  Technology  (Eusflat  2023), 
Palma, 2023, pp. 271-282, https://doi.org/10.1007/978-3-031-39965-

7_23

[23] M. Hudec, E. Mináriková, R. Mesiar, A. Saranti, and A. Holzinger, 

“Classification  by  ordinal  sums  of  conjunctive  and  disjunctive 

functions  for  explainable  AI  and  interpretable  machine  learning 

solutions”,  Knowledge-Based  Systems,  vol.  220,  id.  106916,  2021, 

https://doi.org/10.1016/j.knosys.2021.106916

[24] D. Radojevic, “Logical Aggregation Based on Interpolative Boolean 

Algebra,” Mathware & Soft Computing, vol. 15, 2008, pp. 125-141.

[25] D. Radojević, “[0,1]-valued logic: A natural generalization of Boolean 

logic,” Yugoslav Journal of Operations Research, vol. 10, no. 2, 2000, 

pp. 185-216.

[26] P. Milošević, B. Petrović, D. Radojević, and D. Kovačević, “A software 

tool for uncertainty modeling using Interpolative Boolean algebra,” 

Knowledge-Based  Systems,  vol.  62,  2014,  pp.  1-10, 

https://doi.org/10.1016/j.knosys.2014.01.019

[27] I. Dragović, N. Turajlić, D. Pilčević, B. Petrović, and D. Radojević, “A 

Boolean consistent fuzzy inference system for diagnosing diseases and 

its application for determining peritonitis likelihood,” Computational  
and Mathematical Methods in Medicine, 2015. 

[28] I. Dragović, N. Turajlić, D. Radojević, and B. Petrović, “Combining 

Boolean consistent fuzzy logic and AHP illustrated on the web service 

selection  problem,”  International  Journal  of  Computational  
Intelligence  Systems,  vol.  7,  Suppl  1,  2014,  pp.  84-93, 

https://doi.org/10.1155/2015/147947

[29] P. Milošević, A. Poledica, A. Rakićević, V. Dobrić, B. Petrović, and D. 

Radojević,  “IBA-based  framework  for  modeling  similarity,” 

International Journal of Computational Intelligence Systems, vol. 11, 

2018, pp. 206-218, https://doi.org/10.2991/ijcis.11.1.16

[30] A. Rakićević, P. Milošević, B. Petrović, and D. Radojević, “DuPont 

Financial Ratio Analysis Using Logical Aggregation,” in V. E. Balas, L.  
C. Jain & B. Kovačević (Eds.), Soft Computing Applications. Advances  
in Intelligent Systems and Computing, vol.  357, Berlin: Springer, 2016, 

pp. 727-739, https://doi.org/10.1007/978-3-319-18416-6_57

[31] J.  Kostić,  M. Bakajac,  P.  Milošević,  and A. Poledica,  “Ranking of 

Banks Using Logical Aggregation,” in  N. Mladenović, G. Savić, M.  
Kuzmanović, D. Makajić-Nikolić & M. Stanojević (Eds.), Proceedings  
of the 11th Balkan Conference on Operational Research,  Belgrade: 

Faculty of Organizational Sciences, 2013, pp. 3-11. 

[32] P. Milošević,  I.  Nešić,  A. Poledica, D. Radojević,  and B. Petrović, 

“Logic-based  aggregation  methods  for  ranking  student  applicants,” 

Yugoslav Journal of Operational Research, vol. 27, no. 4, 2017, pp. 

461-477, https://doi.org/10.2298/YJOR161110007M

[33] M. Jeremić,  A.  Rakićević,  and I.  Dragović,  “Interpolative  Boolean 

algebra based multicriteria routing algorithm,”  Yugoslav Journal of  
Operations  Research,  vol.  25,  no.  3,  2015,  pp.  397-412, 

https://doi.org/10.2298/YJOR140430029J

[34] A. Poledica, P. Milošević, I. Dragović, B. Petrović, and D. Radojević, 

“Modeling  consensus  using  logic-based  similarity  measures,”  Soft  
Computing,  vol.  19,  no.  11,  2015,  pp.  3209-3219, 

https://doi.org/10.1007/s00500-014-1476-5

[35] A. Rakićević, V. Simeunović, B. Petrović, and S. Milić, "An automated 

system for stock market trading based on logical clustering," Tehnički  
vjesnik,  vol.  25,  no.  4,  2018,  pp.  970–978, 

https://doi.org/10.17559/TV-20160318145514

[36] A. Rakićević, P. Milošević, and A. Poledica, "Logic-based system for 

evaluation  of  corporate  financial  performance."  InfoM  Časopis  za 
informacione tehnologije i multimedijalne sisteme, vol. 51, 2014.

[37] M. Bramer,  Principles of  data mining.  London: Springer – Verlag, 

2020. 

[38] M. Hudec, R. Mesiar, and E. Mináriková, “Applicability of Ordinal 

Sums of Conjunctive and Disjunctive Functions in Classification,”In 
Proc.  Conference  of  the  European  Society  for  Fuzzy  Logic  and  
Technology  (Eusflat  2021),  Bratislava,  2021,  https://doi.org/ 

10.2991/asum.k.210827.081

[39] O. Anđelić, P. Milošević, I. Dragović, & Z. Rakićević, “Logic-based 

Evaluation of production scheduling rules Using Interpolative Boolean 

Algebra”,  In  Proc.  32nd  International  Conference  on  Information  
Systems  Development  (ISD  2024),  Gdansk,  2024,  accepted  for 

publication. 

[40] M. Hudec, E. Mináriková, and R. Mesiar, “Aggregation Functions in 

Flexible  Classification  by  Ordinal  Sums,”  In Proc.  Information 
Processing  and  Management  of  Uncertainty  in  Knowledge-Based  
Systems  (IPMU  2022),  Milan,  2023,  Part  I,  pp.  372-383, 

https://doi.org/10.1007/978-3-031-08971-8_31

48 POSITION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Abstract—As the combined version of rough sets (RSs) and 

q-rung  orthopair  fuzzy  sets  (q-ROFSs),  the  idea  of  q-rung 

orthopair fuzzy rough sets (q-ROFRSs) is more flexible to deal 

with  inaccurate,  uncertain and  incomplete  data.  In  this 

manuscript, we propose various q-rung orthopair fuzzy rough 

distance  measures  for  computing  the  distance  between  q-

ROFRSs.  Some  examples  are  discussed  to  exemplify  the 

efficacy of developed q-ROFR-distance measures over existing 

ones. We further demonstrate its utility in pattern recognition 

and  crop  disease  diagnosis  problems.  We  also  establish  the 

superiority  of  developed  distance  measures  over  existing 

distance  measures  on  q-ROFRSs  in  view  of  the  structured 

linguistic variables.

Index  Terms—q-rung  orthopair  fuzzy  rough  set;  distance 

measure; pattern recognition; medical diagnosis.

I. INTRODUCTION

O HANDLE the uncertain knowledge, Pawlak (1982) 

introduced a mathematical  approach, named as rough 

set theory (RST), which has been widely implemented for 

various purposes (Sayed et al.,  2024; Hosny et al.,  2024). 

Dubois & Prade (1990) invented an idea of fuzzy rough set 

(FRS)  to  deal  with  granuality,  incompleteness  and  uncer-

tainty  of  knowledge  in  information  measures.  As  an  ex-

tended version, Zhang et al. (2012) pioneered the intuitionis-

tic FRSs and implemented to the decision-making area. Fur-

ther, Sun & Ma (2014) combined soft set and FRSs, and de-

veloped the notion of soft fuzzy rough sets (SFRSs). A q-

rung orthopair fuzzy set  (q-ROFS) (Yager, 2017) is an ex-

tended version of fuzzy set (FS) in which qth powers sum of 

membership grade (MG) and nonmembership grade (NG) is 

≤1, where q≥1. Yager (2017) pointed out that the space of 

acceptable  orthopairs  increases  as  value  of  � increases, 

therefore, the q-ROFS offers more choice to scholars in stat-

ing their confidence. The doctrine of q-ROFSs is more au-

thoritative than the FS (Zadeh, 1965), intuitionistic fuzzy set 

(IFS)  (Atanassov,  1986),  Pythagorean  fuzzy  set  (PFS) 

(Yager, 2014) and Fermatean fuzzy set (FFS) (Senapati & 

Yager,  2020)  since  all  types  of  sets  are  contained  in  the 

space of q-ROFSs (Yager, 2017). 

T

Khoshaim et al. (2021) integrated the notions of rough set 

and q-ROFS and gave a new idea namely q-rung orthopiar 

fuzzy rough set (q-ROFRS). A q-ROFRS offers benefits of 

q-ROFS as well as rough set. For the first time, Khoshaim et 

al. (2021) presented the basic aggregation operators (AOs) 

to unite the q-ROFRNs into a single q-ROFRN. Ashraf et al. 

(2021)  proposed  some AOs based  on  the  combination  of 

Einstein norms and q-ROFRNs. Further, a q-ROFR Einstein 

AOs-based EDAS approach has been presented for robotic 

agrifarming  assessment  problem.  In  a  study,  Liu  et  al. 

(2021) gave an axiomatic definition of distance measure for 

q-ROFRSs. Based on the distance measure, score function 

and AOs, they introduced a hybrid decision support system 

and its  application in  major  infrastructure  projects  assess-

ment. To assess the ship energy alternatives, Qahtan et al. 

(2023) presented a fuzzy decision with opinion score model 

under  q-ROFRS  environment.  Moreover,  the  weights  of 

evaluation  criteria  have  been  determined  through  fuzzy-

weighted  zero-inconsistency  model.  With  the  use  of  q-

ROFRSs, Mishra et al. (2024) studied a combined multiple-

criteria group decision-making (MCGDM) model consisting 

of  symmetry  point  of  criterion  (SPC)  tool  for  objective 

weight of indicators, ranking comparison (RANCOM) tool 

for subjective weight of indicators and multi-attribute multi-

objective  optimization  based  on  ratio  assessment 

(MULTIMOORA)  approach  to  evaluate  and  rank  the 

sustainable enterprise resource planning systems.

Distance measure is a vital mathematical way to compute 

degree of discrimination between two objects. This concept 

has widely been utilized to the medical dignosis, MCGDM 

and  pattern  recognition  problems  (Alrasheedi  et  al.,  2023; 

Gogoi et al., 2023; Rani et al., 2024). Using distance measure, 

Wang et al. (2019) planned distance measure and FRS-based 

approach  for  reducing  the  number  of  attributes.  They 

developed  some  iterative  forms  to  determine  fuzzy  rough 

dependency  and  improtance  degree  of  attributes  and 

introdcued  iterative  assessemnt  framework  using  variable 

distance  parameter.  Based  on  granular  distance,  An  et  al. 

(2021) studied a robust FRS approach and applied it in feature 

selection problem. Sahu et al. (2021) studied distance measure 

on picture fuzzy rough sets (PFRSs) and applied for career 

selection  of  students.  Tiwari  &  Lohani  (2023)  studied  a
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conflict distance measure between interval-valued IFSs and 

its application in MCGDM problem. Using weighted FRSs, 

Wang et al. [24] presented distance measure between the 

sample and other samples in a feature selection problem. 

In the context of q-ROFRSs, Khoshaim et al. [12] gave 

the distance measure for computing the dissimilarity 

between considered criteria during the assessment of 

emergency MCGDM problem. Liu et al. [14] gave an idea of 

Euclidean q-ROFR-distance measure and discussed its 

application. Khan et al. [25] presented the hamming q-

ROFR-distance measure and its utility in the evaluation of 

positive and negative ideal solutions. Some of these 

measures are unable to make the difference between q-

ROFRSs. To overcome drawbacks of extant distances (Liu 

et al. [14]; Khoshaim et al. [12], Khan et al. [25]), this work 

introduces some distance measures for q-ROFRSs, which 

take into account the lower approximation and upper 

approximation MG and NG functions. Further, a utility of 

introduced distance measures are discussed on pattern 

recognition, crop disease diagnosis and medical diagnosis 

problems. 

Other sections are presented in the following way. 

Section 2 presents the fundamental definitions related to q-

ROFRSs. Section 3 introduces three distance measures for 

computing the degree of distance between q-ROFRSs. 

Section 4 applies the developed q-ROFR-distance measures 

to pattern recognition and crop disease diagnosis problem. 

Section 5 accomplishes the whole work. 

II. PRELIMINARIES  

In the section, we first present basic notions related to q-

ROFRSs. 

Definition 2.1 [7]. Let  1 2
, ,...,

n
R r r r=  be a fixed 

discourse set. A q-ROFS G on R is mathematically defined 

as   

( ) ( )( )  ,, ,
ii G i G i

G r Rr r r =                   (1) 

wherein
 

 : 0,1
G

R →  and  : 0,1
G

R →  denote MG and 

NG of an object ,
i

r R  respectively, with constraints 

( )0 1,
G i

r   ( )0 1,
G i

r   ( )( ) ( )( )0 1,
q q

G i G i
r r  +   

1, .
i

q r R    For ,
i

r R  a hesitancy grade is defined as 

( ) ( )( ) ( )( )1 .
G i

q qq

G i G i
r r r  = − −   

Definition 2.2 [13]. Consider R be a fixed discourse set 

and R R    be a crisp relation. Then 

(i)    is reflexive if ( ), , ,R     

(ii)   is symmetric if , R   and ( ), ,   then 

( ), ,   

(iii)    is transitive if , , ,R    ( ),     and 

( ), ,   then ( ), .   

Definition 2.3 [12].  Let R R    be defined as any 

arbitrary relation over R. Now, define a mapping 

( ):R P R  →  as 

( ) ( ) : , ,R   =      for ,R           (2) 

where ( )    is an object’s successor neighborhood   

with respect to .  Crisp approximation space (AS) is 

described as a pair ( ), .R   The lower and upper 

approximation of   over ( ), ,R   for each R  are given 

by 

( ) ( ) *
: ,R  =                                            (3) 

( ) ( ) *
: .R   =                                             (4) 

The pair ( ) ( )( ),    is stated as a rough set (RS) and 

( ) ( ) ( ) ( ), :P R P R   →  are lower and upper approximation 

operators, respectively. 

Definition 2.4 [12].  Let R be a fixed discourse set and 

( )q ROFS R R  −   be any q-ROF-relation on R. Then 

(i)   is reflexive if ( ), 1  =  and 

( ), 0, ,R  =   

(ii)   is symmetric if ( ), ,R R    ( ) ( ), ,    =   

and ( ) ( ), , ,    =   

(iii)    is transitive if ( ), ,R R    

( ) ( ) ( ), , ,
R              and 

( ) ( ) ( ), , , .
R       =       

Definition 2.5 [12].  Let R be a fixed discourse set and 

( )q ROFS R R  −   be any non-empty q-rung orthopair 

fuzzy relation on R. The pair ( ),R   is therefore stated as a q-

rung orthopair fuzzy approximation space (q-ROFAS). The 

lower and upper approximation of   over AS ( ),R   are two 

q-ROFSs for any ( ) ,q ROFS R −  given by 

( ) ( ) ( )( ) , , : ,R    =                                (5) 

( ) ( ) ( )( ) , , : ,R    =                                (6) 

where ( ) ( ) ( ) ( ), ,
R

   
  =        

( ) ( ) ( ) ( ), ,
R

    
  =        

( ) ( ) ( ) ( ), ,
R

   
  =        

( ) ( ) ( ) ( ), ,
R

    
  =        

satisfying 
( ) ( )( ) ( ) ( )( )0 1

q q

     +    and 

( ) ( )( ) ( ) ( )( )0 1, 1.
q q

q     +     As ( )   and ( )   

are q-ROFSs, ( ) ( ) ( ) ( ), :q ROFS R q ROFS R   − → −  

are lower and upper approximation operators. Thus, a pair 

( ) ( ) ( )( ),   =    

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )( ) , , , , : R         =        is 

referred as q-ROFRS. For ease, 
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( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) , , , , : R           =      

 is defined as ( ) ( ) ( )( ), , ,     =  and named as q-rung 

orthopair fuzzy rough number (q-ROFRN) and its collection 

is acknowledged as q-ROFRS(R). 

Definition 2.6 [14].  Let ( ) ( ) ( )( )1 1 1
,   =    

( ) ( )( )1 1 1 1
, , ,   =  and ( )2

   ( ) ( )( )2 2
, =    

( ) ( )( )2 2 2 2
, , ,   =  be two q-ROFRNs and 0   be a real 

number. Then, Liu et al. [14] defined some operations on q-

ROFRNs, given as 

(i) ( )( ) ( )( ) ( )( )( ) ( ) ( )( ), , , ,
c c c

j j j j j j j
       =    =  

(ii) ( ) ( ) ( ) ( ) ( ) ( )( )1 2 1 2 1 2
, ,      +  =        

(iii) ( ) ( ) ( ) ( ) ( ) ( )( )1 2 1 2 1 2
, ,        =        

(iv)  ( ) ( ) ( )( ), , 1, 2,
j j j

j      =   =  

(v)  ( )( ) ( )( ) ( )( )( ), , 1,2,
j j j

j
  

   =   =  

(vi)  
( )
( )

( ) ( )( )1

1 2

2

c
 




=   


 

( ) ( )( ) ( ) ( )( )( )1 2 1 2
,

cc

   =        

Definition 2.7 [14]. Let G, H and T be three q-ROFRSs. A 

q-ROFR distance measure 

: ( ) ( ) [0,1]d q ROFRSs R q ROFRSs R−  − →  is a real-

valued mapping which satisfies the given axioms: 

(i) ( , ) 0,d G H   

(ii) ( , ) 0d G H =  iff ,G H=  

(iii) ( , ) ( , ),d G H d H G=  

(iv) If ,G H T   then ( , ) ( , )d G H d G T  and 

( , ) ( , ).d H T d G T  

III. PROPOSED Q-ROFR-DISTANCE MEASURES 

This section develops some distance measures to calculate 

the degree of dissimilarity between q-ROFRSs. Moreover, 

some examples are discussed to illustrate the usefulness of 

developed distance measures over extant distance measures 

(Khoshaim et al. [12], Liu et al. [14], Khan et al. [25]).  

Let G and H be the q-ROFRSs. Then three q-ROFR-

distance measures are given as 

( )1 ,d G H  

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )1

1
.

4

q q q q
n i i i iH HG G

q q q q
i

i i i iH HG G

r r r r

n
r r r r

   

   =

 − + − 
 
 + − + − 
 

=   (7) 

( )2 ,d G H  

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1

1
.

4

q q q q
i i i iH HG G

n
q q q q

i i i iH HG G

i

q q q q
i i i iH HG G

r r r r

r r r r
n

r r r r

   

   

   
=

 − + − 
 
 + − + −
 
 
 + − + −
 

=     (8) 

( )3 ,d G H  

( ) ( )( )
( ) ( )

( ) ( )( )
( ) ( )

( ) ( )( )
( ) ( )

( ) ( )( )
( ) ( )

2 2

2 2
1

2 23
.

4

2 2

q q q q
i i i iH HG G

q q q qn
i i i iH HG G

q q q qi
i i i iH HG G

q q q q
i i i iH HG G

r r r r

r r r r

n
r r r r

r r r r

   

   

   

   

=

 − − 
+ + + + + 

 
 − −
 + +
 + + + + 

=   (9) 

Property 3.1. For two q-ROFRSs G and H, 

0 ( , ) 1,
j

d G H   where j = 1, 2, 3.  

Property 3.2. For two q-ROFRSs G and H, 

( , ) 0
j

d G H =  iff ,G H=  where j = 1, 2, 3. 

Property 3.2. ( , ) ( , ),
j j

d G H d H G=  where G and H are 

two q-ROFRSs and j = 1, 2, 3. 

Property 3.4. Let G, H and T be three q-ROFRSs. If 

,G H T   then ( , ) ( , )
j j

d G H d G T  and 

( , ) ( , ),
j j

d H T d G T  where j = 1, 2, 3. 

Next, we present an example as Example 3.1 consisting of 

six different pairs of q-ROFRSs. Through this example, we 

highlight the drawbacks of extant q-ROFR-distance 

measures (Khoshaim et al. [12], Liu et al. [14], Khan et al. 

[25]). To this aim, we firstly recall the existing measures by 

Khoshaim et al. [12], Liu et al. [14], Khan et al. [25], given 

as follows:  

Khoshaim et al.’s q-ROFR-DM [12]: 

( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1

2 2 2 2

4
2 2 2 2

1
, .

2

p pp

G H G H

p p

G H G H

d G H

   

   

 
− + − 

=  
  + − + −
 

  (10) 

Liu et al.’s q-ROFR-DM [14]: 

( )

( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )

1
2 22 2

2 22

5

2 2

1
, .

4

q q q q

G H G H

q q q q

G H G H

q q q q

G H G H

d G H

   

   

   

 
− + − 

 
 = + − + − 
 
 + − + − 
 

 (11) 

Khan et al.’s q-ROFR-DM [25]: 

( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) )
6

1
, .

4

G H G H

G H G H

G H G H

d G H

   

   

   

 − + −
 
 = + − + − 
 + − + −  

           (12) 

 

Example 3.1. Consider the six different pairs of q-

ROFRSs, which are given as Set-1: {G =(0.26,0.36), 

(0.36,0.46), H =(0.36,0.26), (0.46,0.36)}, Set-2: {G = ((1,0), 

(1,0)), H = (0,1), (0,1)}, Set-3: {G = ((1,0), (1,0)), H = 
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((0,0), (0,0))}, Set-4: {G = ((0.5,0.5), (0.5,0.5)), H = ((0,0), 

(0,0))}, Set-5: {G = (0.36,0.16), (0.46,0.26), H = 

(0.46,0.26), (0.56,0.36)} and Set-6: {G = ((0.36,0.16), 

(0.46,0.26)), H = ((0.46,0.16), (0.56,0.26))}. Next, we 

compute the degree of distance between these pairs of sets 

through the proposed and existing q-ROFR-distance 

measures (Khoshaim et al. [12], Liu et al. [14], Khan et al. 

[25]).  

Table I presents required computational results of the q-

ROFR-distance measures. On account of the obtained 

results, we draw the following conclusions: 

• For two sets (Set-2 and Set-3), it can be observed that the 

q-ROFR-distance measure by Liu et al. [14] obtains the 

same value “1.803”. It means that Liu et al.’s distance 
measure does not fulfil the postulate (i) of Definition 2.7. 

• The distance measure by Khan et al. [25] is unable to 

differentiate two different pairs of sets (Set-1 and Set-6) as 

it obtains the same value “0.1”. For three sets (Set-2, Set-3 

and Set-4), Khan et al.’s [25] distance measure is unable to 

describe the difference between two different q-ROFRSs. 

• The proposed q-ROFR-distance measure satisfies the 

axiomatic requirements of distance measure, given in 

Definition 2.7. For very similar but different q-ROFRSs, 

the proposed distance measure provides clear and rational 

data, which shows its effectiveness and rationality over 

extant measures (Khoshaim et al. [12], Liu et al. [14], 

Khan et al. [25]). 

IV. VARIOUS APPLICATIONS ON Q-ROFR ENVIRONMENT 

To verify the rationality of introduced q-ROFR-distance 

measure given in Eq. (7)-Eq. (9), we present their utility in 

the field of pattern recognition and crop disease diagnosis. 

A. Application to Pattern Recognition  

Let us assume four known patterns R1, R2, R3 and R4, 

which have classifications S1, S2, S3 and S4, respectively.  

The known patterns are characterized by given q-ROFRSs in 

 1 2
,R r r= : 

( ) ( )( ) ( ) ( )( ) 1 1 2, 0.9,0.5 , 0.6,0.7 , , 0.8,0.6 , 0.5,0.7 ,R r r=  (13) 

 ( ) ( )( ) ( ) ( )( ) 2 1 2, 0.4,0.7 , 0.5,0.6 , , 0.7,0.5 , 0.4,0.6 ,R r r=  (14) 

( ) ( )( ) ( ) ( )( ) 3 1 2, 0.3,0.6 , 0.6,0.5 , , 0.5,0.7 , 0.7,0.3 ,R r r=  (15) 

( ) ( )( ) ( ) ( )( ) 4 1 2, 0.5,0.8 , 0.2,0.6 , , 0.7,0.5 , 0.6,0.6R r r=  (16) 

Given an unknown pattern is defined as 

( ) ( )( ) ( ) ( )( ) 1 2, 0.6,0.5 , 0.5,0.5 , , 0.3,0.7 , 0.5,0.6 .T r r=  (17) 

The objective is to identify that which class does the 

unknown pattern’s T belong to. In accordance with the 

doctrine of minimum distance measure between q-ROFRSs, 

the procedure of assigning T to *
k

S  is defined as 

          ( ) *
arg min , , 1, 2,3.k

k
k d R T = =                     (18) 

Table II shows computational outcomes of q-ROFR-distance 

measures. Based on the obtained results, it has been 

observed that the pattern T is being classified to S3 as it has 

least degree of distance on known pattern Rk and unknown 

pattern T. 

Table III. 

Degree of distance measure  ( , ), 1,2,3,4kd R T k    

Pattern R1 R2 R3 R4 

T 0.437     0.699     0.393     0.449 

B. Application to Crop Disease Diagnosis 

Here, we apply the proposed q-ROFR-distance measures 

for diagnosing the crop disease in an Indian region. This 

study consists of sets of crops, diseases and factors, which 

are represented by P = {Wheat, Rice, Carrot, Onion red}, H 

= {Viroid, Fungal, Nematodes, Bacterial, Phytoplasmal} and 

V = {Temperature, Soil moisture, Insect, pH value, 

Humidity}, respectively. Table III displays related features 

of considered diseases and Table IV presents the symptoms 

features of given crops in terms of q-ROFRNs.  

In order to do a proper diagnosis, we compute for each 

crop ,ip P  where  1, 2,3, 4 ,i  the degree of q-ROFR-

distance measure ( )( ),i kd f p h  on crop symptoms and set 

of symptoms that are feature for each diagnosis kh H  with 

 1, 2,3, 4,5 .k   Similar to Eq. (18), the proper diagnosis 

*
k

h  for ith crop is determined as follows: 

TABLE I. 

COMPARATIVE RESULTS BY DIFFERENT Q-ROFR-DISTANCE MEASURES 

Sets 
Distance measures d1 d2 d3 d4 d5 d6 

Set-1 G = ((0.26,0.36), (0.36,0.46)) 

H = ((0.36,0.26), (0.46,0.36)) 

0.3     0.333     0.1     0.092     0.079     0.1   

Set-2 G = ((1,0), (1,0)) 

H = ((0,1), (0,1)) 

1.0    1.307     1.0     1.260     1.803     1.0     

Set-3 G = ((1,0), (1,0)) 

H = ((0,0), (0,0)) 

0.707     0.924     0.707     1.0     1.803     1.0     

Set-4 G = ((0.5,0.5), (0.5,0.5)) 

H = ((0,0), (0,0)) 

0.595     0.648     0.399     0.315     0.419     1.0     

Set-5 G = ((0.36,0.16), (0.46,0.26)) 

H = ((0.46,0.26), (0.56,0.36)) 

0.298     0.335     0.099     0.099     0.153     0.2     

Set-6 G = ((0.36,0.16), (0.46,0.26)) 

H = ((0.46,0.16), (0.56,0.26)) 

0.225 0.262 0.077 0.093 0.124 0.1 
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            ( ) *
arg min ( ), , 1, 2,3.i k

k
k d f p h = =           (19) 

We allocate to the ith crop the diagnosis whose symptoms 

have lowest degree of distance measure from crop 

symptoms. Table V shows the required computational 

results of crop disease diagnosis. 

It can be observed from Table V that “Wheat” is most 
affected by Bacterial, “Rice” is most affected by Fungal 
disease, “Carrot” is affected by Nematodes and “Onion red” 
is most affected by Fungal disease. 

C. Applications, gaps and future directions of q-ROFRSs 

In the thematic assessment, numerous emerging ideas 

have been surfaced, contributed to the developing landscape 

of q-ROFRSs literature. These concepts incorporate various 

disciplines namely correlation coefficient, similarity 

measure assessment on q-ROFRSs, calculations relating q-

ROFRNs, the generalization of q-ROFRS with 2-Tuple 

linguistic approach and the application of q-ROFRSs in 

healthcare, digital technology mainly in the evaluation of 

challenges and barriers. Briefing understudied regions in q-

ROFRSs literature, Table VI is presented by the authors, 

helps as a concise reference for future direction. 

V.   CONCLUSION 

In the paper, we have introduced three new distance 

measures for q-ROFRSs with their enviable properties in the 

context of q-ROFRSs. We have discussed the consistency 

and efficacy of the developed distance measures through a 

comparative example consisting of six different pairs of q-

ROFRSs. In addition, we have highlighted the counter-

intuitive cases of Khoshaim et al. [12], Liu et al. [14] and 

Khan et al. [25] q-ROFR-distance measures. It has been 

obtained that in some circumstances, developed q-ROFR-

distance measures perform better than some of the existent 

distance measures for some sets of q-ROFRSs. Further, the 

developed q-ROFR-distance measures has been 

implemented to the pattern recognition and crop disease 

diagnosis problems. In future, the developed q-ROFR-

distance measures can be used to solve texture extraction 

and medical diagnosis problems. In addition, the proposed 

measures can be extended under different fuzzy 

environments such as interval-valued q-ROFRSs, linear 

Diophantine fuzzy rough sets, hypersoft rough sets and 

others. 

TABLE IIIV. 

CROPS-SYMPTOMS Q-RUNG ORTHOPAIR FUZZY ROUGH RELATION 

Crops Temperature Soil moisture Insect pH value Humidity 

Wheat ((0.3, 0.6), (0.2, 0.8)) ((0.4, 0.8), (0.5, 0.7)) ((0.5, 0.9), (0.3, 

0.4)) 

((0.4, 0.9), (0.4, 

0.7)) 

((0.6, 0.5), (0.5, 0.4) 

Rice ((0.4, 0.5), (0.5, 0.9)) ((0.2, 0.6), (0.5, 0.4)) ((0.7, 0.4), (0.2, 

0.8)) 

((0.5, 0.7), (0.3, 

0.5)) 

((0.4, 0.4), (0.5, 0.6)) 

Carrot ((0.4, 0.6), (0.3, 0.5)) ((0.3, 0.6), (0.2, 0.5)) ((0.5, 0.6), (0.7, 

0.4)) 

((0.5, 0.4), (0.6, 

0.3)) 

((0.4, 0.6), (0.3, 0.4)) 

Onion red  ((0.5, 0.7), (0.5, 0.4)) ((0.6, 0.4), (0.5, 0.5)) ((0.7, 0.2), (0.6, 

0.5)) 

((0.4, 0.6), (0.5, 

0.3)) 

((0.8, 0.4), (0.5, 0.2)) 

 

TABLE IVII. 

SYMPTOMS-DISEASES Q-RUNG ORTHOPAIR FUZZY ROUGH RELATION 

Symptoms Viroid  Fungal Nematodes Bactarial Phytoplasmal 

Temperature ((0.6, 0.7), (0.2, 0.5)) ((0.8, 0.4), 

(0.4, 0.6)) 

((0.9, 0.2), 

(0.4, 0.3)) 

((0.6, 0.5), 

(0.5, 0.2)) 

((0.8, 0.5), (0.3, 0.6)) 

Soil Moisture ((0.9, 0.4), (0.6, 0.3)) ((0.7, 0.6), 

(0.4, 0.2)) 

((0.5, 0.7), 

(0.5, 0.1)) 

((0.8, 0.4), 

(0.5, 0.2)) 

((0.7, 0.6), (0.5, 0.1)) 

Insect ((0.7, 0.5), (0.4, 0.2)) ((0.8, 0.3), 

(0.5, 0.2)) 

((0.6, 0.5), 

(0.5, 0.3)) 

((0.4, 0.9), 

(0.4, 0.3)) 

((0.9, 0.4), (0.5, 0.3)) 

pH value ((0.9, 0.3), (0.5, 0.3)) ((0.6, 0.5), 

(0.3, 0.5)) 

((0.8, 0.4), 

(0.5, 0.2)) 

((0.7, 0.6), 

(0.5, 0.2)) 

((0.6, 0.8), (0.5, 0.4)) 

Humidity ((0.3, 0.9), (0.2, 0.7)) ((0.8, 0.4), 

(0.5, 0.3)) 

((0.7, 0.6), 

(0.6, 0.2)) 

((0.6, 0.5), 

(0.2, 0.6)) 

((0.4, 0.7), (0.6, 0.2)) 

 

TABLE V. 

DEGREE OF DISTANCE MEASURE ON EACH CROP SYMPTOMS AND CONSIDERED SET OF POSSIBLE DIAGNOSES 

Crops  Viroid Fungal Nematodes Bacterial  Phytoplasmal 

Wheat 0.567     0.504     0.513     0.47     0.497 

Rice 0.53    0.441     0.514     0.493     0.454 

Carrot 0.454     0.47     0.44    0.455     0.449 

Onion red  0.471     0.371     0.429     0.429     0.436 
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Abstract—The  demand  for  Electric  Vehicles  (EVs)  is 

increasing exponentially in recent times because of its ability to 

minimize  energy savings  and carbon emission.  However,  the 

charging process and charging option increases the challenges 

for EV adoption. With the growing adaptability to EVs, the need 

for addressing the challenges related to limited range and the 

availability  of  charging  infrastructure  becomes  crucial.  This 

paper  presents  an  optimized  deep  learning-based  charge 

scheduling approach in EVs for intelligent transport systems. 

The study leverages the Deep Reinforcement Learning (DRL) 

for making real-time decisions. The DRL model is trained using 

various features such as Battery critical percentage (SOC), time 

slots, nearest charge station, and availability of charging station. 

The  features  are  optimized  using  a  nature  inspired  Whale 

Optimization  Algorithm  (WOA),  which  helps  in  obtaining 

optimal  charge  scheduling.  The  proposed  approach  is 

experimentally evaluated in terms of reducing the tow counts in 

the  selected  region.   Results  from the  experimental  analysis 

validate  the  efficacy  of  the  proposed  approach  in  achieving 

optimal charge scheduling and navigation for EVs which also 

improve  energy  efficiency  and  reduce  charging  costs  and 

charging time.

Keywords—Electric Vehicles, Charge Scheduling, Intelligent 

Transport  System,  Particle  Swarm  Optimization,  Whale 

Optimization Algorithm, Deep Reinforcement Learning.

I. INTRODUCTION

HE ADOPTION of Electric Vehicles (EVs) is growing 
immensely  for  achieving  environmentally  friendly 

transportation  by  reducing  the  use  of  fossil  fuel  thereby 
contributing to the zero emission of toxic greenhouse gas [1]. 
Despite the advantages, the adaptability of EVs is restricted 
due to the challenges associated with the charging process 
such as limited charging stations, availability of charging slots, 
dynamic  charging  patterns,  and  varying  load  demand  [2]. 
These factors contribute to the increase in the peak demand, 
grid overload condition, voltage fluctuation etc., which affect 
the performance efficiency of EV echo system [3] [4]. This 
inefficiency results  in  traffic  congestion near  the  charging 
stations that impacts traffic planning, and traffic order [5]. 
This  problem  can  be  addressed  by  the  intelligent 
transportation system wherein the details about the availability 
of charging station and time slot can be obtained beforehand. 
Several studies have focused on developing optimized charge 
scheduling mechanisms [6] [7] [8]. These techniques intend to 
avoid overload on the charging station during peak hours. 
However, most of these techniques calculate the charging time 
when  EVs  are  either  parked  at  home  or  parking  lots.  In 
practical scenarios, EV users require charging stations while 
driving (both shorter and longer durations) due to the limited 
capacity of EV batteries [9]. In this context, in real time, an 

T

efficient navigation mechanism is required to suggest optimal 
route and availability of charging stations for charging EVs 
considering different aspects such as distance, charging rate, 
and  waiting  time  [10][11][12].  On  this  basis,  a  novel 
optimized  charging  scheduling  framework  for  supporting 
multiple EVs is designed, developed and evaluated in this 
work. The prominent aspects of this manuscript are as follows:

 A feature extraction technique is employed to extract the 
relevant features related to the charge scheduling and a 
DRL  based  feature  selector  known  as  (DRLFS)  is 
implemented for finding suitable features to improve the 
charge scheduling process.

 The selected features are optimized using a nature inspired 
WOA to obtain an efficient optimal charge scheduling in 
EVs.

 This  framework  efficiency  is  evaluated  checking  the 
number of tow count i.e., number of vehicles dead on the 
road before reaching its destination.

The rest of the paper is organized as follows. Section II 
discusses  charge  scheduling  techniques  presented  in  other 
works. Section III discusses the proposed charge scheduling 
framework in EV charging navigation for intelligent transport 
systems. Section IV briefs the simulation results and Section V 
concludes the paper with prominent future study observations.

II. LITERATURE REVIEW

A. Utilizing Machine Learning 

Several machine learning techniques have been proposed 
for improving the overall  efficiency of EV Charging echo 
system. The work presented in this paper [13] compares and 
evaluated the effectiveness of various machine learning (ML) 
approaches  for  EV  charging  considering  conventional 
charging,  rapid  charging,  and  vehicle-to-grid  (V2G) 
technologies. The work presented in this paper [14] provides 
the  insights  on the  usage of  machine  learning models  for 
determining  the  optimal  location  of  EV charging  stations 
(EVCS) and its infrastructure. Although from the mentioned 
references it is evident about the range of ML algorithms used 
in the EV charging navigation area, there summarize the need 
for looking into more advanced ML techniques, which is Deep 
Learning. 

B. Utilizing Deep Reinforcement Learning

A subset of machine learning (ML), Deep Reinforcement 
learning (DRL) has attracted a lot of attention in this subject. 
Table 1 provides a summary of the areas of EV Charging echo 
system in which DRL is used.
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TABLE I.  DRL USED STUDIES 

Methodology & Focus Reference 
Deep reinforcement learning simulator to validate the 
feasibility of learning algorithms to be deployed [15] 

Deep-learning-based EV arrival rates calculated 
according to the historical data   [16] 

Deep reinforcement learning for optimal scheduling of 
charging station according to the random behaviour 
characteristics of the EV charging arrival and departure 
times 

[17] 

Hybrid deep learning mechanism to assure safe and 
dependable charging operations that prevent the battery 
from being overcharged or discharged 

[18] 

Deep reinforcement learning based EV cluster 
scheduling strategy considering real-time electricity 
prices  

[19] 

Deep reinforcement learning to minimize the total 
charging time of EVs and maximal reduction in the 
origin-destination distance 

[20] 

Deep reinforcement learning based optimal charging 
strategy considering traffic conditions, user's behaviour, 
and the pricing 

[21] 

Deep reinforcement learning based evaluation of 
model-free coordination of EV [22] 

Deep reinforcement learning for EV charging 
navigation for single EV [23] 

 

C. Reseach Gaps 
This research identifies some of the prominent research 

gaps from the existing works, which are outlined as follows: 

In most of the existing techniques, the charging navigation 
estimations are not real time, which is required for making 
intelligent decisions for charge scheduling and navigation. 

The most widely used deep learning used EV scheduling 
techniques has not ben verified for multiple EVs, which is 
required for measuring the efficiency of the EV charging echo 
system. 

So, there is a need to investigate methods to enhance the 
adaptability of deep learning models to dynamic and uncertain 
environments, such as incorporating uncertainty estimation or 
developing RL techniques that handle real-time changes 
effectively. 

III. PROPOSED RESEARCH METHODOLOGY 
This research aims to develop an efficient DRL-based 

technique for charge scheduling and navigation in EVs to 
enhance overall power management and efficiency. In general 
reinforcement learning can learn from the actions and its 
continuous interactions from the external environment. This 
enables the reinforcement learning models to make fast 
decisions in a dynamic environment. In this research, the EV 
model itself is considered as the environment and the model 
learns the parameters of the EV such as the SoC of the battery, 
time slots, charging pattern and availability of charging 
station. The proposed charge scheduling strategy is designed 
to minimize the charging time, mitigate traffic congestion and 
improve the power management. In practical conditions, the 
driving cycle is more complex and DRL based control 
strategies help in finding the best solution for the complex 
problems aiming to achieve optimal charge scheduling. 

The main goal of charge scheduling is to minimize the 
number of tow counts i.e., number of vehicles dead on the road 
before reaching its destination and also the power utilization 
of vehicles. Reduced number of tow counts is essential for 

achieving an optimal charge scheduling, which is also the aim 
of this research. In order to address the research gaps, the 
proposed DRL-WOA is designed which modifies the charging 
and scheduling process in real-time. This is achieved by 
optimizing model parameters which helps the system to 
dynamic environmental factors in an effective manner. In 
addition, the work also incorporates uncertainty estimation 
technique into the DRL framework to enhance the adaptability 
to uncertain environments. This integrated DRL-WOA 
approach enables continuous learning and adjustment based 
on real-time data, addressing the challenges of EV charging, 
scheduling, and navigation in dynamic settings. 

The proposed work flow involved is shown in Fig. 1 and 
the same are explained in below subsections. 

 
Fig. 1. Proposed workflow 

A. EV Dataset Creation 
In this study the data set is derived with random SOC, and 

at random coordinated within the city boundaries. To enable 
this, the following parameters are considered. Number of 
Vehicles, Number of Charging Stations, X Dimension of city 
(km), and Y Dimension of city. Based on these parameters, 
the EV Commute and Charging Station block set shall 
generate the dataset with the following data units such as 
Vehicle Number, Available battery Power, Needed Charging 
Time, Starting X-Position, Starting Y-Position, Destination 
X-Position and Destination Y-Position. 

B. Feature Selction 
In this step, feature selection is performed to select 

essential and relevant features from the dataset. It is important 
to perform feature selection in order to avoid the selection of 
irrelevant features. In this work, four important features are 
selected namely; (i) Time-Related Probabilities (timprob) (ii) 
Charging Probabilities (chprob) (iii) Battery Critical Level 
(batt_crit) and (iv) Charging Stations Locations as these are 
crucial for charge scheduling. 

C. Feature Extraction 
The DRL based Feature Selector (DRLFS) is implemented 

to identify an optimal subset containing relevant features. The 
architecture of the DRLFS is shown in Fig. 2. The DRLFS 
employs a reinforcement learning mechanism with an agent 
and an interactive environment. The agent in the DRL 
environment employs a learning-based policy for identifying 
and selecting the attributes for performing a specific task. 
Here, the features are selected based on actions and computes 
the rewards for every action. For effectively searching the 
feature subset the DRLGS employs a random policy along 
with two other search mechanism which helps in controlling 
the balance between exploration and exploitation. Entire 
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searching process for feature selection is segmented into 
multiple smaller segments wherein each segment incorporates 
a continuous and sequential process. In this process, the 
features are selected and are grouped into a separate subset. 
This process is continued till the DRLFS reaches termination. 
In addition, several iterations are performed in each 
segmentation and during each iterative stage, the agent in the 
DRL environment identifies one feature and determines its 
actions, provides reward and stores the action for future 
learning. In particular, after every iteration the DRLFS 
generates a decision based on the selected features and acts 
accordingly. 

 
Fig. 2. Feature Selector 

The proposed learning mechanism can be summarized as 
follows: Considering a search space ‘S’ wherein the feature 
set ‘F’ are randomly selected. In this work, the features are 
selected by computing a binary classification problem and 
hence is represented as |S| = 2|F|. Any change in the action of 
the DRL environment filters out certain important attributes 
and affect the correlation between them. In order to avoid this, 
each feature is reconfigured in the action space which in turn 
results in the formation of multiple discrete actions. However, 
it is a challenging and complex task to handle such a large 
action space since it affects the performance of the DRL in 
terms of making decisions about the feature selection process. 
In this context, this research considers a fine-grained action 
space in the continuous form as output. If the feature subset 
consists of only selected features then for every iteration, the 
DRL selects the features which belongs to the subset using a 
deterministic policy. After reaching termination, the feature 
subset obtained at the last iteration is considered as the final 
subset (Fe). 

Let Error (F) and Error (Fe) represent the testing error for 
features F and final subset Fe, respectively. The objective is to 
obtain a minimum error and hence the reward function is 
computed as follows: R = Error (F) − Error (Fe)                                              (1) 

For the obtained error function, the maximum reward can 
be obtained by computing the optimal deterministic policy μ: 

μ∗ = arg max µ Error(F) − Error(Fe)                             (2) 

For generating an optimal policy for feature selection, the 
DRLFS uses a Deep Deterministic Policy Gradient (DDPG) 
which is an off-policy actor-critic DRL algorithm. The DDPG 
uses a train and error method along with a stable, fine-grained 
action for training the DRL to find an optimal feature subset. 

Pseudocode of the DRLFS algorithm 
Initialization: 
Randomly initialize critic network Q (s, α|θQ) and actor 

μ(s|θμ) 
Initialize target network Q’ and μ’ 

Initialize the Replay Buffer R 
for episode = 0 to N do 
 Initialize the feature subset F as an empty set 
Initialize the state s0 as a zero vector with a length d  
while st is not se do 
According to the current actor policy, select the action at 

= μ (s|θμ) 
 Randomize the action at by truncated normal 

distribution and decaying 
 Transform st to st+1 and add newly selected feature 

into F by at 
 Test the generalization error on the DRL algorithm 

and calculate the reward rt 
 Store the transaction (st, at, rt, st+1) into R 
 Sample a random minibatch from R 
 Update critic Q(s, α|θQ) by minimizing the loss 
 Update the actor policy μ(s|θμ) using the sampled 

policy gradient 
 Update the target networks Q’ and μ’ 
 if ≠ features = limit then 
 Set st = se 
 end if 
end while 
end for 
In the DRLFS algorithm, each iterative step follows a 

criteria to terminate the current step and begin with another 
one. In this process, the selected features in the subset are 
defined as the search depth. In this research a fixed depth 
search (FDS) is considered by selecting a limited number of 
features. In the FDS, the searching mechanism in each 
iterative step terminates at a fixed depth. Such a policy 
provides a stable search evenly for every depth, which means 
that all different depths are explored for the same number of 
times. This helps in exploring more depth space and selecting 
more features. Further, the selected features are optimized to 
optimize the charge scheduling process in EVs, which is 
discussed in the next section. 

D. Optimization 
A Whale Optimization Algorithm (WOA) is used for 

further optimization of charge scheduling. The WOA is a 
metaheuristic technique which mimics the hunting behavior of 
humpback whales. The algorithm is inspired by the bubble-net 
hunting strategy. The humpback whales prefer to hunt schools 
of krill or small fishes that are close to the surface. This is done 
by forming bubbles across a circular path with ‘upward-
spirals’ and ‘double-loops’. Mathematically, the spiral 
bubble-net feeding maneuver is modelled in order to perform 
optimization. 

WOA is mainly known for the hunting behaviour with the 
best search agent to chase the prey. The algorithm employs a 
spiral to simulate bubble-net attacking mechanisms of 
humpback whales. The stages involved in the algorithm are as 
follows: 

Encircling Prey: 

The algorithm assumes that the current best solution is 
close to target prey. Based on the obtained solutions, the 
position is further updated as shown in below given equations:  

D ⃗=|C ⃗*X ⃗_best (t)-X ⃗(t)|                                            (3) 

X ⃗(t+1)= X ⃗_best (t)-A ⃗*D ⃗                                         (4) 
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Where t defines the current iteration, A and C are the 
coefficient vectors, Xbest is the position vector of the best 
solution, and X indicates the position vector of the whales. 

A ⃗=2a ⃗r ⃗_1-a ⃗                                                               (5) 

C ⃗=2r ⃗_2                                                                         (6) 

Where, vec{r1}  , vec{r2}   are random vectors in [0, 1]. 

Exploitation Stage: 

This stage is also known as attacking mechanism of the 
Bubble net. This mechanism is mathematically modeled and 
involves two prominent mechanisms: 

(i) Shrinking encircling mechanism: This behavior is 
achieved by decreasing the value of vec{a}, where a is 
decreased from 2 to 0 over the course of iterations. 

(ii) Spiral updating position: In this process, the spiral 
position is updated with a random number that lies between -
1 to 1. 

Search for prey: 

 Humpback whales search randomly according to the 
position of each other 

D ⃗=|C ⃗*X ⃗_rand (t)-X ⃗(t)|                                            (7) 

X ⃗(t+1)= X ⃗_rand (t)-A ⃗*D ⃗                                        (8) 

The pseudocode of the WOA is given below: 

Initialization 

Initialize the whale population Xi (i = 1, 2, …., n) 
Calculate the fitness value of each search agent 
 Xbest is the best search agent 
while (t < maximum number of iterations) 
            for each search agent 
 update α, A, C, l and p 
 if (p < 0.5): 
 Update current agent using equation 3 
else: 
 Select the random agent Xrand 
 Update current agent using equation 7 
else: 
 Update search agent using equation 4 
end for 
Check if the search agent crosses the search space  
Calculate the fitness value of each search agent 
Update Xbest if there is a better solution  
t = t+1 
end while 
Return Xbest 
End 
The WOA leverages the selected features to generate an 

optimal charge scheduling plan, prioritizing charging sessions 
at times and locations where the distances to charging stations 
are minimal. This integrated approach ensures that EVs are 
charged in a manner that minimizes both time and distance, 
optimizing overall charging efficiency and user convenience. 
By optimizing the features, the optimal charge scheduling is 
generated, with a reduced number of tow counts, charging 
power, cost and time. The performance evaluation of this 
approach is discussed in the next section. 

IV. RESULTS AND DISCUSSION 
The proposed DRL based charge scheduling approach is 

experimentally evaluated with respect to different evaluation 
metrics. 

A. Experimental Setup 
Based on the defined city dimensions, a EV data set is 

created. This data set is included in Table 2.  

TABLE II.  BASE CONFIG DATA SET 

Methodology & Focus Reference 
Number of Vehicles 20 

Number of Charging Stations 10 
X Dimension of city (km) 25 
Y Dimension of city (km) 20 

 
For navigation, this research identifies the details of the 

map locations which are tabulated in Table 3. Based on the 
map locations, the proposed approach simulates the map as 
shown in Fig. 3. 

 
Fig. 3. Charging Station Locations 

TABLE III.  CHARGING LOCATION MAPPING 

Locations Simulation Map 
location (Latitude and 

Longitude) 

Real Map locations  
(Latitude and Longitude) 

1 (1, 1) 13.0859° N,80.2067° E 

2 (3, 2) 12.9909° N, 80.2119° E 

3 (4, 3) 13.0865° N, 80.2726° E 

4 (-1, 2) 13.0698° N, 80.2245° E 

5 (2, 2.5) 13.0853° N, 80.2607° E 

6 (3.3, 4) 13.0938° N, 80.2891° E 

7 (0.9, 3) 13.0629° N, 80.2314° E 

8 (3, 5) 13.0732° N, 80.2609° E 

9 (0, 3) 13.0696° N, 80.2728° E 

10 (1.3, 5) 13.0806° N, 80.2876° E 

 

With in this limits an EV charge scheduling dataset is 
created based on the features related to the charging station 
generator, charging station log, probability slabs, and EV 
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generators the vehicle details with data required for validating 
the charging navigation which is included in Table 4. 

TABLE IV.  EV DATA SET 

Vehic
le 

Num
ber 

Availa
ble 

batter
y 

Power 

Neede
d 

Charg
ing 

Time 

Starti
ng X-
Positi

on 

Starti
ng Y-
Positi

on 

Destinat
ion X-

Position 

Destinat
ion Y-

Position 

1 53 1.4 398 94 245 223 

2 70 1.0 139 340 328 82 

3 26 2.2 171 293 112 376 

4 37 2.0 446 480 274 70 

5 28 2.0 128 408 122 465 

6 45 1.5 309 237 176 416 

7 65 1.1 143 379 377 191 

8 64 1.0 266 390 468 65 

9 64 1.1 169 82 398 156 

10 60 1.1 132 328 345 375 

11 54 1.2 457 77 413 270 

12 100 0.0 54 481 3 388 

13 85 0.5 200 130 401 216 

14 93 0.2 73 69 435 290 

15 5 1.0 480 18 257 201 

16 26 2.1 209 25 452 473 

17 57 1.3 451 185 56 391 

18 49 1.5 49 66 472 479 

19 64 1.0 177 411 8 22 

20 30 2.3 324 226 274 149 

B. Results 
The Tow count is the key output which is getting 

monitored between different stages. The stages which are 
getting monitored are represented in Fig. 4. For better charge 
scheduling the number Tow counts should be at minimal.  

 

Fig. 4. Tow count computing stages 

Using the generated data, initially, the performance of 
charge scheduling is determined without optimization. It was 
observed from the analysis that the total number of tow count 
vehicles without any optimization is 9. However, this number 
is too high and is not suitable for achieving appropriate 
charge scheduling. Hence the charge scheduling process is 
optimized using an existing particle swarm optimization 
(PSO) algorithm. Although PSO optimized results are better 
than the charge scheduling process without optimization, the 
number of Tow count vehicles is not completely minimized.  
The proposed WOA algorithm further minimize the Tow 
count vehicles. For the data set considered the Tow count got 
as zero. The result of the optimized charge scheduling is 
illustrated in Fig. 5. 

 
Fig. 5. Tow count values 

As inferred from Fig. 6, the WOA algorithm achieves 
convergence in a lesser number of iterations and this shows 
that the features are optimized for the charge scheduling 
process 

 
Fig. 6. WOA Iterations 

Charge scheduling when the vehicle moves from one 
location to another with and without optimization is shown in 
below Fig. 7. In this its evident that the charge scheduling 
process is improved by also vehicle take the alternate routes. 
In addition, by improving the performance of the charge 
scheduling process the relative metrics such as average needed 
power, average charge cost, and average charging time also 
will be improved. 

 
Fig. 7. Vehicle Navigation 
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Fig. 8 shows the implemented DRL based feature selector 
which selects the suitable features. This helps to reduce the 
overhead of analysing all features which inturn reduce the 
computational time. 

 

Fig. 8. Optimal Feature Selection  

V. CONCLUSION AND FUTURE WORK 
The main aim of this research is to develop an efficient 

charge scheduling process for EVs to minimize the charging 
time and improve overall efficiency. An optimal EV charge 
scheduling approach is designed using an optimized DRL 
based framework. The proposed approach achieves an 
effective charge scheduling performance by selecting optimal 
features using the DRLFS technique. The efficacy of the 
DRLFS is evaluated in terms of effective feature selection 
which provides relevant features for optimizing the charge 
scheduling. The performance is evaluated without 
optimization and it was observed that the number of tow 
counts was high, which is not suitable for charge scheduling. 
Further, the features were optimized using the WOA, results 
show that the WOA reduces the number of tow count vehicles 
to zero in comparison to the existing PSO algorithm. In future, 
the study will be extended to evaluate the performance in a 
large city and with more vehicles.  

Aligning to this, further exploration ought to focus on the 
below mentioned overlayered factors. 

Integrate standardized protocols and interfaces: Evaluate 
the efficiency after integrating protocols and interfaces which 
are generally used with this frame work with diverse vehicle 
systems and components. 

Safety and Validation: Evaluate this framework's 
capability to withstand the backdoor attacks which can be 
exploited to seriously harm the system components. 
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Abstract—In the evolving domain of occupational health, 

assessment of Work-related Quality of Life (WrQoL) has gained 

critical importance, particularly with recent expedited 

developments of decentralized and digital work. Conventional 

methods relying on subjective questionnaires are limited by high 

drop-out rates and potential biases. This paper introduces a 

novel approach to evaluating WrQoL by leveraging data 

generated from digital office environments, wearable devices, 

and smartphone applications. Our methodology includes the 

collection of physiological data, analysis of digital interactions, 

and prosody analysis to construct a comprehensive model of 

WrQoL influences. Initial and weekly questionnaires as well as 

multiple daily self-reports of valence and arousal levels will serve 

to initially validate this model. Prospectively utilizing machine 

learning, we aim to predict WrQoL scores from aggregated data. 

This method presents a non-invasive alternative for assessing 

WrQoL, providing significant implications for both research 

and industry with the potential to enhance workplace conditions 

and employee well-being.  

Index Terms—job satisfaction, machine learning, 

Occupational Health, valence, sensors, multimodal data 

integration, Organizational studies-Behavior 

 

This project is co-funded by the European Union and is co-financed 

from tax revenues on the basis of the budget adopted by the Saxon State 
Parliament (ZX66X3CWB). 

I. INTRODUCTION 

A. Background: (work-related) quality of life  

IN THE contemporary landscape of occupational health and 

well-being, the concept of Quality of Life (QoL) and, more 

specifically, Work-related Quality of Life (WrQoL) has 

gained paramount importance. While recent expedited devel-

opments of decentralized work due to the COVID-19 pan-

demic entailed the promise of a more seamless integration of 

work and private life, it has simultaneously fractured the tra-

ditional work-leisure divide, necessitating a nuanced exami-

nation of the impacts of this new reality [1]. These new work 

constructs not only encapsulate the general well-being of in-

dividuals but also highlight the critical interplay between their 

professional environments and their life satisfaction. Under-

standing and improving WrQoL is essential for fostering pro-

ductive, healthy, and sustainable workplaces. Research shows 
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that high workplace stress severely impacts employees’ men-
tal and physical health. For instance, a Harvard University 

study found that insecure work environments increase poor 

health risks by about 50%, high job demands raise illness like-

lihood by 35%, and long working hours elevate mortality 

rates by nearly 20% [2]. This position paper presents the cur-

rent research endeavor focused on the objective measurement 

of WrQoL, proposing a methodological advancement in the 

assessment and optimization of employee well-being beyond 

conventional measurement approaches.  

QoL is a comprehensive concept encompassing overall 

well-being, reflecting both positive and negative life dimen-

sions. It is inherently multidimensional, covering emotional, 

physical, material, and social aspects along with subdomains, 

such as income and wealth, jobs and earnings, housing, health 

status and work-life balance [3]–[5]. The World Health Or-

ganization (WHO) defines QoL as “an individual’s percep-
tion of their position in life in the context of the culture and 

value systems in which they live and in relation to their goals, 

expectations, standards, and concerns,” highlighting its sub-

jective nature and measurement challenges (WHOQOL-

BREF [3]). 

Given the significant time spent at work, WrQoL is a cru-

cial indicator of overall well-being and a core component and 

subdomain of QoL. WrQoL, which focuses on how the work 

environment affects an individual’s overall QoL, is defined as 
“a multidimensional and dynamic psychological construct, 

directly related to individual and situational characteristics, 

which encompasses a set of worker characteristics and spe-

cific aspects of the organizational context” [6]. This definition 

highlights WrQoL’s complexity, rooted in both personal at-

tributes and workplace conditions. High WrQoL enhances job 

satisfaction, mental health, and personal fulfillment benefit-

ing organizations with enhanced productivity, better em-

ployee retention, and reduced absenteeism [7]–[10]. Tradi-

tional WrQoL measurements rely on subjective self-report 

surveys, limited by respondent biases, mood fluctuations, and 

low response rates [11], [12]. This hampers both immediate 

data collection and longitudinal tracking. Hence, there is 

growing interest in developing more objective, reliable, and 

nuanced measurement tools to better understand WrQoL. The 

“Machine intelligence to objectively measure individual qual-

ity of life” (MI-LQ) project aims to objectively measure key 

indicators of WrQoL utilizing physiological data, digital in-

teraction, and prosodic data, that will be incorporated into ma-

chine learning models. Data will be gathered in real office and 

residential environments as part of a pilot trial involving of-

fice workers. A mobile phone app prototype is developed 

serving as a user interface and a data relay system to a cloud-

based platform for offline analysis of WrQoL metrics. 

B. State of the art  

Current research in the field of capturing and analyzing 

WrQoL includes a variety of methods that integrate both sub-

jective and objective measurements. Subjective approaches 

such as questionnaires, interviews, and focus groups allow re-

searchers to explore individual perceptions and interpreta-

tions of emotions in the workplace [13]. These predominantly 

qualitative methods provide important insights into the sub-

jective experiences of employees and help to deepen our un-

derstanding of the complex dynamics of the work environ-

ment. The important insights include, for example, high work-

load, lack of support from superiors, job insecurity, inade-

quate work-life-balance or interpersonal conflicts [14]. Ob-

jective measurement approaches, however, rely on advanced 

technologies to capture and analyze physiological signals, be-

havioral data, and environmental factors. These advanced 

technologies can be organized based on the data sources they 

use, such as mouse, keyboard data, biosensors and mobile 

phone data. 

Mouse and keyboard data  

Behavioral data, such as keystrokes, mouse movements 

[15], and mobile phone activity [16], are used to identify be-

havioral patterns and derive emotional states. Recent studies 

by Naegelin et al. [17] and Shinde et al. [18] illustrate that the 

merging of physiological and behavioral data using machine 

learning models can lead to improved detection of workplace 

stress. Naegelin et al. [17] developed a machine learning 

method for stress detection based on multimodal data (mouse, 

keyboard, and cardiac data) and tested it in a simulated group 

office environment. They found that mouse and keyboard data 

detect stress in the office context better than cardiac data and 

that certain mouse movements and typing behavior are char-

acteristic for specific stress predictions [17]. 

Biosensors  

Wearable biosensors, such as heart rate monitors and skin 

conductance monitors, enable continuous data collection on 

workers’ physical responses in different work situations [19]. 

Studies such as those by Shaffer and Ginsberg [20] and Ernst 

[21] provide a thorough analysis of heart rate variability met-

rics and their association with emotional states and work per-

formance factors. Saganowski [22], on the other hand, dis-

cusses in particular the commercially available sensors for re-

cording physiological data, signal processing techniques and 

deep learning architectures for the classification of emotions 

and the integration of emotion recognition technologies into 

everyday working life. 

Mobile phone data  

Furthermore, studies such as those by Burns et al. [23] and 

Hart et al. [24] show the usefulness of smartphone sensor 

technology for detecting depression and assessing well-being 

in the work context. For example, Burns et al. [23] developed 

a mobile phone application and supporting architecture like 

the cloud system and programming environment. This ena-

bled the machine learning models to predict patients’ mood, 
emotions, cognitive/motivational state, activities, environ-

mental context, and social context based on at least 38 con-

current sensor readings from the phone (e.g., global position-

ing system, ambient light, recent calls) [23]. Contrarily, Hart 

et al. [24] investigated whether sparse motion-related sensor 

data can be used to train machine learning models capable of 
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inferring individuals’ states of work-related rumination, fa-

tigue, mood, arousal, life engagement, and sleep quality. The 

participants’ sensor data was collected via questionnaires on 
their smartphones [24]. 

Additionally, the objective measurement approaches can 

be categorized by target outcomes, such as: 

Work-Life Balance  

Research findings by Pawlicka et al. [25] and Gamage and 

Askana [26] contribute to the prediction of work-life balance 

and the detection of mental stress in IT work environments. 

For example, Pawlicka et al. [25] examined a machine learn-

ing tool to investigate correlations between employee-specific 

and job-related factors and the subjective feeling of work-life 

balance. They concluded that the relationship between the 

feeling of work-life balance and actual working hours was the 

most significant [25]. Moreover, Gamage and Asanka [26] 

have worked on a concept for a screening system that can pre-

dict mental health problems based on people’s external char-
acteristics. Supervised machine learning is used to identify 

workers at risk and refer them to professional help at an early 

stage [26]. 

Stress and emotion detection  

Shinde et al. [18] developed the Real Time Employee Emo-

tion Detection System (RTEED), which captures facial data 

in real time and uses machine learning to recognize the emo-

tions of happiness, sadness, surprise, fear and disgust. The 

system helps companies to monitor the well-being of their 

employees and sends recognized emotions to the relevant em-

ployees to improve their work performance and lifestyle [18].  

Moreover, Artificial Intelligence (AI) in speech analysis 

has the potential to become a crucial tool for measuring work-

place stress as this technology can detect and evaluate stress-

related strains in real time [27]. The work of Bromuri et al. 

[27] shows that a deep neural network trained for emotion 

recognition based on speech data can predict stress in call cen-

ter employees with an accuracy of 80% in real time. This ap-

proach enables continuous and unobtrusive monitoring, 

which can lead to early warning systems and personalized 

training programs. The study by Baird et al. [28] investigates 

how language features can predict physiological stress mark-

ers. By using Long Short-Term Memory-Recurrent Neural 

Network (LSTM-RNN) and three German speech corpora, 

the study shows that speech features can effectively predict 

stress indicators such as cortisol levels, heart rate and respira-

tion, opening up new possibilities for real-time, non-invasive 

stress monitoring.  

These research findings contribute significantly to deepen-

ing our understanding of the physiological underpinnings of 

different aspects of WrQoL and support the development of 

more accurate models for predicting and assessing well-being 

in the workplace. 

C. MI-LQ project: base model 

Building upon our conceptual understanding of overall 

QoL, our focus is directed towards the nuanced factors shap-

ing WrQoL, recognizing the pivotal role of workplace envi-

ronment, job satisfaction, and occupational stress within this 

framework. The MI-LQ project is based on identifying key 

factors that influence WrQoL and translating them into a base 

model, which comprises the following indicators: 1) work-

load, 2) overtime, 3) workspace (office/home office), and 4) 

commute. All of these factors influence WrQoL through emo-

tional experiences measured in two dimensions: 5) valence 

and arousal [29]. In addition, because of their strong direct 

influence on WrQoL, 6) spatial autonomy, 7) task autonomy, 

and 8) temporal autonomy are core components of the model 

(Fig. 1). The base model is conceptualized as an initial frame-

work, established within office and residential settings to lev-

erage digital behavioral data collection, crucial for refining 

and validating WrQoL indicators objectively. This conceptual 

framework guides the application of a digital assessment ap-

proach in a pilot study involving office workers for a mini-

mum duration of four weeks, facilitating the initial validation 

and refinement of WrQoL assessment methods. 

II. CONCEPTUAL FRAMEWORK  

A. Data sources and model of data integration 

The WrQoL indicators of the base model are measured by 

different objective measurement approaches. 1) Workload is 

assessed using calendar system-related data (e.g., Outlook) 

such as meeting overlap and meeting to work ratio. 2) Over-

time is calculated as the difference between absolute hours 

worked, derived from computerized behavioral data, and self-

reported contractual hours worked per week. 3) Workspace is 

intended to be assessed via workplace booking systems and 

4) Commute via GPS. 5) Valence and arousal are determined 

by several approaches: a) work-related data from mouse and 

keyboard as well as software (e.g., Outlook, calendar) utiliza-

tion b) physiological data application such as heart rate vari-

ability (HRV) from wrist-worn, c) stress index data based on 

plethysmography method obtained by ShenHealth applica-

tion, and d) prosody analysis serving as speech-based emotion 

classification. 6–8) Autonomy data are mainly gathered by 

questionnaires and additionally by workplace booking sys-

tems (6), task management software, e.g., Trello (7) and 

working arrangement (8). Currently, the project is focused on 

gathering behavioral (5a), physiological (5b) and prosodic 

data (5d). 

Features describing movements and actions of the mouse, 

speed of typing, and error correction of typed words have pre-

viously been studied as approach to predict work-related va-

lence and arousal. Investigations have mostly been conducted 

in laboratory settings [15], [17], [30] and less in real office 

environments [31], with non-publicly available software. 
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Therefore, a software prototype was developed to continu-

ously monitor the mouse and keyboard dynamics by the office 

worker under real office conditions. For each keystroke, the 

time of press, the time of release and the type of the key 

pressed are documented, without content of typing. Privacy is 

ensured by distinguishing between two types of keys: delete 

keys (Delete, Backspace) and general use keys. Mouse dy-

namics include recording of mouse operation (move, scroll, 

click), time of movement, cursor speed, screen size in pixels, 

and x/y-coordinates for each mouse movement. The raw data 

collected are used to extract 25 mouse and 11 keyboard fea-

tures per minute (Table I), representing the aggregated fea-

tures with the highest predictive value [17]. In addition to the 

Naegelin et al. [17] metrics, two new metrics have been im-

plemented: mean dwell time and SD dwell time to improve 

accuracy. The software prototype also monitors the applica-

tions and types of software being used by the office worker 

on a minute basis to extract the number of open windows 

without content analysis. Tracking and data collection is ini-

tiated after the user has launched the software and agreed to 

data collection upon every launch. To relate the aggregated 

mouse and keyboard data to the individual stress levels of of-

fice workers, respondents are asked to rate their current mood 

on a two-dimensional 5-point Likert scale several times a day 

via a software-integrated questionnaire using Self-Assess-

ment Manikins (SAM) — non-verbal pictorial emotion man-

ikins [31], [32]. The two dimensions describe valence and 

arousal, allowing any emotion to be described using the Cir-

cumplex model [29]. The Job-Related Well-Being Scale 

adapted this model to the work context [33]. 

B. Questionnaires 

An initial questionnaire, based on existing validated 

WrQoL questionnaires, will be developed to assess baseline 

characteristics and self-reported WrQoL of office workers. 

Follow-up questionnaires will be administered throughout the 

study period to subjectively assess workload and emotional 

states for cross-checking with objective measurement data. 

TABLE I. 

EXAMPLES OF AGGREGATED DATA SOURCES OBTAINED BY MOUSE AND KEYBOARD INTERACTION 

Mouse Keyboard Software/ 
Application 

• Number of mouse movements per minute 

• Direct distance of a movement 
• Number of mouse pauses per minute 

• Mean/SD duration of a mouse pause 

• Mean/SD time between two clicks 

• Mean/SD Euclidean distance of a mouse movement 
• Mean/SD real distance of mouse movement 
• Mean/SD time duration of a mouse movement 
• Mean/SD average speed of a mouse movement per min 

• Mean/SD average angle of all angles in a movement 
• Mean/SD average distance of the real and straight line of a move-

ment 
• Mean/SD sum of the difference between the real and straight line 

• Mean/SD number of direction changes in a mouse movement 

• Number of pressed 
keys per minute  

• Error count 
• Mean/SD dwell time 

• Mean/SD digraph 
duration 

• Typing time 

• Mean/SD pause in 
typing per min 

• Keyboard pause 
count 

• Average window 
count 

• Category of soft-
ware (e.g., calen-
dar, E-mail, presen-
tation editor, text 
editor, messenger, 
programming envi-
ronment etc.) 
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We evaluated four German validated self-report question-

naires and combined them into a comprehensive set of indi-

cators of the base model and beyond, creating an initial and a 

shorter weekly questionnaire to be conducted in the MI-LQ 

app. The initial baseline questionnaire is designed to provide 

detailed information on participants’ job satisfaction, auton-
omy dimensions, and work preferences. The shorter weekly 

check-in surveys via the MI-LQ app will be administered to 

capture changes over time on workload. The state of valence 

and arousal is asked using SAM at hourly intervals at the com-

puter. 

C. User interface 

Our project’s mobile phone app prototype (MI-LQ app) 

serves as both user interface and a data relay system to a 

cloud-based platform for offline analysis for WrQoL metrics. 

To enhance data collection, future iterations of the app will 

incorporate additional sensor categories, including work-re-

lated schedules and external influences. Ultimately, our aim 

is to provide participants with individualized WrQoL indica-

tor scores and potential resources based on their analyzed 

data. The central aim of the application is to become a trans-

parent point of data collection and data analysis presentation 

for the user, illustrated in Fig. 2.  

D. Sensors and pulse data extraction and aggregation 

After evaluation of various wearables from several manu-

facturers (Polar, Xiaomi, Apple, Samsung, Garmin, Fitbit), 

we decided to focus on Polar optical heart rate sensors: OH1 

and Verity Sense. Those devices provide pulse-to-pulse inter-

vals (PPI) extracted from photoplethysmography (PPG) sig-

nals. The Polar SDK for the iOS platform allows us to connect 

with a Polar device and perform live streaming measure-

ments. The SDK provide pulse-to-pulse interval data in the 

following structure: 1) a PPI integer value which represents 

the interval between two pulses in milliseconds, 2) a heart rate 

(HR) value as calculated based on the PPI, 3) an error estimate 

integer value which represents an estimate of the expected ab-

solute error of the PPI in milliseconds, 4) a block bit value 

which is set to 0 if PPI is considered valid, and otherwise set 

to 1, e.g., due to strong movement, and 5) a binary skin con-

tact value which is 0 if there is no contact of the wearable to 

the skin detected, and 1 otherwise. Such additional infor-

mation is important for a high-quality HRV analysis. Upon 

receipt from the sensor each PPI measurement is provided 

with a timestamp by the MI-LQ application and stored locally 

on the mobile phone in the following structure: Unix 

timestamp, PPI value, error estimate, block bit, skin contact 

bit. These data are accessible exclusively through the MI-LQ 

application, ensuring data security and privacy. The data is 

then processed and aggregated for analysis. 

Basically, we can also integrate devices such as wearables 

into our application that can measure and provide health-re-

lated information. The workflow for those devices is slightly 

different: 

1) Use device-specific application provided by manufac-

turers.  

2) Synchronize health-related data from the manufactory’s 
app into HealthKit (Apple, Cupertino, California, USA)  

3) Grant permission for MI-LQ application to read data 

from HealthKit.  

4) Prepare the received data for further aggregation and 

analysis. 

E. Calculation of HRV metrics 

HRV parameters have long been valued for their objective 

assessment of physical and mental status [34]. Within our pre-

parative work we have seen more than 30 aggregated HRV-

related indices based on Polar PPG sensor-derived PPI values. 

Although the manufacturers of so-called fitness trackers or 

pulse watches clearly have noticed the huge potential of the 

HRV framework for their consumer products, we rarely see 

reliable ready-to-use HRV-based measures, and some solu-

tions applying a stress scale (from 0 to 100 percent) are pres-

ently not convincing: Calculations from different manufactur-

ers are not transparent and cannot be verified; and each man-

ufacturer uses its own scale, which is not comparable and not 

reproducible. Currently, we consider seven HRV-related in-

dices (either statistical ones or combined ones according to 

Baevsky and Chernikova [34]) to be significant and meaning-

ful as well as computationally effective:  

1) Mean HR: mean of Heart Rate, i.e., average number of 

heart beats per minute  

2) Mean NNI: mean of PPG-based PPIs  

3) CV: Coefficient of Variation, i.e., mean of standard devia-

tion of PPIs divided by the respective mean PPI (mean NNI)  

4) RMSSD: Root Mean Square of Successive Differences of 

PPIs  

5) SI: Stress Index according to Baevsky and Chernikova 

[34], i.e., ratio of amplitude of the modal value in the PPI his-

togram and the doubled product of modal value itself 

weighted by the min-max-span of PPIs  

6) IVR: Index of Vegetative Regime is characterizing the ratio 

between sympathetic and parasympathetic influences on the 

heart rhythm, i.e., amplitude of the modal value in the PPI 

histogram divided by the standard deviation of PPIs  
Fig. 2. Screenshots of the mobile app prototype 
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7) PAPR: Parameter of Appropriateness of Processes of heart 

Regulation, i.e., amplitude of the modal value in the PPI his-

togram divided by the respective modal value  

These HRV parameters provide information about the au-

tonomic nervous system during working hours and they allow 

to assess the effects of physiological responses to work stress. 

F. AI-driven analysis of speech for emotion classification 

In future work, we aim to develop a proprietary dataset for 

valence and arousal speech analysis based on the SAM scale 

[31], [32]. One of the objectives is to minimize aleatoric un-

certainty, and therefore, we aim to achieve high entropy be-

tween the distinct classes. The available datasets do not meet 

our study’s specific requirements, necessitating the decision 
to collect our own data. They lack German language compat-

ibility, essential annotations for valence, and SAM, and ac-

cess to datasets solely annotated with valence and arousal rat-

ings has been denied despite requests. Moreover, the accessi-

ble dataset contains machine-generated annotations and an in-

sufficient sample size (less than 200). Therefore, to ensure the 

completeness and accuracy of our research, independent data 

collection is imperative. Questions are asked under artificial 

induction of emotions according to Almazrouei et al. [35].  

Once the dataset is created, we will develop separate clas-

sification models for valence and arousal respectively. These 

models will leverage prosodic features extracted from the 

speech data, such as pitch, shimmer, jitter (which play a cru-

cial role when it comes to predicting stress out of the voice 

[36]), and Mel-Frequency Cepstral Coefficients (MFCC). Ac-

cording to the findings of Li et al. [36] these features play a 

critical role in the accurate classification of emotional states. 

For example, does a higher pitch directly correlate with emo-

tions like anger.  

Our approach will use these prosodic features to make pre-

dictions about the SAM ratings, providing a detailed analysis 

of how these features correlate with subjective emotional as-

sessments. We will implement cross-validation techniques to 

evaluate the performance of the valence and arousal speech 

models, ensuring that they are rigorously tested and validated 

against diverse speech data collected through a website set up 

for this purpose.  

This future work aims to contribute to the field of affective 

computing by providing a robust dataset and a validated meth-

odology for speech-based stress classification, which could 

have wide-ranging applications in areas such as human-com-

puter interaction and mental health monitoring. 

G. Machine learning concept 

Being time series data, PPI data as well as mouse and key-

board dynamics data allow tracking changes over time. There-

fore, we use Long Short-Term Memory (LSTM) models 

based on the Keras framework to predict hourly valence and 

arousal class values, respectively. LSTM is a deep learning, 

sequential neural network that can learn hidden patterns in 

temporal sequences and retain information from previous 

time points [37]. The training data includes minute-by-minute 

data with up to 60 samples of HRV, mouse and keyboard fea-

tures, along with information on defined active windows per 

target. These models are individually trained to generalize 

across different individuals, considering variations in physio-

logical responses and interaction patterns, and are evaluated 

using classification report metrics to predict valence and 

arousal classes while capturing human emotional states over 

time. 

III. NEXT STEPS 

Our research develops instruments to objectively assess 

workload through valence and arousal using smartphones and 

wearables in tandem with a software prototype for keyboard 

and mouse tracking. In the developmental stage of the tech-

nology, questionnaire responses from study participants are 

used to annotate and check data but will later be phased out 

when validity is reached.  

Next steps in the MI-LQ project cover the establishment 

and implementation of the AI-driven analysis of speech-based 

emotion classification, an additional and supporting approach 

to detect and annotate stress-related strain at work to physio-

logical and computer interaction-derived data. In addition, 

data derived from outlook, calendar, and project management 

system will be integrated into the MI-LQ app. Following this, 

the pilot study we aim to conduct will assess the reliability, 

validity, and feasibility of the digital framework for objective 

WrQoL assessment, involving office workers for a minimum 

of four weeks. This study will also enable the collection of 

work-related data within an authentic office environment, fa-

cilitating the assembly of a dataset sufficient for machine 

learning annotation. 

IV. LIMITATIONS 

While this study provides valuable insights into WrQoL 

and new approaches on how to measure it more objectively, 

several limitations should be acknowledged. First, due to the 

limited standards for wearable electronics, MI-LQ currently 

uses well-defined, brand-specific digital devices with propri-

etary hardware and software interfaces such as Polar optical 

sensors combined with iOS platform. Currently, there is no 

easy way to broadly integrate fitness trackers and smart-

watches to reliably quantify QoL, as they lack comprehensive 

monitoring capabilities due to their lifestyle focus, limiting 

the number of potential users. HRV-related indices can only 

be calculated using PPI data, but most wearables only provide 

heart rate data and not PPI. This is not the case with Polar’s 
optical sensors, which offer reliable measurement and data 

quality, and the great advantage of live streaming measure-

ments when combined with the Polar iOS-SDK. As MI-LQ 

evolves, the integration of a wider range of digital devices and 

services will be considered, as well as the expansion to the 

Android platform. Second, in the initial phase, the MI-LQ 

project focused on assessing WrQoL specifically within the 

office context, recognizing the necessity to start with a de-

fined population subset. Importantly, the modular design of 
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the base model enables the seamless incorporation of new di-

mensions, indicators, and technologies as the study pro-

gresses. However, it’s crucial to acknowledge the limitation 
of generalizability beyond the office context, necessitating 

further validation and demonstration of transferability in sub-

sequent projects. This highlights the project’s iterative nature 
and the ongoing refinement required to extend its applicabil-

ity to diverse occupational settings such as construction work-

ers, laboratory technicians, and beyond. Third, the data anno-

tation process and subsequently the applied ML model de-

pends on the provision of numerous reliable and continuous 

individual physiological and computational data and is there-

fore susceptible to patient dropouts. One countermeasure to 

avoid critical attrition rates that will be implemented in the 

pilot is incentives in the form of gift cards or expense reim-

bursements. Fourth, Likert scales, which will be part of the 

initial and weekly questionnaires need to be implemented 

carefully in terms of the number of items and a neutral posi-

tion. Survey precision requires a careful balance; too few 

items risk imprecision, while an excess can hinder responses. 

Pre-test observations revealed a tendency to avoid extreme 

positions on the Likert scale. 

V. CONCLUSION 

WrQoL has emerged as a powerful indicator for industry 

and research into workplace conditions and employee well-

being, revealing areas for improvement as well as levels of 

employee stress and burnout. As realized in the innovative 

MI-LQ approach, leveraging and linking the large amounts of 

data generated by wearable biosensors and computer interac-

tion offers the opportunity to make WrQoL objectively meas-

urable. In a base model, important physiological and WrQoL 

indicators have been considered and linked to measurement 

variables and instruments, set up in a modular way, with the 

possibility to expand the base model to more indicators and 

variables. Brand-specific digital devices and applications, ML 

and a mobile app architecture were found to be suitable tools 

as a basic framework for data input, output, processing, and 

prediction aimed at WrQoL assessment. Two wearable bio-

sensors with satisfactory data granularity and quality were 

identified to provide the PPI needed to calculate the identified 

seven meaningful and computationally effective HRV indi-

ces. HRV data combined with mouse and keyboard dynamics 

and mood tracking data will be used to train LSTM models to 

predict particularly stressful working periods and emotional 

states. Opening to a greater variety of digital devices within 

the current model as well as expansion to other indicators or 

dimensions of WrQoL and/or QoL will be considered as MI-

LQ evolves. 
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Abstract—Docking of a ligand onto the binding pocket of its 
protein target, designated as the molecular docking problem, is a 
very important method for structure-based drug design.  We 
have  implemented  a  generic  pose  generation  method  for 
molecular  docking  by  solving  the  quadratic  unconstrained 
binary optimization (QUBO) problem with the Fujitsu digital 
annealer.  In combination with the AutoDock 4 scoring function, 
the success rate for predicting the binding poses to be sufficiently 
close to their experimental binding poses, namely, with the root 
mean squared deviation (RMSD) less than 2  Å, was 84.3 %, 
when benchmarking against part of the PDBbind core set (242 
protein-ligand complexes).  To our best knowledge, this is the 
first implementation of molecular docking that conforms with 
the QUBO formalism demonstrating a performance comparable 
with the conventional methods.

Index Terms—molecular docking, quadratic unconstrained 
binary optimization, QUBO, pose generation, AutoDock

I. INTRODUCTION

OLECULAR  docking  is  an  essential  method  for 
structure-based drug design and virtual  screening of 

chemical libraries for finding chemical skeletons for creating 
novel chemical entities.  Docking of a ligand onto the binding 
pocket of its protein target, generally consists of two parts: 
pose generation and binding affinity evaluation. In the first 
step, a myriad of ligand conformations at the protein surface 
(usually at the binding pocket) need to be generated, and these 
conformations should include the ones that are very close to 
the  experimentally  determined  binding  poses.  Typical 
experimental  methods  are  protein  X-ray  crystallography, 
nuclear  magnetic  resonances,  and  cryogenic  electron 
microscopy.  In the second step, the binding affinities of these 
ligand conformations at the protein binding pocket will be 
evaluated with a scoring function (or a free energy functional), 
and the poses with best binding affinities should be very close 
the  experimental  binding  poses.   It  is  considered  as  a 
successful molecular docking when the second step can be 
achieved, i.e., the root mean squared deviation (RMSD) of the 
predicted binding pose with the best score (binding affinity) 
from the experimental binding pose is less than, e.g., 2 Å.  

M

Quadratic  unconstrained  binary  optimization (QUBO), 
sometimes  also  known  as unconstrained  binary  quadratic 
programming (UBQP),  is  a  class  of  combinatorial 
optimization problems with a huge variety of applications. 

QUBO is  known as  an NP hard problem.   Many classical 
problems from theoretical computer science, e.g., maximum 
cut, graph  coloring and  the partition  problem,  have  been 
formulated into QUBO.  Due to its close connection to Ising 
models,  QUBO constitutes a major class of computational 
problems for adiabatic quantum computation, where it can be 
solved through a physical process named quantum annealing. 
 D-Wave and Fujitsu  are  two well-known companies  that 
strive to develop computers to efficiently solve the QUBO 
problems with quantum annealer and quantum-inspired (or 
physics-inspired) annealers, respectively.    Although many 
important applications have been embedded into the QUBO 
formulism, molecular docking is still not yet implemented and 
it is not clear whether such an implementation can indeed lead 
to practically useful applications.    

II. METHODS

Many important problems in molecular biology, including 
protein  folding,  protein-protein  binding,  protein-DNA  (or 
RNA) binding, and protein-ligand binding, are problems of 
searching for free energy minimum, from the perspective of 
statistical  thermodynamics.  The  problem  of  finding  the 
minimum value in one dimension can be easily solved by, e.g., 
the Newton-Raphson method, etc. The difficulty of finding the 
global minimum exponentially escalates as the dimensionality 
increases.  Compared  with  algorithms  that  have  been 
developed for decades, the emerging hardware such as those 
developed by D-Wave and Fujitsu have the opportunity to find 
solutions with lower function values at high dimensions with 
dramatically less time than the conventional methods.  The 
QUBO formulism generally reads: 

    (1)

In Equation (1), X has n binary variables, and J, H and X 
are (n × n), (1 × n) and (n × 1) matrices respectively. Given the 
element values  Jij and Hi of the  J and  H  matrices, QUBO 
solvers can be used to find a set of solutions to X that minimize 
the value of F(X). 
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In this  work we construct  a  QUBO model  for  finding 
binding poses in molecular docking. In a 3-D lattice covering 
the binding pocket, QUBO solvers should obtain a solution Xi

 of 1, to indicate a ligand atom will locate as this lattice point. 
Compare the distribution of ligand atoms and Xi to obtain the 
possible  binding  positions  of  ligand.  In  addition  to  using 
Fujitsu DAU3 as QUBO solvers, we can also PyTorch to solve 
the QUBO model.  

III. RESULTS

   Our major results can be seen from Figure 2 and Figure 3. 

IV. DISCUSSION

From  our  results  it  indicates  that  with  proper 
implementation  and  suitable  parameters,  it  is  possible  to 
embed the molecular docking problem into the QUBO format. 
Currently  our  implementation  is  largely  guided  by  our 
intuition  and  our  prior  understandings  of  the  molecular 
docking  problem,  and  these  background  and  experiences 
greatly  accelerate  the  progress  of  this  work.    It  may  be 

possible to employ some machine learning approaches or large 
language models, such as newer generation of ChatGPT, to 
translate the problem of interest into the QUBO formulism. 
However, it may take some more  time to witness this to be a 
reality.   

V. CONCLUSION

Molecular docking is an essential workhorse for structure-
based drug design and virtual screening of chemical libraries 
for finding chemical skeletons for creating novel chemical 
entities.  Emerging hardware such as those developed by D-
Wave and Fujitsu have a great opportunity to find solutions 
with  lower  function  values  at  high  dimensions  with 
dramatically less time than the conventional methods. To our 
best knowledge, this is the first implementation of molecular 
docking  that  conforms  with  the  QUBO  formalism 
demonstrating  a  performance  comparable  with  the 
conventional  methods.   It  can be envisioned that  such an 
approach could evolve to become to more efficient and more 
accurate  method  for  molecular  docking  and  thereby 
accelerate the drug discovery process.   
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Abstract—Spiking neural networks are a novel implementation
of artificial neural networks closely based on neurobiology. Our
goal is to analyze and see the plausibility of spiking neural
networks as intrusion detection models based on the BoT-IoT
dataset under a limited set of circumstances. We created a spiking
neural network classifier in PyTorch and snn-torch based on
Leaky Integrate-and-Fire neurons that managed to get an F1
score of 0.957 on 10 000 samples of the BoT-IoT dataset and
240 hidden spiking neurons. We performed training on the CPU
for 300 epochs and 10 simulation steps per epoch, utilizing
Adam optimizer, cross-entropy loss and backpropagation as a
learning algorithm. Lowering hidden spiking neuron count from
240 to 72 and sample size from 10 000 to 1 000, we were able
to optimize training time by 84% and testing time by 57%
while having an F1 score of 0.944. We present Loss, Receiver
Operating Characteristics, and Precision-Recall curves for the
two experiments and summarized data for additional experiments
performed with different sample sizes and neuron counts. We
conclude that spiking neural networks for intrusion detection
represents a viable solution for training and classification on
resource-constrained devices with limited samples. Further re-
search steps are presented to improve performance.

Index Terms—spiking neural networks, artificial intelligence,
intrusion detection systems, internet of things

I. INTRODUCTION

EVEN though a strict definition does not exist, Internet-of-
things (IoT) can be defined as a set of connected devices

with the goal of exchanging sensor and communication data
between themselves to provide joint computing capabilities
[1]. These devices often function in environments with con-
strained resources, such as electricity, processing speed, and
memory. In 2023 there were 15.14 billion IoT devices active,
with the trend increasing to more than 29 billion devices by
the decade’s end [2]. allowing potential malicious actors to
launch attacks across different domains and infrastructure.

With the global number of IoT devices available, they
present a formidable attack surface for targeted cyber attacks.
The number of cyber attacks launched against IoT devices
surpassed one hundred twelve million potential intrusions in
2022. [3], emphasizing a need for IoT device intrusion de-
tection systems. Ideally, edge devices should handle intrusion
detection for quick recognition and adequate accuracy.

Dorothy Denning defined the first known occurrence of
intrusion detection systems (IDS) [4] in 1987. She defined

intrusion detection systems as expert systems consisting of
a tuple of six elements (Subjects, Objects, Audit records,
Profiles, Anomaly records, and Activity rules with the role
of detecting anomalies in computer system access. Expert
system methodology was gradually improved and replaced by
statistical analysis [5] and pattern-oriented intrusion detection
[6], as well as machine learning and artificial intelligence
methods [7]. Applying statistics, machine learning, and artifi-
cial intelligence allows greater autonomy for IDS systems and
improves response times and detection rates with unknown
intrusions.

Deploying IDS solutions to IoT devices has always been
challenging due to the constraints of resources mentioned
above, most notably available memory. Machine learning
and statistics powered IDS solutions provide potential im-
provements for deployment on IoT devices, but the device’s
computing power often constrains them.

The concept of neuromorphic computing promises to im-
prove upon these limitations. Neuromorphic computing is
defined as the development of computer systems based on
biological characteristics of neurons and nerve systems [8].
One of important neuromorphic computing concepts are spik-
ing neural networks, which are more energy and efficient
than their traditional counterparts, as shown in the Izhikevich
model [9] which is used as the baseline for biological neuron
simulation due to its biological plausibility.

Spiking neural networks can be traced back to the original
discovery of neural spiking by Hodgkin and Huxley [10],
which was later abstracted by Bonhoeffer [11] into a more
general purpose model that handles different kinds of neuronal
behavior. This model is known as the Bonhoeffer - van der Pol
model, inspired by models of the human heart [12]. In 1982.
Hopfield [13] defined the concept of a ”Hopfield network,”
which represents the first artificial spiking neural network.

The key feature that provides efficiency is the concept of
spiking (or action potentials) [10] which allow efficient signal-
ing of changes between neurons. Each neuron has an activation
function operating on the electrochemical interactions between
the neuron and its environment. When the neuron reaches
the activation potential threshold, it performs an electrical
discharge to other connected neurons.
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Spiking neural networks on dedicated chips can utilize a
maximum 65mW of power usage per 1 000 000 spiking
neurons [14]. Asghar et al. [15] created a neuromorphic chip
based on spiking neural networks that are even more resource
efficient, consuming, on average, 1.06 mW of power. The
Spiking-YOLO model has achieved similar resource efficiency
[16] utilizing spiking neural networks for object detection.

Another key difference between spiking neural networks
and traditional artificial neural networks is the existence of
time as a component used for neuronal learning. Spike timing
dependant plasticity (STDP) [17] is based on the duration
before pre-synaptic and post-synaptic spikes and represents
one of the key learning mechanisms in artificial and biological
spiking neural networks. Time component utilization repre-
sents the side-effect spiking neural network models, which are
based on systems of differential equations compared to other
common artificial intelligence models. It is worth mentioning
that, like modern artificial neural network learning, Lillicrap
et al. [18] observed a variant of backpropagation as a learning
mechanism for biological neurons.

With current knowledge, applying spiking neural networks
to the domain of intrusion detection would allow us equal
or better performance than current state-of-the-art solutions.
The added benefit would be significantly less usage of power
and computing resources, per current literature, making them
suitable for IoT devices.

II. CURRENT STATE OF SPIKING NEURAL NETWORKS AND
INTRUSION DETECTION

The application of spiking neural networks in intrusion
detection systems is a relatively new concept. One of the first
usages dates back to 2014. spiking neural network concepts
managed to get a 99.78% success rate when detecting failure
rates in power systems [19].

Alom and Taha defined a way for autoncoders to be trans-
formed into spiking neural networks to gain the benefits of
neuromorphic computing [20]. Utilizing IBM TrueNorth [14],
it was possible to have an intrusion detection system with
90.12% accuracy consuming less than 50 mW of power. This
research also presents the method of converting traditional
artificial neural networks to spiking neural networks, allowing
potential performance improvements without retraining.

Zhou et al. introduced the first complete spiking neural
network implementation for intrusion in 2020 [21]. The
system in question consists of three layers with a total of
205 neurons, and it managed to reach 98.98% accuracy for
intrusion detection.

Zarzoor et al. have applied spiking neural networks with
decision trees for Internet-of-things attack classification [22]
with 95% accuracy on attack classification from the IoT Botnet
2020 dataset.

Besides spiking neural networks, Hassini et al. [23] provide
a solution based on deep learning for intrusion detection that
reached 99.96% accuracy across 15 classes for edge IoT
devices. Although unrelated to spiking neural networks, this

solution represents one of the most advanced state-of-the-art
approaches.

Encountered research so far focuses on spiking neural
networks that were used for classification outside of Internet-
of-things devices. Even though this approach proves their
applicability, it does not factor in the possibility of IoT devices
performing attack classification independently of a centralized
classifier.

Table I contains summarized findings with F1 scores and
accuracy, whichever metrics are available due to the quality
of work.

TABLE I
SUMMARIZED FINDINGS FROM CURRENT STATE

Paper Accuracy
Wang et al. [19] 99.78%

Alom and Taha [20] 90.12%

Zhou et al. [21] 98.98%

Zarzoor et al. [22] 95%

Hassini et al. [23] 99.96%

III. EXPERIMENT SETUP

We have used the BoT-IoT [24]–[27], [27], [28] dataset for
our research due to its subject area of network traffic belonging
to IoT devices. Due to resource constraints regarding comput-
ing power used for training, we have used the already prepared
5% subset of the BoT-IoT dataset to perform training and
testing of the model. The dataset contains 3 668 522 entries,
with 477 entries marked as non-malicious and the remaining
marked as malicious, randomized and split into 80% of the
dataset used for training and 20% of the dataset used for
testing before further subsampling for our experiments. We
randomized data before subsampling according to experiment
requirements and applied mini-batching with a size of 100
samples per mini-batch as a way to optimize limited experi-
ment resources.

We have not used spike trains for our experiments and have
decided to use the numeric representation of data in order to
simplify the experiment.

The BoT-IoT dataset contains 46 different features. In order
to simplify handling, we have selected the subset of features
shown in Table II:

TABLE II
SELECTED BOT-IOT FEATURES

Feature name Feature description Type
proto Network traffic protocol String

spkts Source-to-destination packet count Numeric

dpkts Destination-to-source packet count Numeric

srate Source-to-destination packets per second Numeric

drate Destination-to-source packets per second Numeric

state Transaction state String
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We have performed one-hot encoding of the proto and state
features for easier training, increasing the total input features
to 18 presented in Table III. The final list of utilized features
is presented below:

TABLE III
MODIFIED SELECTED BOT-IOT FEATURES

Feature name Feature description Type
arp ARP protocol detected Boolean

icmp ICMP protocol detected Boolean

tcp TCP protocol detected Boolean

udp UDP protocol detected Boolean

spkts Source-to-destination packet count Numeric

dpkts Destination-to-source packet count Numeric

srate Source-to-destination packets per second Numeric

drate Destination-to-source packets per second Numeric

acc ACC state Boolean

con CON state Boolean

eco ECO state Boolean

fin FIN state Boolean

int INT state Boolean

mas MAS state Boolean

req REQ state Boolean

rst RST state Boolean

tst TST state Boolean

urp URP state Boolean

The goal of our research was to classify attack subcategories
according to the above features. There was a total of four
attack subcategories identified in the BoT-IoT dataset:

• Denial of Service (DoS)
• Distributed Denial of Service (DDoS)
• Reconnaissance
• Theft

Due to the uneven distribution of attack subcategories, we
have removed the Theft attack subcategory from the classifi-
cation since its number of occurrences is much lower than that
of other attack subcategories. Theft attack subcategory has the
potential to skew results since we need more data to train for
Theft subcategories (in the 5% dataset, the Theft subcategory
appears in less than 0.01% due to rounding). We applied one-
hot encoding to the remaining subcategories. Table IV shows
the number of occurrences for attack subcategories:

TABLE IV
ATTACK SUBCATEGORY OCCURENCE

Attack subcategory Number of occurrences Percentage of dataset
DoS 1 650 260 44.99%

DDoS 1 926 624 52.52%

Reconnaissance 91 082 2.48%

Theft 79 Less than 0.01%

The classifier consists of two main Leaky Integrate-and-
Fire layers (with decay rate β = 0.95 and 120 fully connected

neurons per layer) joined with three linear transformation lay-
ers used for reshaping data. Although we have introduced the
Izhikevich model previously in this paper, we have decided to
use the Leaky Integrate-and-Fire spiking neuron model, which
is easier to implement, albeit with less biological plausibility.
This decision is because we do not require full biological
plausibility for our use case, and the Leaky Integrate-and-
Fire spiking neuron model is less complex than the Izhikevich
model.

We applied backpropagation with temporal characteristics
to update the weights after each epoch of the experiment.
Biological spiking neurons operate with different learning
methods, such as spike timing dependant plasticity (STDP) and
its variants. This field is under constant research to determine
how learning is performed between neurons; hence, there is
no correct answer for using the learning method.

We applied surrogate gradients to improve backpropaga-
tion performance. In our case, we used the fast sigmoid
surrogate gradient applied to the spiking neural network lay-
ers. We chose the Adam optimization algorithm [29] with
learning rate = 0.0001, β1 = 0.9, β2 = 0.999 and cross-
entropy loss [30] for calculating the value of loss.

The training lasted for 300 epochs, each epoch containing
10 discrete time steps as the temporal component. There were
no optimizations regarding stop-loss values where training
would halt. Training was performed by Intel i7-3630QM
laptop CPU, without GPU usage. PyTorch version used was
2.1.0+cpu, and snntorch version used was 0.7.0.

IV. EXPERIMENT RESULTS

We executed the original experiment with 240 hidden neu-
rons and 10 000 samples from the 5% BoT-IoT dataset with
applied one-hot encoding transformations, resulting in an F1
score of 0.957. The loss curve is shown in Fig. 1. The noisiness
shown inside loss curves is characteristic because the training
was performed per epoch per set of discrete time steps. The
loss gradient was calculated after each epoch, thus causing the
noisiness inside every epoch.

Fig. 1. Loss curve for 10 000 samples and 240 hidden neurons (two hidden
layers of 120 spiking neurons)

ROC and PRC curves shown as Fig. 2. and Fig. 3 show
additional experiment performance results. The area under
Curve values is at the bottom for every attacking category.
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Reconnaissance as the attack category was abbreviated to
Recon due to brevity.

Fig. 2. Multiclass ROC curves for 10 000 samples and 240 hidden neurons
(two hidden layers of 120 spiking neurons)

Fig. 3. Multiclass Precision-Recall curves for 10 000 samples and 240 hidden
neurons (two hidden layers of 120 spiking neurons)

We have repeated the experiment with 1 000 samples and
72 spiking neurons to improve training and testing time. Our
experiment yielded an F1 score value of 0.944.

The loss curve shown in Fig. 4 has a longer drop than the
previous one with 10 000 samples. ROC (Fig. 5) and PRC
(Fig. 6) curves show the impact of fewer samples and fewer
neurons used for training, but showing similar results.

After promising results from experiments done with 1
000 and 10 000 samples and 72 and 240 hidden neurons,
we have decided to start lowering the experiment variables,
most notably sample size and hidden neuron count. Table
V shows the results of previous experiments and additional
ones performed with varying sample sizes and neuron counts.

Fig. 4. Loss curve for 1 000 samples and 72 hidden neurons (two hidden
layers of 36 spiking neurons)

Fig. 5. Multiclass ROC curves for 1 000 samples and 72 hidden neurons
(two hidden layers of 36 spiking neurons)

Fig. 6. Multiclass Precision-Recall curves for 1 000 samples and 72 hidden
neurons (two hidden layers of 36 spiking neurons)
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Sample sizes and neuron counts were randomly selected to
see how the model would perform under new experimental
conditions.

We can see that we get similar performance as state-of-the-
art solutions with fewer samples and neurons that might apply
to constrained systems. Previously described experiments with
loss, ROC, and PRC charts are in bold as a baseline for other
performed experiments that weren’t presented in more detail.

TABLE V
SUMMARIZED EXTENDED EXPERIMENT DATA

Number of Hidden Training Testing F1 score
samples neurons time (seconds) time (seconds)

500 20 58.730 0.091 0.910

500 240 103.546 0.149 0.949

1 000 20 145.789 0.085 0.915

1 000 72 196.461 0.128 0.944
1 000 240 231.894 0.159 0.959

10 000 72 1844.896 0.170 0.953

10 000 240 2339.638 0.210 0.957

Table VI below aggregates our experiment data with previ-
ously presented state-of-the-art data for comparison purposes.

TABLE VI
SUMMARIZED FINDINGS FROM CURRENT STATE

Paper Accuracy
Wang et al. [19] 99.78%

Alom and Taha [20] 90.12%

Zhou et al. [21] 98.98%

Zarzoor et al. [22] 95%

Hassini et al. [23] 99.96%

1000 samples and 72 hidden neurons 95.99%

10 000 samples and 240 hidden neurons 96.33%

Following the experiment data and comparison with discov-
ered state-of-the-art solutions, we can see that our two experi-
mental models are comparative with state-of-the-art models,
surpassing accuracy on some models, especially since our
model is based on common hardware.

V. DISCUSSION AND FUTURE WORK

Experimental results from the previous section offer excit-
ing insight into the applicability of spiking neural networks
for intrusion detection systems and their behavior when the
number of samples and neurons vary.

From our starting setup with 10 000 samples and 240
hidden neurons, we were able to lower the number of samples
and neurons to 1000 samples and 72 neurons with similar
F1 scores (0.957 versus 0.944, respectively). We performed
additional experiments with even lower number of samples
and hidden neurons that yielded F1 scores above 0.91 for all
setups described in the tables above.

The first step should be to improve the computing resources
used for experimentation and define stricter experimental cri-
teria. Improvements would give us more detailed information

on how the model performs with unconstrained sample sizes
and diverse features and the inclusion of the Theft attack sub-
category. Another task regarding computing resources would
be accurate measurements of the spiking neural network to
confirm resource efficiency, both on the original experiment
environment and IoT devices. Experimental criteria should be
stricter, and detailed experiment analysis should be performed
on the behavior of false positives and false negatives, which
can impact IoT devices differently due to their nature of being
edge devices and with limited resources.

Besides resource increase, further research should be per-
formed on different kinds of spiking neurons and different
learning algorithms (such as STDP), as well as models with
more than two hidden layers of spiking neurons.

Another interesting topic is the application of neuromorphic
hardware such as Intel Loihi [31] or Graphcore’s IPU proces-
sors [32] as integral components of the IoT device for intru-
sion detection and potential other artificial intelligence tasks
that could be performed on-device. Utilizing neuromorphic
hardware would improve total performance regarding accuracy
and training times while allowing easier on-device intrusion
detection.

VI. CONCLUSION

Internet-of-Things as a platform presents a new attack vector
for malicious actors. Due to their decentralized and resource-
constrained nature, performing adequate cyber attack detection
and prevention without a centralized or significantly powerful
device can be difficult.

We have introduced a method using spiking neural net-
works to enable intrusion detection classification in resource-
constrained environments with cutting-edge performance. We
performed testing using the BoT-IoT dataset, which includes
a range of typical attacks found in Internet-of-Things environ-
ments and varying numbers of samples and hidden neurons.
This allowed us to examine how F1 scores change as the num-
ber of samples and hidden neurons change, further optimizing
performance with an F1 trade-off.

Even though we have reached state-of-the-art performance,
we have presented additional steps in our research that can po-
tentially improve performance by experimenting with different
kinds of spiking neurons, more layers, and different learning
algorithms.
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Abstract—The adoption of artificial intelligence (AI) in busi-
ness is often hindered by the complexity of data quality assess-
ment. This paper introduces the quadrant-based data quality
representation framework, which evaluates data assets based on
two complementary dimensions: Data Integrity (accuracy and
reliability, akin to Gartner’s “Ability to Execute”) and Data
Coverage (breadth and comprehensiveness, similar to “Com-
pleteness of Vision”). The framework categorizes data into four
groups: Pure Gold (AI-ready), Sleeping Giants (high integrity, low
coverage), Unpolished Diamonds (high coverage, low integrity),
and Hitchhikers (low integrity, low coverage). Each such quadrant
provides actionable insights for business users, helping them pri-
oritize data assets for AI readiness, identify data cleaning tasks,
balancing costs and value realization by focusing on the right
data. Given the roots of this idea in QED Software’s technology
experiences, we call the proposed quadrants as QEDrants.

Index Terms—Data Quality, Data Integrity, Data Coverage, AI
Readiness, Data Management, Decision Support, Cost Optimiza-
tion

I. INTRODUCTION

CAN businesses effectively manage data without constant
reliance on data scientists? The purpose of this work is

not to diminish the critical role of data scientists but to address
the persistent gap between business stakeholders and technical
teams. Even in organizations with strong artificial intelligence
(AI) capabilities, this disconnect often leads to inefficiencies
and misaligned goals. Bridging this gap requires establishing
a common ground where business users can better understand
technical concepts, and data scientists can align their work
more closely with business objectives [1].

In particular, many organizations encounter the challenge
of ensuring the quality of data, which is crucial for produc-
ing impactful AI outcomes. For non-technical stakeholders,
assessing data quality is complex, making it hard to determine
when data is ready to support business-critical AI applications.
A part of the domain of AI refers to machine learning (ML)1,
wherein the challenges of poor data quality are especially well-
understood. However, this problem is broader and does not
refer only to the methods that we would call pure ML [2].

1Although AI and ML can be considered as two separate domains, in this
paper – for simplicity – we use the acronym “AI” to cover both of them.

To address the above gap from the data quality perspective,
we introduce the framework called QEDrants2, which cate-
gorizes data assets into four groups based on two business-
friendly dimensions: Data Integrity and Data Coverage.

Data Integrity corresponds to data accuracy and reliability.
It assesses whether the data adheres to predefined rules and
standards, such as valid formats (e.g., properly structured
dates) and logical consistency (e.g., non-negative values in the
age fields). High integrity ensures the data is free from errors
and can be trusted for analysis and decision-making. Data
Coverage, on the other hand, measures the completeness and
comprehensiveness of the dataset. High coverage indicates that
the dataset captures the full scope of the domain it describes,
ensuring no critical information is missing. These two metrics
are not opposing forces but rather complementary drivers
of data quality. Together, they determine the data utility in
delivering actionable insights and value. Just as both execution
and vision are crucial for a business to thrive, integrity and
coverage are essential for data to achieve its full potential.

We define QEDrants as follows:
• Pure Gold: High integrity and high coverage data, ideal

for direct application in AI models.
• Unpolished Diamonds: High coverage but lower integrity

data, representing assets that are rich in content but may
need refinement for reliable AI use.

• Sleeping Giants: High integrity but low coverage data,
indicating well-curated yet incomplete data sources that
could benefit AI if augmented.

• Hitchhikers: Low integrity and low coverage data, repre-
senting low-priority assets that are generally unsuitable
for AI applications.

The goal of QEDrants is to deliver the quadrant-style visualiza-
tion with a clear, actionable view of data quality, highlighting
areas where data can best serve AI objectives and where
it requires improvement. This way, QEDrants can provide
business users with a practical tool to prioritize data curation
efforts, focusing on areas where investment will yield the
greatest gains in AI readiness. The goal of QEDrants is also
to emphasize the value realization potential of data, demon-

2Name inspired by Gartner’s Magic QuadrantsTM https://www.gartner.
com/.
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strating how data assets contribute to usability, actionability,
and value extraction – concepts aligned with the “5 V’s of Big
Data” (volume, velocity, value, variety, veracity) [3].

The remainder of this paper is organized as follows. Sec-
tion II discusses related work on data quality in AI, barriers in
AI adoption, and existing data quality frameworks. Section III
recalls broader inspirations and connections, including insights
from Gartner’s frameworks, the concept of Total Cost of
Ownership (TCO) for data processing systems, and related dis-
ciplines such as data governance and data security. Section IV
introduces the conceptual and architectural background for the
methodology used to define QEDrants. Section V presents case
studies illustrating the application of our framework in various
business contexts. Finally, Section VI concludes the paper.

II. RELATED WORK

Data quality has been a long-standing area of research
within AI, as the success of AI systems is closely tied to
the validity of learning. In recent years, a substantial body of
work has addressed the critical aspects of data quality in AI,
identifying key challenges and proposing frameworks for eval-
uating data quality across different domains. However, while
numerous approaches to data quality exist, many are tailored
primarily for data scientists, leaving business stakeholders with
limited accessibility to those methodologies.

A. Data Quality in AI

Research on data quality in AI emphasizes its pivotal role in
ensuring reliable and unbiased outputs. Early work focused on
core data quality dimensions such as accuracy, completeness,
consistency, timeliness, and relevance [4], [5]. These dimen-
sions remain foundational for assessing data quality in modern
AI applications, as they directly affect model performance,
interpretability, and the capacity to generalize. Several studies
link data quality issues to AI model training and deployment
challenges. Poor data quality can lead to model overfitting and
inaccuracies, ultimately diminishing the value of AI insights
for business stakeholders [6].

B. Barriers to AI Adoption

Despite the advancements in data quality research, barriers
to AI adoption in business persist. They are attributed to the
lack of accessible and interpretable data preparation and as-
sessment frameworks. Non-technical users, including business
managers and decision-makers, often lack the tools that are
needed to assess data quality or improve data readiness for
AI applications. Studies indicate that without straightforward
methods for evaluating data, organizations face increased
costs, prolonged implementation timelines, and potential fail-
ures in AI deployment due to suboptimal data preparation [7].
Moreover, traditional data quality frameworks typically em-
phasize technical dimensions without considering usability in
business. This technical focus can lead to an “AI unreadiness,”
where data quality needed for effective AI outcomes is not in
place, resulting in limited confidence in AI systems.

C. Existing Frameworks

Several frameworks have been developed to provide a
systematic approach to data quality evaluation, including Total
Data Quality Management (TDQM) [8], Data Quality Assess-
ment (DQA) [9], and others based on international standards
like ISO/IEC 25012. These frameworks define comprehensive
methodologies for assessing and improving data quality across
dimensions (see [5] for a survey of approaches). However,
they are geared towards data engineers and scientists, involving
complex metrics and extensive data profiling procedures that
may be cumbersome for business users. Furthermore, some
recent frameworks include domain-specific quality models for
healthcare, finance, and retail [10]. While these models add
valuable insights into data quality needs for AI, they still tend
to require high technical proficiency and they do not address
the accessibility requirements of non-technical users.

D. Gaps in Business-Friendly Evaluation

The existing literature on data quality frameworks reveals a
clear gap in models that are accessible to non-technical users
and aligned with their business goals. As we have already
discussed, this is part of a broader issue of the gap between
business and AI specialists, which still exists even in the
case of relatively large and mature companies. Traditional
frameworks focus on rigorous technical assessment, which is
essential in data science but lacks usability for stakeholders
who lack deep technical knowledge. As a result, many or-
ganizations face challenges in bridging the gap between data
engineering teams and business decision-makers.

To support AI adoption in business, there is a need for
simplified, business-oriented frameworks that can help non-
technical users understand and prioritize data quality is-
sues [11]. Such a framework would empower business leaders
to make informed decisions about data readiness for AI,
minimizing technical barriers and accelerating AI adoption.
QEDrants will address this gap as they are designed to be ac-
cessible to business stakeholders, facilitating the identification
of data quality issues with minimal technical complexity.

III. CONNECTIONS TO OTHER DOMAINS

The previous section focused on related work concerning
the importance and measurement of data quality. This part
expands the scope to explore broader inspirations. Although
the areas considered below are not directly tied to data quality,
they intersect in meaningful ways, influencing and shaping one
another within the data management ecosystem.

A. Gartner’s Magic Quadrants

Gartner is widely recognized for its proprietary method-
ologies, including the concept of Magic QuadrantTM which is
famous primarily because it provides a clear, visual framework
for comparing technology providers in various industries,
simplifying the decision-making process for businesses (see
e.g. Fig. 1). It breaks down complex market analyses into
a simple, two-axis chart, categorizing vendors into four types –
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Fig. 1: Gartner’s Magic QuadrantTM for data integration tools
(https://www.informatica.com/content/dam/informatica-com/
en/image/misc/data-integration-magic-quadrant-2023.png)

Leaders, Challengers, Visionaries, and Niche Players. The ver-
tical axis, “Ability to Execute,” evaluates a vendor’s capacity
to deliver on its promises, including product quality, customer
support, and financial performance [12]. The horizontal axis,
“Completeness of Vision,” assesses a vendor’s understanding
of current and future market dynamics, innovation, and align-
ment with customer needs. This clarity makes it easier for
companies to determine the competitive landscape at a glance.

We want QEDrants to leverage a two-axis model too. In our
case, the focus is on Data Integrity and Data Coverage – two
forces that work together to assess the data readiness for AI ap-
plications. Unlike Gartner’s model, which primarily evaluates
vendor performance, QEDrants apply these dimensions to data
quality, offering a unique perspective on how organizations can
use and improve their data to support AI initiatives. In this
context, “Ability to Execute” from the Magic QuadrantTM

framework aligns conceptually with Data Integrity. Just as
“Ability to Execute” reflects a vendor’s capacity to deliver on
promises, Data Integrity measures the reliability and accuracy
of the data, ensuring it is fit for purpose. Furthermore, “Com-
pleteness of Vision” corresponds to Data Coverage. In the
Magic QuadrantTM model, “Completeness of Vision” means
a vendor’s forward-looking strategy and understanding of
market trends. In QEDrants, Data Coverage assesses the com-
prehensiveness and representativeness of the data, ensuring it
captures all necessary dimensions for effective AI deployment.

These two dimensions – Data Integrity and Data Coverage –
are not opposites but rather complementary forces. Together,
they provide a holistic view of data quality, ensuring orga-
nizations can trust their data and rely on its breadth. To our
best knowledge, no Gartner-inspired quadrant visualization has
been applied specifically to data quality assessment. While

Gartner has utilized similar visual frameworks for evaluating
technology platforms and AI solutions, the adoption of such
tools for visualizing data quality metrics, like Data Integrity
and Data Coverage, remains unexplored.

B. Total Cost of Ownership

Total Cost of Ownership (TCO) in IT encompasses several
cost components like (1) system design and infrastructure costs
(the initial setup of data processing systems, computational
resources, and storage), (2) maintenance and human resource
costs (regular system upkeep, troubleshooting, and personnel
expenses), (3) user operation costs (e.g., for database engines
and business intelligence tools, this includes query execution
time, latency, and handling approximate results [13]), and (4)
costs of re-engineering, including costly redesigns of poorly
modeled data systems when the user demands evolve.

In AI, ensuring high-quality data is a critical factor in the
TCO of deploying models in business environments (see [14]
for a robust classification of data quality costs). Poor data qual-
ity can significantly increase operational and business costs
throughout the AI lifecycle. These costs manifest in several
ways: (1) Low-quality data can lead to poorly trained models,
requiring additional iterations of training and validation. This
increases computational costs and prolongs deployment time-
lines. (2) Post-deployment, models operating on low-quality
inference data are more likely to trigger monitoring alerts.
These alerts necessitate frequent investigations, potentially
leading to model re-tuning. (3) Errors stemming from data
quality issues – whether in training data, inference data, or
both – can result in business losses. Incorrect model outputs
may harm customer satisfaction, operational efficiency, or
decision-making accuracy, directly affecting the bottom line.

With large language models (LLMs) becoming a “hot topic,”
understanding their TCO is increasingly important. Measuring
data quality for LLMs, including the evaluation of training
and inference data, is an emerging challenge. The costs of
maintaining high-quality data for such models are substantial,
given their reliance on vast and diverse datasets.

Our previous research highlights the importance of diagnos-
tic tools for AI models, as discussed in [15]. These tools help
identify model errors, some of which may be rooted in data
quality issues. Such diagnostics are valuable for pinpointing
problems in both training and inference data. However, even
the most advanced diagnostic systems have limitations and
cannot identify all potential errors. Thus, investing in robust
data quality analysis from the outset remains essential.

While poor data quality means significant problems, ef-
forts to improve it are not without their own financial and
operational implications. Within AI-infused data processing
pipelines, additional costs of data enhancements emerge:

• External data. High-precision external data can be expen-
sive, particularly for use cases requiring customer data,
detailed measurements, or enriched metadata.

• Advanced parsing and quality enhancement tools. These
tools improve data accuracy but at the same time, increase
computational costs and latency.
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• Human-involved data labeling and curation. Active learn-
ing and interactive tagging approaches, such as those
explored in [16], involve human experts in data improve-
ment processes. While effective, these methods vary in
cost depending on the level of investment, such as using
multiple experts for higher accuracy.

Effectively managing these costs is essential to optimizing the
TCO for AI deployments, as both underinvestment and over-
investment in data quality can compromise the overall value
and efficiency of AI solutions in applications.

The success of AI projects can be multifaceted, encom-
passing technical, ethical, and societal dimensions. Unlike
traditional IT projects, AI initiatives involve unique challenges
due to the complexity of algorithmic decision-making and its
far-reaching impacts (see a recent study [17] for a review of
AI success factors within the project management literature).
A crucial metric for assessing the success of AI deployments
is the return on investment (ROI), directly tied to the balance
of investment in data quality and the value derived from AI
solutions. Achieving a positive ROI depends on ensuring that
the costs associated with improving Data Integrity and Data
Coverage are justified by the benefits these improvements
bring to AI performance and business outcomes.

Measuring ROI for AI involves evaluating quantifiable
gains, such as cost reductions and revenue increases, and
intangible benefits, including improved customer experiences,
enhanced decision-making speed, and competitive positioning.
Companies should monitor and adjust their data quality invest-
ments to ensure that the total cost of ownership is optimized,
and the expected ROI is achieved or exceeded.

By visualizing data quality through QEDrants, business
users will make informed decisions about which data sources
to improve, ignore, or prioritize. This targeted approach helps
organizations allocate resources efficiently, ultimately opti-
mizing TCO. Once these decisions are made, systems (like
e.g. BlueQuail developed by QED Software3) can operational-
ize them, offering guidance on feasible data improvement
strategies. Additionally, integrating active learning techniques
ensures a balance between data quality and human resource
costs, optimizing the overall investment in data curation.

C. Data Governance and Security

Data governance is a critical yet expansive topic, of-
ten considered a cornerstone of effective data management.
It encompasses the frameworks, policies, and procedures that
ensure the data is managed as a valuable asset, aligning
with organizational goals and regulatory requirements. Data
governance is closely tied to data quality, as poor governance
can lead to inconsistencies, inaccuracies, and compliance risks.

A key aspect of data governance is enabling business users
to play an active role in data management. Traditionally,
governance has been the domain of IT and data management
professionals, but involving business stakeholders can bridge
the gap between technical data policies and business needs. By

3https://bluequail.ai/

equipping business users with tools like QEDrants, organiza-
tions can democratize data governance, allowing non-technical
stakeholders to assess and influence data quality proactively.

Data security, though sometimes overlooked, is an equally
important consideration in the context of AI and data quality.
In business applications, security concerns frequently arise
when sensitive data must be sent to external AI modules or
third-party services. To mitigate the risks, organizations often
anonymize or obfuscate the data before sharing it. However,
this process can degrade data quality, introducing a trade-off
between maintaining privacy and ensuring data reliability.

This trade-off was explored in [18], where the data was
deliberately “corrupted” for business reasons, demonstrating
the impact of security measures on data utility. Similarly,
anonymization becomes particularly relevant when AI model
development is outsourced to external firms, a common prac-
tice observed e.g. at QED Software4. Outsourcing can shift
to crowdsourcing in competitive scenarios like those hosted
on platforms such as knowledgepit.ai. A notable example is
presented in [19], where sensitive communication data was
stripped of its content to ensure privacy, rendering sentiment
analysis infeasible. This highlights the broader challenge faced
by all crowdsourcing platforms, including Kaggle, where data
anonymization can limit the scope of achievable insights.

In both outsourced and crowdsourced AI projects, main-
taining a balance between data security and data quality
(which implies AI readiness) is crucial. Future iterations of the
QEDrant framework may explore this trade-off, providing
business users with visual tools to assess the impact of security
measures on Data Integrity and Data Coverage.

IV. QEDRANT FRAMEWORK

This section lays the groundwork for understanding the
QEDrant framework, focusing on its structure, core compo-
nents, and core functionalities. We begin by addressing the
foundational mechanics and metrics that drive the framework.
Next, we shift to the user perspective, exploring how to interact
with the framework and interpret its outputs. Finally, we revisit
the foundations to consolidate key insights.

The QEDrant framework is a structured approach to
assessing data quality, designed to help business users quickly
understand the readiness of their data for AI applications. The
framework organizes data assets into four quadrants based
on two key metrics – Data Integrity and Data Coverage –
allowing users to evaluate data reliability and completeness
at a glance. The data quality analysis has a subsequent goal
of recommending actions for data improvement or enrichment
to better support AI. This is done without referring to any
specific AI model. Instead, the framework provides founda-
tional insights into data quality, helping users recognize the
value and limitations of their data for future AI applications.

A. Data Integrity and Data Coverage

The QEDrant framework is grounded in established theories
of data quality management, drawing on key metrics such as

4https://qedsoftware.com/
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Fig. 2: QEDrant inspired by Gartner’s Magic QuadrantsTM. It
visualizes data assets based on Data Integrity and Data Cover-
age. Each quadrant (Sleeping Giants, Pure Gold, Unpolished
Diamonds, Hitchhikers) categorizes the data due to its readi-
ness and suitability for AI, providing an actionable overview
for business users to prioritize data quality improvements.

accuracy, completeness, consistency, and relevance [4], [5].
As we already know, these dimensions are translated into two
aggregate metrics within this framework: Data Integrity and
Data Coverage. In the current version of the framework, these
metrics are implemented for tabular data formats.
Data Integrity. Derived from the concepts of accuracy and
consistency, it evaluates how closely the data aligns with
expected semantic types and domain rules. It measures the
reliability and error-free nature of the data, ignoring null
values. More about the evaluation components:

• Data validity: Whether the data in a column adheres to
defined business rules or domain constraints (e.g., no
negative values in an age column).

• Data consistency: Consistent data format across the col-
umn (e.g., uniform date format). This metric is calculated
per field and then aggregated across fields to provide a
Data Integrity score for each table.

Data Coverage. It assesses whether the data is not too sparse.
In the simplest version, one can think about it as the percentage
of non-null values. However, a more advanced analysis of
semantic types of missing values is required in future [20].

In Subsection IV-E, we will elaborate on how to estimate
Data Integrity and Data Coverage in a more sophisticated way.
However, we want to keep information as simple as possible
for business users. Therefore, more advanced methods will
need to come up together with their intuitive explanations.

B. Two Levels of Granularity

QEDrants operate across the following levels. Level 1
assesses the overall quality of data tables by aggregating
metrics for Data Integrity and Data Coverage across columns.
Level 2 goes deeper, analyzing individual columns in a table.
These scores are visually represented in a QEDrant diagram
(see Fig. 2), allowing users to quickly see where their data
stands from the perspective of usefulness and reliability. This
is a straightforward categorization of data quality.
Level 1: Table-Level Assessment. Each table is assigned
a Data Integrity and Data Coverage score, derived by aggregat-
ing the basic metrics across all columns. This provides a high-
level view of the table’s suitability for AI. It enables users to
prioritize tables for refinement or immediate application.
Level 2: Column-Level Assessment. For every column, the
framework calculates its reliability and consistency based on
validation criteria (e.g., adherence to semantic types or domain
constraints). Intermediate outputs such as unique identifiers
(UIDs), semantic types, and time-related columns are identi-
fied to provide a more granular understanding of data quality.

We refer to [21] for a vision of a richer hierarchy of
granularities that can be useful for analyzing data quality.

C. QEDrant Representations

This subsection serves as a glossary for business users, pro-
viding a comprehensive overview of the QEDrant framework’s
key elements and functionalities. We explain the user interface
(UI) features that make QEDrants accessible and actionable for
non-technical stakeholders. Fig. 2 provides a visual reference.
(For further study on visual navigation through QEDrants,
we refer to [21] again.) We identify the following quadrants:
Pure Gold quadrant represents data with high integrity (accu-
rate, reliable, consistent) and high coverage (comprehensive,
minimum number of missing values). Importance. Pure Gold
data is well-suited for high-stakes AI applications where accu-
racy and coverage are essential, such as predictive modeling
and decision support systems. Examples of Use. Pure Gold
data can be deployed immediately in AI, providing reliable
insights with minimal risk of errors or biases.
Sleeping Giants represent high integrity but low coverage
data, indicating that the data is accurate and consistent but
has gaps or missing entries. Importance. This data may
lack sufficient coverage for comprehensive analyses but is
valuable in applications requiring precision and reliability
within a limited scope. Examples of Use. Sleeping Giants are
ideal for pilot AI projects or initial proof-of-concept models
where accuracy is paramount, but complete coverage is not a
requirement.
Unpolished Diamonds represent high coverage but low in-
tegrity data, suggesting the data is complete but may contain
errors or inconsistencies. Importance. While suitable for ex-
ploratory analysis or feature discovery, Unpolished Diamonds
require refinement before being applied to critical AI tasks.
Examples of Use. This data can support early-stage analysis
where the breadth of the data is valued over precision.

ALINA POWAŁA, DOMINIK ŚLĘZAK: QEDRANTS – DATA QUALITY QUADRANTS FOR BUSINESS USERS 83



Hitchhikers represent low integrity and coverage, indicating
the data that is both incomplete and potentially inaccurate or
inconsistent. Importance. Hitchhikers are generally unsuitable
for direct AI applications but could provide some value in non-
critical exploratory tasks or after significant data enrichment
and cleaning efforts. Examples of Use. This data may be
useful for supplementary analyses, or in cases where additional
cleaning can bring it up to a higher standard of usability.

D. Business Relevance

The QEDrant framework helps business leaders visualize
data quality at a glance, empowering them to make informed
decisions about AI readiness and data improvement tasks.
By categorizing data assets into actionable quadrants, the
framework enables organizations to:

• Leverage AI-ready assets (Pure Gold) immediately, max-
imizing ROI as discussed in Subsection III-B.

• Identify targeted analyses and data collection needs
(Sleeping Giants) for precise insights.

• Prioritize data cleaning tasks (Unpolished Diamonds) to
unlock valuable data potential.

• Avoid unnecessary costs on low-value data (Hitchhikers),
optimizing TCO and resource allocation.

This approach not only clarifies data priorities but also aligns
data quality efforts with business goals, reducing the barriers
to effective AI adoption. For non-technical users, QEDrants
provide a structured framework to guide data management
strategies, helping them realize measurable business outcomes
without deep technical expertise. This way, companies can
confidently advance their data assets from potential to per-
formance, setting a solid foundation for AI success.

E. More about Metric Derivations

Finally, let us go back to the problem of computing the Data
Coverage and Data Integrity measures at particular levels of
granularity. While the current version of QEDrants employs
relatively simple methods, we acknowledge the potential for
refinement and expansion. This subsection outlines a roadmap
for improving these calculations, ensuring they better serve the
practical goals described in subsequent sections.
Expanding to multimodal data. Future QEDrant releases
should account for images, text, logs, etc. For such datasets
traditional notion of a column does not apply. Instead, each
modality (e.g., a camera feed, text document, sensor reading)
may be treated as an independent “field.” At Level 1, Data
Coverage and Data Integrity may be computed separately for
each modality, while Level 2 would aggregate them across
modalities to provide a comprehensive view.

One possible approach is to transform raw multimodal
data into intermediate vector or tensor representations. These
representations, derived using appropriate tools for data trans-
formation [22], may be evaluated using classical metrics.
Multiple versions of these transformations might be sampled,
with metrics averaged across them. These intermediate steps
would remain hidden from users, unless they specifically
request an explanation through an Explainable AI module.

Leveraging advanced learning techniques. To enhance met-
ric accuracy, we propose more sophisticated, learning-based
methods for estimating Data Coverage and Data Integrity:

• Feature selection approaches. Inspired by feature se-
lection, we may dynamically generate hypothetical tar-
get variables based on the dataset’s semantic context.
For each target variable, quality measures for fields
(or modalities) could be evaluated using filter-based or
model-based methods. By averaging these results across
various target variables, a more nuanced estimate of field
quality may be obtained.

• Data and entity matching. Another promising direction
involves leveraging a repository of historical datasets with
validated Data Coverage and Data Integrity scores. By
matching new datasets to similar historical datasets (using
entity matching techniques), we can infer quality levels
for new data. This approach would allow the system to
“learn” from past data and apply those insights to new,
incoming datasets.

• Interactive learning with expert feedback. Interactive
learning can refine the framework. Starting with basic
calculations, the framework can present edge cases to do-
main experts. Their feedback can be used to fine-tune
the quality assessment models, gradually incorporating
richer, more accurate metrics. Over time, these interac-
tions can enable our framework to adapt and improve
its recommendations. For a deeper discussion on active
learning methodologies, see [16].

Towards continuous improvement. Even in production, user
feedback plays a crucial role in improving the system. If busi-
ness users disagree with QEDrant classification, their correc-
tions can be fed back into the model for retraining, enabling
continuous improvement. This feedback-driven approach en-
sures that Data Coverage and Data Integrity metrics evolve
alongside the changing needs and contexts of the organization.
By refining these metrics and incorporating advanced methods,
QEDrants can provide more precise and actionable insights
across a wide range of data types and use cases.

The above roadmap not only enhances the technical robust-
ness of the framework but also ensures it remains adaptable to
emerging challenges, such as multimodal datasets and evolving
business requirements. While this framework is designed to an-
alyze data independently of any specific AI application, future
work can also extend its capabilities to recommend tailored
data enrichment or cleaning actions based on AI project needs.
Moreover, more advanced evaluation metrics and aggregation
methods are envisioned in subsequent phases, aligning the
framework more closely with specific AI objectives.

V. QEDRANT APPLICATIONS

By categorizing the data into four quadrants based on Data
Integrity and Data Coverage, the QEDrant framework provides
actionable guidance for each data asset. This section details
practical use cases for each quadrant, illustrating how they can
inform data strategies and improve decision-making. To give
a comprehensive view, the section is structured as follows:
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• Subsections V-A-V-D: Real-world examples of how each
quadrant guides immediate business actions.

• Subsection V-E: Advanced scenarios – exploring how
companies may push the boundaries of AI adoption.

• Subsection V-F: Integrations – embedding QEDrants into
larger AI ecosystems to maximize their impact.

Each subsection is designed to help organizations leverage the
QEDrant framework not only as a diagnostic tool but also as
a driver for strategic improvements in data readiness.

A. Pure Gold

Practical Application: Data assets categorized as Pure Gold
are immediately suitable for AI applications. This data can be
confidently utilized in high-stakes AI initiatives such as pre-
dictive analytics, fraud detection, and customer segmentation.
Guidance for Use: The primary strategy with Pure Gold
is to harness its rich and high-value data for strategic decision-
making, focusing on areas where immediate, actionable in-
sights can drive significant impact.
AI Readiness: Pure Gold data assets require minimal prepara-
tion. Their high quality supports reliable AI training, reducing
the risk of errors and allowing for fast deployment.
Measurable Business Outcomes: Using Pure Gold data im-
proves decision-making and operational efficiency. Examples:

• Customer segmentation: Accurate targeting enhances
marketing ROI and customer engagement.

• Fraud detection: High data quality reduces false positives,
minimizing financial losses.

• Predictive maintenance: Reliable performance data en-
ables more accurate predictions, reducing downtime and
optimizing resources.

For non-technical users, Pure Gold means “AI-ready” assets,
allowing them to proceed with confidence and minimal effort.

B. Sleeping Giants

Practical Application: Sleeping Giants are accurate and reli-
able but incompleteness may restrict their usage in comprehen-
sive analyses. They may be well-suited for limited or targeted
analyses, where precision is more important than breadth.
Guidance for Use: The primary strategy is to leverage high
integrity for targeted insights, but also identify areas where ad-
ditional data collection could expand usefulness. For example,
a retail company might use Sleeping Giants data to analyze
customer behavior in a specific region, and then supplement
it with new data collection efforts for broader insights.
AI Readiness: Sleeping Giants data is suitable for proof-
of-concept models or analyses focused on precise ques-
tions within a limited scope. Organizations can proceed with
smaller-scale AI initiatives, assessing the initial utility of the
data while planning for future data enrichment.
Measurable Business Outcomes:

• Market analysis in targeted segments: Precise insights for
specific demographics or regions, reducing the cost of
large-scale data collection.

• Feature testing for product development: Using accurate
but limited data to aid efficient R&D.

Non-technical users can leverage Sleeping Giants data for
“targeted insights now, broader potential later.” This approach
offers immediate value and provides a clear path for further
data collection if more comprehensive analyses are desired.

C. Unpolished Diamonds

Practical Application: Unpolished Diamonds datasets can be
regarded as comprehensive but in the same time they may
contain errors or inconsistencies. This quadrant is ideal for
identifying data cleaning tasks that can elevate its quality,
making it suitable for more robust AI applications in future.
Guidance for Use: For Unpolished Diamonds, the focus
should be on data cleaning and validation to improve data in-
tegrity. This includes tasks such as correcting inconsistencies,
filling in missing values where possible, and standardizing data
formats. Once cleaned, this data can transition to the Pure Gold
quadrant, making it highly valuable for AI applications.
AI Readiness: Unpolished Diamonds are not immediately
AI-ready but offer potential once data cleaning tasks are
performed. These data assets can support exploratory analyses
and feature discovery during the initial stages, but they should
undergo refinement before being used in critical AI models.
Measurable Business Outcomes:

• Improved exploratory analysis: Cleaning the data en-
hances the reliability of trend analysis and feature dis-
covery, making initial insights more trustworthy.

• Preparedness for advanced AI applications: Data clean-
ing converts Unpolished Diamonds into AI-ready assets,
increasing the ROI of the data asset over time.

Non-technical users see Unpolished Diamonds as “the data
with potential.” Data cleaning can unlock this potential, trans-
forming these assets into reliable resources for AI.

D. Hitchhikers

Practical Application: Hitchhikers are unsuitable for imme-
diate AI use. This data typically requires significant effort to
clean and augment, which may not be worth the investment
relative to its potential value.
Guidance for Use: Given their low quality, Hitchhikers should
generally be deprioritized to avoid unnecessary costs. Limiting
efforts on these data assets helps reduce the TCO associated
with data preparation and maintenance. In cases where Hitch-
hikers data holds specific or supplementary value, it can be
revisited for enhancement later, but for most business needs,
focusing on other quadrants yields better returns.
AI Readiness: Hitchhikers data is generally not AI-ready and
should not be prioritized for immediate usage. These assets
can be kept as optional but are unlikely to directly support
critical AI applications without substantial improvement.
Measurable Business Outcomes:

• Cost savings: By limiting efforts on Hitchhikers data, one
can focus resources on higher-value data assets, reducing
the TCO associated with data preparation.

• Focused data strategy: Deprioritizing low-quality data
allows organizations to concentrate on assets that are
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more likely to yield actionable insights, increasing the
efficiency of data-related investments.

Hitchhikers are “not worth the investment right now.” Limiting
resources spent on Hitchhikers helps streamline data strategy
and focuses attention on more promising assets.

E. Making QEDrant-based Decisions

QEDrants provide users with data quality visualization,
enabling them to make informed decisions impacting their
data strategy and AI projects. While earlier subsections laid
the groundwork for interpreting QEDrant diagrams, this part
delves into more advanced scenarios where business stake-
holders leverage QEDrant insights to drive key decisions.
Below, we explore various decision-making contexts.
Investing in extra data sources. One common scenario is
to identify gaps in Data Coverage or Data Integrity that could
hinder the success of an AI project. For example, a dataset
in the Sleeping Giants quadrant may signal the need for
additional sources to improve coverage. Users may decide to:

• Purchase external datasets (e.g., market trends or demo-
graphic data).

• Enhance data collection (e.g., gathering more detailed
customer feedback or expanding survey outreach).

Such investments aim at improving data completeness, en-
suring that models trained on these datasets achieve broader
applicability and higher performance.
Improving data generation and processing. Data assets
classified as Unpolished Diamonds (high coverage, low in-
tegrity) suggest that while sufficient data exists, its quality
is compromised by errors or inconsistencies. In this case,
QEDrant analysis might prompt business users to:

• Enhance data parsing or transformation pipelines to im-
prove accuracy.

• Implement stricter validation rules or automate error
detection mechanisms.

For instance, a company relying on web-scraped data might
identify parsing errors causing misclassification or duplication.
Addressing these issues would improve data reliability, which
in turn supports more robust AI models.
Reevaluating AI project goals. QEDrant insights can lead
to strategic shifts in AI objectives. For example, if a dataset
supporting an AI classification task is predominantly in the
Hitchhikers quadrant, then business users may decide to:

• Reduce the task’s complexity, e.g. moving from 500
decision classes to 50 more generalized ones.

• Adjust accuracy expectations based on current data limi-
tations, moving from a target of 95% accuracy to a more
achievable 90%.

These adjustments allow for more realistic project goals,
aligning expectations with the available data capabilities.
Deciding on project continuation or pivot. When a signifi-
cant portion of critical datasets fall into problematic quadrants,
such as Hitchhikers or Unpolished Diamonds, business users
might face a more fundamental question: Is the project viable?
Based on QEDrant insights, they may:

• Decide to halt the project until data quality improves.
• Pivot the project focus to areas where higher-quality data

is available.

For example, an AI project initially designed to predict cus-
tomer churn may be shifted toward identifying high-value
customers if the churn-related data proves insufficient in
quality.
Trade-offs and cost-benefit analysis. QEDrant diagrams also
help users navigate trade-offs between data quality dimensions
and project requirements. Consider the following:

• Time versus Quality: Should the project proceed with
current data quality to meet deadlines, or is it worth
delaying for data improvement efforts?

• Cost versus Accuracy: Would investing in high-quality
data sources justify the incremental improvement in
model performance?

These trade-offs are particularly relevant for projects where
small quality gains come at a high cost, enabling business
users to evaluate the ROI of data enhancement efforts.
Adjusting model complexity or evaluation metrics. Another
scenario is to adjust the complexity of the AI model or the
metrics by which its performance is evaluated. Examples:

• For datasets with lower integrity, shifting from precision-
oriented metrics (e.g., precision/recall) to more robust
metrics like F1-score or Matthews correlation coefficient
might be advisable.

• Simplifying model architectures to reduce sensitivity to
noisy or incomplete data, which can still provide action-
able insights with reduced computational costs.

Collaboration and resource allocation. QEDrant insights
also aid in optimizing cross-team collaboration. For instance,
datasets requiring significant improvement might warrant addi-
tional resources from IT, data engineering, or third-party ven-
dors. By identifying and prioritizing data assets based on their
quadrant classification, organizations can allocate resources
more effectively, focusing on the most critical datasets first.

In summary, QEDrants can provide a foundation for strate-
gic decision-making across a variety of business and technical
contexts. From data acquisition and pipeline optimization
to project goal revision and resource allocation, QEDrant
analysis empowers users to make data-driven choices that
balance data quality, project feasibility, and business impact.
Going further, we will explore specific examples of these
advanced applications, demonstrating how QEDrant insights
translate into actionable strategies for optimizing AI projects.

F. Deployments and Integrations

To maximize their utility, QEDrants must operate as part
of a broader data ecosystem, seamlessly connecting with
other modules and systems to drive actionable insights. This
subsection explores how QEDrants can integrate with ex-
isting data infrastructure, support decision implementation,
and potentially evolve into a recommendation engine capable
of suggesting data quality improvements.

86 POSITION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Interfacing with other modules. QEDrants should not func-
tion in isolation. Instead, they must interface with various
components of the data pipeline, including:

• Data ingestion and transformation pipelines. Once a QE-
Drant analysis identifies data quality issues, the system
can trigger automated data cleansing or transformation
processes in connected ETL pipelines.

• Monitoring and diagnostic tools. QEDrants can feed data
quality insights into monitoring systems to flag potential
issues affecting model performance.

• AI model training modules. Data quality metrics provided
by QEDrants can inform model training, helping select
the most reliable datasets or identifying areas where
synthetic data augmentation may be beneficial.

By integrating with these modules, QEDrants enable a feed-
back loop where data quality improvements translate directly
into enhanced model performance and business outcomes.
Supporting decision implementation. A key aspect of QE-
Drants is to translate analysis into action. When users decide
to address specific data quality issues – e.g. enhancing Data
Coverage or correcting parsing errors – the framework should
support seamless implementation. This can involve:

• Task automation. Automatically initiating data quality
improvement tasks, such as filling missing values using
imputation techniques or applying stricter validation rules
during data ingestion.

• Workflow integration. Creating tickets in project manage-
ment tools (e.g., Jira, Asana) to involve relevant teams
(e.g., data engineering) in quality improving.

• Collaboration with external vendors. If external data
sources are required, QEDrants can generate detailed
procurement requirements based on identified gaps in
Data Coverage or Data Integrity.

Recommendation engine potential. To further enhance its
utility, the QEDrant framework may evolve into a recommen-
dation engine, autonomously suggesting data quality improve-
ment actions. This requires several key capabilities:

• Data-driven recommendations. QEDrants can analyze his-
torical data quality improvement efforts and their out-
comes, learning which interventions are most effective
for specific types of data quality issues.

• External data. By integrating with external repositories
and APIs, QEDrants can identify new data sources that
may fill coverage gaps or improve data reliability.

• Predictive analytics. We can predict the potential impact
of suggested improvements on AI performance and busi-
ness gains, helping users prioritize actions.

Thus, by interfacing with other modules, supporting decision
implementation, and evolving into a recommendation engine,
QEDrants can not only identify data quality issues but also
drive actionable, automated improvements.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

The QEDrant framework presents a structured approach for
businesses to assess and prioritize their data assets in prepara-
tion for AI adoption. By categorizing data into four actionable

quadrants, this model enables organizations to understand
their data readiness for AI without requiring deep technical
expertise. The framework guides non-technical users in iden-
tifying AI-ready data, determining areas for targeted analysis,
prioritizing data cleaning tasks, and managing costs by de-
emphasizing low-value data assets.

The framework’s strength lies in its ability to simplify com-
plex data quality assessments, helping business leaders make
informed decisions about data curation and improvement.
This quadrant-based approach ultimately empowers companies
to approach AI adoption with clarity and confidence. It lowers
the barrier to AI by translating data quality dimensions into
actionable insights for non-technical stakeholders, aligning
data efforts with business goals. As a foundational step,
QEDrants establish a roadmap for data quality improvement
that can evolve with a company’s AI maturity, supporting more
advanced data strategies and AI applications over time.

As we continue to refine the QEDrant framework, several
avenues for future work emerge, ranging from enhancing
core functionality to exploring entirely new concepts. Below,
we outline key directions for future R&D, some of which have
been briefly mentioned in earlier sections.
Expanding data modalities. One significant area of future
work is to extend QEDrants to support multimodal data. Cur-
rently, the framework focuses on tabular data, but many real-
world AI applications rely on a mix of data types, including
images, text, and sensor data. In future, we intend to:

• Develop methods for assessing Data Integrity and Data
Coverage across different modalities.

• Introduce modality-specific metrics (e.g., resolution for
images, semantic coherence for text).

• Enable users to view data quality metrics for individual
modalities or entire multimodal datasets.

This expansion will introduce QEDrants to a wider range
of industries, e.g., healthcare, autonomous systems, media.
Advanced methods for calculating data quality metrics.
While the current approach to computing Data Integrity and
Data Coverage relies on straightforward aggregation methods,
more sophisticated techniques can improve accuracy and ap-
plicability. Potential directions of improvement include:

• Predicting data quality metrics, especially when direct
calculations are infeasible or incomplete.

• Using dynamic target variables and feature selection to
better evaluate the relevance of specific fields.

• Incorporating historical data repositories to infer quality
metrics for new datasets based on their similarity to
previously validated data.

These advancements would enable more precise assessments,
especially for complex or evolving datasets.
Recommendations for data improvement. As discussed
earlier, transforming QEDrants into a recommendation engine
can significantly enhance their utility. Examples of future
work:

• Developing algorithms that suggest targeted actions, such
as acquiring new data sources, automatic data cleaning,
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or modifying AI project objectives.
• Integrating external data sources and metadata reposito-

ries to provide context-aware recommendations.
• Evaluating the impact of recommended actions through

predictive analytics, helping users prioritize improve-
ments based on expected business outcomes.

Interactive and adaptive learning. QEDrants may incorpo-
rate interactive learning mechanisms to continuously refine
their assessments and recommendations. This may include:

• Collecting feedback from users on the accuracy and
usefulness of QEDrant outputs.

• Employing active learning techniques to engage domain
experts in reviewing edge cases, gradually improving the
system’s understanding of data quality.

• Implementing a closed-loop feedback system, where
users’ inputs directly influence future iterations.

Such capabilities would ensure that QEDrants remain respon-
sive to user needs and evolving data environments.
Addressing trade-offs in data quality. Future work may also
explore more nuanced trade-offs between data security and
data quality, as already highlighted. For example:

• Investigating the impact of data anonymization and ob-
fuscation on Data Integrity and Data Coverage.

• Developing visual tools to help users balance privacy
and quality, potentially introducing new QEDrant variants
focused on these trade-offs.

• Exploring real scenarios where such trade-offs are criti-
cal, e.g., outsourced / crowdsourced AI projects.

Real-time and dynamic data quality assessment. Another
promising direction is to enable real-time data quality assess-
ment, similarly to [23]. This would involve:

• Integrating QEDrants directly into live data pipelines to
provide continuous monitoring and feedback.

• Developing dynamic visualization capabilities to reflect
changes in data quality metrics over time.

• Supporting adaptive decision-making by alerting users to
emerging issues, with immediate recommendations.

Real-time assessments may be particularly valuable in indus-
tries like finance, where timely insights are critical.

In summary, the QEDrant framework provides a strong
foundation for data quality assessment, but its full potential
lies in integration with broader ecosystems. By pursuing the
outlined future work, we aim to make QEDrants even more
versatile, precise, and user-friendly. Some further investiga-
tions, particularly related to more types of granularity levels
and associated visualizations, can be found in [21].
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[16] D. Kałuża, A. Janusz, and D. Ślęzak, “Robust Assignment of Labels for
Active Learning with Sparse and Noisy Annotations,” in Proceedings
of ECAI 2023. 2023, vol. 372 of Frontiers in Artificial Intelligence and
Applications, pp. 1207–1214, IOS Press.

[17] G.J. Miller, “Artificial Intelligence Project Success Factors – Beyond the
Ethical Principles,” in Post-Proceedings of FedCSIS-AIST 2021. 2021,
vol. 442 of Lecture Notes in Business Information Processing, pp. 65–
96, Springer.

[18] M.S. Szczuka, A. Janusz, B. Cyganek, J. Grabek, Ł. Przebinda, A. Za-
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proach to Big Data Processing and Machine Learning,” in Proceedings
of IEEE BigData 2022. 2022, pp. 6188–6194, IEEE.

[23] J. Bicevskis, Z. Bicevska, A. Nikiforova, and I. Oditis, “Towards Data
Quality Runtime Verification,” in Proceedings of FedCSIS 2019, 2019,
vol. 18 of Annals of Computer Science and Information Systems, pp.
639–643.

88 POSITION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Author Index

Agbangba, Emile Codjo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Amagbégnon, Génevieve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
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