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Emerging technologies, particularly artificial intelligence (AI), and more specifically Large Language Models

(LLMs) have provided malicious actors with powerful tools for manipulating digital discourse. LLMs have the

potential to affect traditional forms of democratic engagements, such as voter choice, government surveys, or

even online communication with regulators; since bots are capable of producing large quantities of credible

text. To investigate the human perception of LLM-generated content, we recruited over 1,000 participantswho

then tried to differentiate bot from human posts in social media discussion threads. We found that humans

perform poorly at identifying the true nature of user posts on social media. We also found patterns in how

humans identify LLM-generated text content in social media discourse. Finally, we observed the Uncanny

Valley effect in text dialogue in both user perception and identification. This indicates that despite humans

being poor at the identification process, they can still sense discomfort when reading LLM-generated content.

CCS Concepts: • Human-centered computing → Empirical studies in collaborative and social com-

puting; • Security and privacy→ Social aspects of security and privacy; • Computing methodologies→

Discourse, dialogue and pragmatics.

Additional Key Words and Phrases: Digital Discourse, Uncanny Valley, LLMs, Bots, Personification

Kristina Radivojevic, Matthew Chou, Karla Badillo-Urquiola, and Paul Brenner. 2024. Human Per-
ception of LLM-generated Text Content in Social Media Environments. 1, 1 (September 2024),
17 pages.

1 INTRODUCTION

Decentralization of information empowers individuals with access to technology to control, in-
fluence, and shape narratives. This shift was previously seen with social media platforms that
have allowed greater access to disparate and previously inaccessible audiences, challenging the
pre-established status-quo, and creating new types of celebrities and industries. The dissemina-
tion of highly sophisticated propaganda and disinformation is no longer confined to nation-states
or highly technical organizations. Internet users can have an impact on a global scale, with rapid
proliferation across multiple channels, making identification and analysis of content more chal-
lenging, especially in a manner rapid enough to counter intended effects. Because of that, risk to
reputation and policy is greatly impacted on a global scale. Although there has always been un-
reliable or sometimes fake information on the Internet, users often choose to trust what they see
and hear in discourse on their preferred social media channels. A rise in AI and LLM technologies
posing as humans may contribute to the normalization of unreliable information. There are many
types of manipulation in digital media, and while the most popular is still manual manipulation
of screenshots, the increase can be seen in video manipulation due to the growth of multimodal
models.

Authors’ Contact Information: Kristina Radivojevic, kradivo2@nd.edu, University of Notre Dame, Notre Dame, Indiana,

USA; Matthew Chou, University of Notre Dame, Notre Dame, Indiana, USA, mchou3@nd.edu; Karla Badillo-Urquiola,

University of Notre Dame, Notre Dame, Indiana, USA; Paul Brenner, University of Notre Dame, Notre Dame, Indiana,

USA.

, Vol. 1, No. 1, Article . Publication date: September 2024.

http://arxiv.org/abs/2409.06653v1
HTTPS://ORCID.ORG/0000-0002-1645-5945
https://orcid.org/0000-0002-1645-5945


2 Kristina Radivojevic, Ma�hew Chou, Karla Badillo-Urquiola, and Paul Brenner

Mainstream social media platforms have a large impact on political accountability and fair elec-
tions. Recent elections have demonstrated that malicious actors can use social bots to subvert U.S.
democracy through digital applications. Since LLM bots are capable of producing large quantities
of credible text, they can be misused for disinformation purposes, specifically through automated
campaigns with the goal of growing audience, and inflaming, or swaying opinion.
As Generative AI becomes more widely used, it is expected that investment in technological

advancements by the private sector and the government should grow exponentially [18, 34]. In
the absence of a wide-ranging regulatory framework synchronized with the development of ap-
plications and AI, many problems are arising. Considering how sophisticated LLMs are becoming,
the differences between human-produced and AI-produced content have become extremely small.
From grammar checking, news article generation, email drafting, and even website creation, AI
is already being used in many areas of writing. However, sometimes AI-generated content can
look like an attempt to imitate a human-like tone. Readers may feel uneasy about something that
seems familiar and yet seems off. That phenomenon is called the Uncanny Valley. Masahiro Mori,
a Japanese engineering professor, first proposed this hypothesis in 1970, saying that when a robot
becomes more human-like, people’s reactions will shift from affinity to revulsion. Since the pro-
posal of the hypothesis, several studies have recreated or visualized the effect, tested its validity,
and used perceptual, cognitive, or other types of analysis to investigate. These studies explored
the uncanny valley primarily in the context of physical robots, digital avatars, and video chatbots
that closely resemble humans. However, it is important to understand if and how LLM-generated
text output can be used to manipulate and influence human behavior.
57% of people across of 19 countries around theworld believe that social media is a good thing for

democracy, however, 84% of them also say that technological connectivity has made people easier
to manipulate with false information and rumors [45]. This manipulation can be done through
the use of different technologies for the development of social bots. These bots can affect political
discussion networks in several significant ways to amplify their messages. Pew Research Center
found that most Americans are aware of social bots in a survey they conducted in 2018. However,
only half of the respondents were at least "somewhat confident" that they could identify them, with
only 7% being "very confident". If those self-assessments are accurate, many users might already
follow bots and share their content. Social media platforms often allow users to interact with one
another and decide how to perceive their personalities and nature, yet in some cases, people may
prefer to observe the conversations rather than engage in them.
While previous research found that only 42% of the time users are able to successfully identify

the true nature of users on social media while interacting with them, we aim to understand if
there is a difference between interactive and static identification of LLM-generated text content,
as well as to understand the effects that LLM-generated text can have on humans. In light of recent
developments, several key questions have emerged:

RQ1: How successful are humans in identifying the true nature of other users on social
media (without the ability to interact with them)?
RQ2: Are there patterns in howhumans identify LLM-generated text content in socialmedia
discourse?
RQ3: Is the Uncanny Valley observable in text as relates to the perception and identification
of bots participating in social media discourse?

To address these questions, we performed a study with 1,095 participants. The survey was based
on a dataset gathered by Radivojevic et al. [41] during their experiment in which human and bot
participants communicated on a social media platform without knowing the ratio or nature of
participants. Our survey consisted of two randomly selected social media threads which included
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an initial post created by admin and the first five responses created by either human or bot par-
ticipants in the previous experiment. Participants were tasked to select all responses that they
believed were created by bots. While in the last decade, researchers have started to investigate
how brain activity is related to the uncanny valley, the most common approach to studying the
empirical basis of the phenomenon relies on self-reported subjective measurements [15, 30, 42, 55].
To explore this effect in LLM-generated text, we then asked an additional question regarding the
comfort level of participants while reading the human, bot, or both responses, based on their selec-
tions. Finally, we asked participants to provide a few reasons they believed some of the accounts
were bots.

Our findings can be summarized as the following contributions:

• Despite foreknowledge of the presence of bots and humans andwithout the ability to interact
with other users on the social media platform, humans are bad at identifying the true nature
of posts. Participants were able to successfully identify the true nature of posts in the survey
only 42% of the time.

• There are patterns in how participants perceive bot posts that can be classified into two
groups: (1) human emotions, perception, and interaction and (2) evolution and mechanics of
language and communication.

• Discomfort experienced when reading what participants believed were bot-generated posts
align with the Uncanny Valley phenomenon, meaning that the participants found what they
believed was bot-generated content less comfortable. The analysis also indicates that the
participants’ perception aligns with their success rate and that the Uncanny Valley effect
can be visible in both cases.

• Additionally, we found that humans experience the Uncanny Valley effect when reading text
generated by sophisticated LLMs. Despite our finding that humans are not able to identify
bot-generated content, the sophistication of LLMs has still not reached a significant level of
manipulating users completely and successfully on social media platforms.

Our work makes contributions to the community and the field of social and crowd computing,
empirical investigations, as well as ethics and policy implications, focusing on the role of LLM-
generated social bots in collective decisions and their effects on human perception when present
on social media platforms. Our results are essential findings for the future of human-computer
digital discourse and collaboration on social media and team platforms. As the sophistication and
complexity of bots grow alongside greater public access and ease of use; it becomes critical that we
have both technical guardrails and policy guidance for the safe and effective growth of collective
dialogue and decision-making with humans and bots.

2 RELATED WORK

In this section, we synthesize literature on social bots, the Uncanny Valley, and their potential
impact on digital discourse.

2.1 Bots on Social Media

Malicious bots have existed online since the rise of the internet. Studies show that around 50%
of all internet traffic comes from bot activity. Additionally, bad bots account for about 33% of all
internet traffic [27]. Furthermore, human perception of bots remains largely negative with around
2/3rds of Americans having heard of bots, and 80% believing they are used maliciously [50].
Social bots have taken a spotlight within social media research due to their ability to influence

public thinking by pushing specific agendas, particularly in a political setting. Social bots have al-
ready hosted successful disinformation campaigns in major political events such as United States
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presidential elections [5, 9, 49] and the Brexit Referendum [7, 25]. Additionally, social bots use in-
creased dramatically throughout the context of COVID-19 and played a pivotal role in the content
users consumed about the pandemic [24, 52, 56]. A study by Seering et al. [47] finds that even
when outnumbered on platforms such as Twitch, bots sent significantly more messages than hu-
mans. They note that at scale, these bots can easily influence user perception. A platform called
Botivist developed by Savage et al. [46] shows the strength of using Twitter social bots to engage
users in discussions about various social issues and call users to action. These results highlight the
risk of misuse, where similar platforms could be exploited to manipulate public opinion or spread
misinformation. Such recent events and findings have elevated the urgency to develop anti-bot
software or reliable detection systems to combat the rampant spread of misinformation.
Social bots serve primarily as actors seeking to push specific agendas. Furthermore, malicious

agents often seek to spread biased information or misinformation that fits the narrative they sup-
port. No matter the function, social media bots operate under the direction of a botmaster who
manages, curates, and programs all of the bot’s activities [39, 51]. Social botnets refer to a group
of social bots under the control of a single botmaster. These social botnets often aim to maintain
or increase the amount of digital influence one has over a specific field, community, or platform
[59]. This is often performed by mimicking human behaviors to avoid detection and misdirecting
users’ attention away from relevant information [2]. A case study performed by Yang andMenczer
[58] demonstrates how a social botnet amplifies itself by reciprocal interaction such as retweets
and likes. This social botnet was identified only by the accidental posting of self-revealing tweets
generated by LLMs.

2.2 Identifying Bots on Social Media

Unlike social bots which mimic human behavior to influence interactions and discussions, tradi-
tional spambots are specifically designed to send unsolicited messages for advertising or phishing
purposes. One of the most popular techniques used to differentiate bots from humans is the Com-
pletely Automated Public Turing Test to tell Humans and Computers Apart (CAPTCHA). This
method however is considered outdated and can easily be defeated using human actors complet-
ing the CAPTCHA for bots or other algorithmic methods such as image recognition [10, 12, 37].
Another technique used to detect spambots online is the HoneySpam application. This procedure
baits spambots into attacking a specific system aimed at studying their behaviors and profiles
[4, 22]. Furthermore, some recent methods have been developed by Ali Alhosseini et al. [3] to
detect traditional spambots via models based on graph convolutional neural networks.
One method of identifying social bots on various platforms employs the use of feature extrac-

tion. After identifying preliminary accounts deemed to be bots, the subset of features is fed into
a shallow machine-learning model and then used to identify other accounts run by bots [26, 40].
Other applications such as Botometer developed by Yang et al. [57] employ the use of supervised
learning to train a model that can predict with some certainty the possibility of various accounts
being bots or not. Botometer analyzes the user’s past 200 tweets along with other tweets that men-
tion the bot account to determine their rating. However, this means that scores calculated by the
Botometer are susceptible to change, especially for extremely active accounts [43]. Researchers
have also recognized the potential of bot detection via deep learning models given their scalabil-
ity and ability to keep pace with the rapid evolution of bots [23, 32, 35]. Some approaches such
as the one suggested by Ferreira Dos Santos et al. [20] aim to teach media literacy to increase
human recognition of bot accounts based on specific features such as grammatical content. The
study states that educating users to recognize bots correctly will maintain a healthy social media
environment even with social bots [54].
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The rise of Large LanguageModels, such as ChatGPT, has made the proliferation of non-human-
generated content much more viable on social media platforms. The synthesis of harmful content
through LLMs’ intentional training biases and specific prompt engineering enables the malicious
use of human-like content [6, 61]. Additionally, specific and appropriate prompts also enable social
bots to interact with other accounts automatically rendering traditional methods of identification
obsolete [13, 19].
Currently, there exist two main methods of detecting LLM-generated text: black-box detection

and white-box detection. Black-box detection methods rely purely on text samples from LLM gen-
erated and human text to train a model to differentiate the two. This detection method only re-
quires a basic API level of access to the LLM. However, black-box models become less effective
as models continue to evolve and become more sophisticated with each iteration [53]. Further-
more, potential errors and weaknesses have been found when identifying various social bots using
human perception and judgment and models trained on such premises. The "ground-truth label
problem" hypothesized by Kolomeets et al. [31] highlights how humans are unable to consistently
identify social bots online, and systems trained on such human decisions also fail due to inheriting
the same errors. Therefore, the overall effectiveness of systems trained on human labeling drops
significantly compared to models trained purely on model validation. Experiments conducted by
Radivojevic et al. [41] confirmed these hypotheses. Human users were not able to correctly identify
and label LLM-based social bots when actively participating in discussions.
White-box detection consists of having complete access to the target LLM and imprinting hidden

watermarks into the generated text. One major limitation however of white-box detection lies
within its complexity. As the quality and effectiveness of the watermark increase, the integrity of
the original text degrades [1, 28]. Additionally, malicious users could easily avoid this detection by
using LLMs which are not watermarked.

2.3 Investigating the Uncanny Valley

The uncanny valley (UV) is described as the "proposed relation between the human likeness of an
entity and the perceiver’s affinity for it." As the entity’s human likeness increases, the affinity also
increases until a certain threshold. At this threshold, the affinity drastically dips until the entity
begins to become indistinguishable from humans and begins to rise again. Traditionally, it has
been studied mainly with respect to visual stimuli [38, 55].
However, studies have indicated that UV extends to encompass human perception as a whole in-

stead of limiting itself to just sight [21, 48]. Multiple studies suggest specific discrepancies between
various voices but fail to conclusively find a solid relationship between specific voice character-
istics and UV [16, 29]. However, a recent study by Diel and Lewis [14] suggests that the audio
UV effect depends on the “organicness" of the voice itself. Overall, the common consensus is that
sound-based UV needs to be broken down and studied in a more categorical manner [29].
Furthermore, studies also suggest a haptic UV exists in some capacity. An experiment run by

Berger et al. found that incorporating the sense of touchwith sight in virtual reality yields a similar
effect to the standard UV. As the haptics continued to be included and specialized, the affinity of
the user increased until a certain point [8]. Another study by D’Alonzo et al. [17] explored how
the virtualization of sensory inputs affects self-attribution to avatars, revealing that virtualization
generally decreases the sense of embodiment. The lowest sense of embodiment occurred when
only one sensory input (either sight or touch) was virtual, causing revulsion and extending UV to
avatar embodiment. The research emphasizes that matching the degree of virtualization for both
visual and tactile stimuli is crucial for effective avatar representation.
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Fig. 1. Illustration of experimental framework where personified LLM bots participated in social discourse

with humans. The resulting dataset which was made publicly available by Radivojevic et al. [41] was used

to create a survey for this study.

Research findings involving the perception of algorithmic-generated content, however, remains
divergent. Some studies show consumers are reluctant to trust algorithms for subjective tasks de-
spite their superior performance. They find that increasing the human-like qualities of algorithms
can enhance their acceptance and use [11]. Moreover, some assert that AI-generated or assisted
writing inherently holds less value than content made solely by humans [33]. Alternatively, other
studies claim that an aversion to algorithms is instead a preference for human involvement [36].
An experiment done by Zhang and Gosline [60] demonstrated that content generated by gener-
ative AI and augmented AI is often perceived as higher quality than that produced by human
experts or augmented human teams. They claim this bias is driven by human favoritism towards
human-produced content, which is partially mitigated by revealing the involvement of AI in the
creation process. Research suggests, however, that understanding and transparency of how LLM
and other AI generate their content will increase the amount of trust users have in such systems
[44]. Regardless of algorithm aversion or human favoritism, a proportional relationship commonly
appears in each experiment, which has parallels with the uncanny valley.
As the human-like characteristics of algorithms and LLMs improve, so does the affinity the user

has with it. Therefore, one must ask: "Can humans identify bots in social media discourse?", "Are
there specific patterns and techniques they default to utilizing?" and "Does the uncanny valley
exist and impact human perceptions in the context of LLM-generated text?".

3 METHODOLOGY

We conducted a study on 1,095 participants to study the identification and perception of LLM
bots in social media environments. We used Qualtrics to design the survey and Prolific to recruit
participants. The participants were paid twelve USD per hour and took amedian of about 6minutes
to complete the survey. We collected each participant’s prolific id, consent form, time taken to
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complete the survey, age, sex, simplified ethnicity, and country of birth. Where available, we also
collected their student and employment status. The participant summary is shown in Table 1.

Table 1. Demographic Data

Sex
Female

(559)

Male

(536)

Age
18-24

(124)

25-34

(192)

35-44

(187)

45-54

(173)

>55

(414)

NR

(5)

Ethnicity
White

(698)

Black

(131)

Mixed

(120)

Asian

(64)

Other

(82)

Student
Yes

(126)

No

(751)

NR

(218)

Country
U.S.

(1,013)

Other

(82)

Employment
Full-Time

(445)

Part-Time

(161)

Not-Paid

(146)

Unemployed

(92)

Other

(47)

NR

(204)

3.1 Dataset Used for Survey Creation

The survey was created using the dataset provided by Radivojevic et al [41]. During the prior study,
researchers conducted a real-time digital discourse experiment to study the impact of bots on so-
cial media. The research generated 24 discourses/threads gathered from three rounds of the exper-
iment. They created 30 bot participants based on 10 personas gathered from literature on bots in
global political discourse. Personas were developed and constructed on three different LLMs: GPT-
4, Claude 2, and Llama 2 Chat by using prompt engineering techniques, resulting in 30 different bot
accounts. 36 human participants were asked to interact with other users, both human and bots, on
the platform. They were assigned a persona written in the same manner as the prompt that was
used for bot construction and were tasked to engage with other participants’ replies to foster a
collaborative and interactive environment. The summary architecture used to create the dataset
used for our study can be seen in Figure 1. The dataset consisted of 3,025 individual responses, of
which 459 were human responses and 2,566 were bot responses.

3.2 Study Design

We used the Qualtrics online survey tool to design our study. For each of the 24 discourses, we
ordered posts by timestamp (creation time) and selected the first five that were generated by hu-
man or bot participants after each initial topical post. Each participant was given two sets of social
media posts with human, bot, or a mixture of responses. They were first tasked to click on the post
for each response they believed to be from a bot. The ones that were not selected were considered
human responses. Each of the two sets was followed by a Likert scale question, where a participant
was asked to describe their level of comfort when reading posts coming from either human, bot, or
both, depending on their selections in the previous post. As specific examples, if a participant be-
lieved all responses were human and did not select any bot replies, the bot comfort slider question
did not appear. If a participant believed all responses were bots and selected all replies, the human
comfort slider question did not appear. If a participant believed some responses were bot and some
were humans, both comfort slider questions appeared. Finally, at the end of the survey participants
were asked to explain what characteristics of posts gave them the impression or perception that
they were bot posts.
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Fig. 2. Confusion matrix of predicted and actual nature of posts predicted by participants. 0 = human, 1 =

bot. The results indicate that participants are successful only 42% of the time when tasked to identify the

true nature of posts despite foreknowledge of the presence of bot and human posts in the survey.

4 ANALYSIS AND RESULTS

In this section, we provide an analysis of results in response to our research questions. First, we
investigate how well users of a statically presented social media discourse can identify bot posts
(RQ1). Then, we identify patterns in how humans perceive and identify LLM-generated text (RQ2).
Finally, we explore if the Uncanny Valley effect applies to text conversations (RQ3).

4.1 How successful are humans in identifying the true nature of other users on social

media without the ability to interact with them? (RQ1)

Participants were asked to select all posts they believed were written by bots. To calculate the over-
all performance of participants in identifying bot posts, we compare the actual nature of options
in the survey with those predicted by participants. The confusion matrix in Figure 2 represents the
results of the participant’s performance in identifying the true nature of posts in the survey. The
results indicate 42% accuracy in identifying the true nature, with a high false negative rate of 49%
indicating participants incorrectly identified bots as humans. The previous experiment conducted
by Radivojevic et al. [41] showed that humans were only 42% accurate when attempting to identify
the true nature of participants with the ability to interact with them. While they focus on the na-
ture of users on the platform, we focus on the nature of posts and the ability of content to influence
and persuade survey participants without the ability to interact or gather more information about
the posts they evaluate. The poor detection accuracy of 42% in this experiment shows the dangers
of LLM-created content that can be used by propagandists to manipulate users on social media.
Our findings suggest that despite the foreknowledge of the presence of bot and human replies in
the survey, humans are bad at identifying the true nature of replies with and without the ability to
interact with other users on social media. The 42% accuracy from two separate experiments was
surprisingly close agreement. However, distributions for the confusion matrices differed.
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Fig. 3. Coefficient plot showing the results of linear regression and the relationship between independent

variables and success rate as the dependent variable.

4.2 Pa�erns in How Humans Identify LLM-generated Text Content (RQ2)

To identify the relationships between demographic variables in the experiment and success rate we
performed exploratory data analysis and calculated the correlationmatrix.We considered variables
such as prediction, success rate (which is defined as the success in predicting the true nature
of replies in the survey) and demographics of participants (age, sex, simplified ethnicity, student
status, employment status).

4.2.1 Success Rate as the Dependent Variable. We performed an OLS analysis to investigate the
relationship between independent variables and success rate as the dependent variable. The results
are shown on the coefficient plot in Figure 3.We also performed a Chi-square test for independence.
Our findings with a Chi-square statistic of 12.53 and a ?-value of 0.0003 indicate that the success
rate has a small dependence on sex in our data, with male participants being successful 44.4% of
the time while female participants were successful 41.1% of the time.
We performed the same analysis to calculate the success rate based on the age groups of par-

ticipants in the survey. Results indicate no significant difference among age groups in identifying
the true nature of replies. The results indicate 42.3% success rate for the age group 18-24, 47.2%
success rate for the age group 25-34, 42.9% success rate for the age group 35-44, 44.3% success rate
for the age group 45-54, 39.8% success rate for participants older than 55.
We then performed logistic regression analysis to explore relationships between participant’s

success rate and their demographics. The results indicate that age and sex are significant predictors
of participants’ success in the identification process, while other variables are not. Results are
shown in Table 2.

4.2.2 Prediction as the Dependent Variable. To explore the relationship between participant’s pre-
diction and their demographics we performed logistic regression analysis. The results indicate that
age, sex, and simplified ethnicity are significant predictors of the dependent variable, in this case,
user prediction if a reply is human or bot-created, with a ? < 0.05, while the time taken to complete
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Table 2. Logistic regression analysis of whether participants are more successful in selecting human or bot.

V Std. Err t-value Pr(> |t|)

Const. -0.1017 0.299 -0.340 0.734

Time taken 4.576e-05 6.97e-05 0.657 0.511

Age -0.0057 0.001 -4.511 0.000 ***

Sex 0.1335 0.039 3.439 0.001 ***

Ethnicity 0.0229 0.016 1.460 0.144

Student status -0.0077 0.037 -0.206 0.836

Employment status -0.0114 0.011 -1.016 0.309

*?<0.05; **?<0.01; ***?<0.001

Table 3. Logistic regression analysis of whether participants tend to predict human or bot.

V Std. Err t-value Pr(> |t|)

Const. -1.0353 0.335 -3.090 0.002 **

Time taken 0.0001 7.61e-05 1.907 0.057

Age -0.0141 0.001 -10.000 0.000 ***

Sex 0.2429 0.043 5.677 0.000 ***

Ethnicity 0.0530 0.017 3.039 0.002 **

Student status -0.0227 0.041 -0.561 0.575

Employment status -0.0174 0.012 -1.405 0.160

*?<0.05; **?<0.01; ***?<0.001

the survey, country of birth, and nationality are not. Significant intercept suggest that the baseline
log-odds is not zero. Results of the logistic regression are shown in Table 3.
We then calculated the tendency of male and female participants to select replies as bot or

humans. The results indicate that female participants tend to identify posts in the survey as human
replies more often than male participants, while male participants tend to identify posts as bot
participants more often than female participants. Results are shown in Figure 4. Both groups of
participants in the survey tend to identify replies as human-created content.

4.2.3 Analysis of bot indicators based on participant responses. To explore and identify patterns
in what participants believed was bot-generated content, we performed an in-depth analysis of
textual responses provided by participants who were asked to explain what are some indicators
that led them to select certain replies as bot-generated. We first applied the Latent Dirichlet Allo-
cation (LDA) model to identify topics and group words based on their weights into a predefined
number of clusters. We utilized the LDA model as it combines an inductive approach with quanti-
tative computations of large-size textual data. Before running the LDA model, the text from 1,095
participant responses was pre-processed (stop and infrequent words were removed, lemmatizing,
tokenizing, etc.) and a document matrix was created. To determine the initial number of topics we
referred to the previous work by Radivojevic et al. [41] and responses provided in the initial experi-
ment. Based on qualitative analysis, we determined the initial number of topics (K) the LDAmodel
should classify to be four. The initial results yielded 10 words for each topic. We then prompted
GPT-4o LLM to define and generate the topic titles based on the words identified by LDA. The
Prompt looked as follows:

You are an advanced AI specializing in natural language processing. Your task is to analyze a list
of identified words after Latent Dirichlet Allocation analysis and define specific topics for each word
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Fig. 4. Tendency of male and female participants to predict posts as bot or human.

group. Here is a list of identified most common words from user comments: Topic 1: felt, language, hu-

man, emojis, used, use, old, formal, words, year Topic 2: human, really, sure, could, think, trying, real,

last, first, wrong Topic 3: human, think, user, emotion, made, responses, response, point, believe, sound
Topic 4: emojis, use, human, way, think, hashtags, people, feel, used, many Steps to follow: Identify

the four main topics discussed based on the most frequent word described here.

We then prompted the same model to analyze the topics identified and suggest a consolidated
list of fewer topics that could streamline the analysis, as some of the themes overlapped. Themodel
then yielded a list of three topics as follows:
**Evolution of Language and Communication Tools** Words: felt, language, emojis, used, use, old,

formal, words, year, hashtags Description: This topic encompasses how language and communication

have transformed over time, including the adoption of digital communication tools like emojis and
hashtags, alongside the gradual shift from formal to more informal methods of expressing oneself.

**Human Nature and Perception** Words: human, really, sure, could, think, trying, real, last, first,

wrong - Description: This topic delves into the intricacies of human nature, exploring how people

perceive reality, their thought processes, and their efforts to distinguish between right and wrong.
**User Interaction and Emotional Responses**Words: human, think, user, emotion, made, responses,

response, point, believe, sound, feel, people, use, way Description: This topic focuses on how users inter-

act with one another and respond emotionally in various contexts. It also covers how these interactions

sound authentic or manufactured, and the role people’s feelings play
We then calculated the coherence score for LDA. Due to the moderate score of 0.45, we then

performed an additional analysis and identified the 100 most frequent words in the dataset pro-
duced by participants in the survey. We then prompted GPT-4o to define 3 topics based on the list
of most frequent words. The output looked as follows:
**Human Emotions and Perceptions:** Words: human, felt, feel, real, personal, person, emotion,

response, emotional, emotions, feelings, feeling, sense. Description: This topic involves conversations
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about human emotions, feelings, and perceptions. It encompasses how people express and interpret
emotions in writing and in interactions, focusing on the subjective experience of being human.

**Language and Communication:** Words: think, use, used, written, responses, trying, words, lan-

guage, grammar, sentences, sentence, tone, comments, wording, punctuation, say, said, sound, sounds,
sounded, wording. Description This topic centers around the mechanics of language and communica-

tion. It covers the use of language, grammar, sentence structure, tone, and punctuation in conveying

ideas and emotions effectively.

**Artificial Intelligence and Its Interaction with Humans:** Words: AI, humans, user, generated,
natural, unnatural, overly, generic, believe, makes, might, see, based, similar, likely, structure, using,

doesn’t, facts Description: This topic explores the intersection between artificial intelligence (AI) and

human users. Discussions include how AI-generated content compares to human-created content in

terms of naturalness and authenticity. It addresses the effectiveness, limitations, and perceptions of AI,
including whether AI responses feel generic or overly formal. Additionally, it considers the trustwor-

thiness of AI-generated information and how well AI can mimic human language and behavior. This
topic also dives into the structural and factual accuracy of AI outputs and how users interact with and

respond to AI systems.

Finally, we prompted the model to analyze, combine, and produce the final topics based on the
information mentioned above. The final two topics identified in the dataset are as follows:

• Human Emotions, Perception, and Interaction:

**Keywords:** human, felt, real, personal, person, emotion, response, emotional, emotions,
feelings, feeling, sense, really, sure, think, trying, last, first, wrong, believe, point, way
**Description:** This topic delves into how people perceive reality, experience and express
emotions, and interact with each other. It explores the complexities of human nature, in-
cluding thought processes and efforts to distinguish right from wrong. It also covers how
people’s feelings and emotions shape their responses and interactions.

• Evolution and Mechanics of Language and Communication:
**Keywords:** language, use, used, written, words, grammar, sentences, sentence, tone, punc-
tuation, emojis, year, hashtags, old, formal, comments, wording, say, said, sound, sounds,
sounded
**Description:** This topic captures how language and communication have evolved over
time, including shifts from formal to informal expressions and the incorporation of digital
tools like emojis and hashtags. It also addresses the mechanics of language, such as grammar,
sentence structure, tone, and punctuation.

To include a human in the loop and confirm the topics identified by LDA and GPT-4o, we randomly
selected a subset of 10% of comments from the dataset produced by participants and performed
a reflective thematic analysis to compare human perception of text versus GPT-4o perception of
text and topics identified. The analysis indicates that 94% of the time human evaluation aligned
with the topics predicted by the model.

4.3 Is the Uncanny Valley observable in text as relates to the perception and

identification of bots participating in social media discourse? (RQ3)

Each of the two sets was followed by a Likert scale question, where a participant was asked to
describe their level of comfort when reading posts coming from either human, bot, or both, de-
pending on their selections in the previous post. The Likert scale question for both human and bot
had the following options:

1 - Very uncomfortable. You felt extremely uneasy, anxious, or distressed during the interaction.
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Table 4. Ordinal regression analysis showing the relationship between an independent variable and Human

Likert scale as the dependent variable.

V Std. Err t-value Pr(> |t|)

Success rate 0.0037 0.020 0.184 0.854

Age 0.0026 0.001 3.960 0.000 ***

Sex -0.0226 0.020 -1.115 0.265

Ethnicity 0.0668 0.021 3.170 0.002 **

Student status -0.0715 0.019 -3.709 0.000 ***

Employment status 0.0002 0.006 0.035 0.972

0/1 -1.9857 0.074 -26.807 0.000 ***

1/2 -0.8137 0.050 -16.301 0.000 ***

2/3 -0.4460 0.027 -16..804 0.000 ***

3/4 -0.0279 0.014 -1.946 0.000 ***

4/5 -0.1516 0.015 -9.949 0.000 ***

*?<0.05; **?<0.01; ***?<0.001

2 - Uncomfortable. You felt somewhat uneasy or bothered during the interaction. The experi-
ence was unpleasant, but not to the extreme.

3 - Neutral. You felt neither comfortable nor uncomfortable during the interaction. The expe-
rience was neither pleasant nor unpleasant. You felt indifferent and had no strong feelings
either way.

4 - Comfortable. You felt generally at ease and relaxed during the interaction. The experience
was pleasant, and you were comfortable and without any significant concerns.

5 - Very comfortable. You felt extremely at ease, relaxed, and content during the interaction.

We performed an ordinal regression analysis to identify relationships between independent vari-
ables and the dependent variables related to the Likert scale. The survey consisted of two Likert
scales that were programmed to appear based on the participants’ selection. First, we considered
a human slider for the analysis. Results in Table 4 indicate that there is a significant relationship
between age, ethnicity, and student status and the dependent variable human slider, while the
thresholds of the Likert scale provide insights into how the ordered categories of the dependent
variable Human Likert scale are separated, suggesting a clear separation between the categories.

Then, we considered a bot slider as the dependent variable and the results indicate that there
is a significant relationship between all predictor variables and the dependent variable bot slider.
Once again, the threshold coefficient indicates that there is a clear separation between categories
offered in the Likert scale.
To explore the UncannyValley in text, we performed a C-test to compare the comfort levels when

evaluating what participants believed to be bot and human-generated content. We first calculated
the mean scores of the human Likert scale and bot Likert scale in the survey. Our findings indicate
C-statistics as high as 70.2, suggesting a large difference in the comfort levels reported for bot
versus human replies. We then report the ?-value that indicates the probability that the observed
differences in comfort levels could occur by random chance if there were no actual differences
between the groups. The ?-value of near 0 indicates that the difference in comfort levels is highly
statistically significant.
We also calculated if there is the Uncanny Valley effect when participants were successful in

identifying the true nature of replies. The C-statistics as high as 36.7 suggest a large difference in
the comfort level reported for bot versus human replies. The ?-value of 0 indicates the statistical
significance of this finding.
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Table 5. Ordinal regression analysis showing the relationship between an independent variable and Bot

Likert scale as the dependent variable.

V Std. Err t-value Pr(> |t|)

Success rate 0.3011 0.021 14.500 0.000 ***

Age 0.1714 0.021 8.247 0.000 ***

Sex -0.0083 0.001 -12.240 0.000 ***

Ethnicity 0.1060 0.022 4.883 0.000 ***

Student status -0.0603 0.020 -3.067 0.002 *

Employment status -0.0123 0.006 -2.060 0.039 *

0/1 -0.3783 0.071 -5.303 0.000 ***

1/2 -2.1054 0.045 -47.190 0.000 ***

2/3 -1.0631 0.025 -43.026 0.000 ***

3/4 -0.3131 0.017 -18.710 0.000 ***

4/5 -0.5989 0.025 -23.877 0.000 ***

*?<0.05; **?<0.01; ***?<0.001

Lastly, we calculated the number of participants who correctly identified all responses in one
survey question out of two. A total of 54 participants out of 1,095 were successful in identifying
the true nature of the posts in the survey. Only two participants were successful in identifying the
true nature of all replies to both questions. The C-statistics of 3.1 with ?=0.003 indicates a moderate
but statistical difference in comfort levels reported for successfully identified bot and human posts.
The overall findings regarding the Uncanny Valley indicate that the discomfort experienced

when reading what participants believed were bot-generated posts aligns with the Uncanny Valley
phenomenon, meaning that the participants find what they believed was bot-generated content
less comfortable. The analysis also indicates that the participants’ perception aligns with their
success rate and that the Uncanny Valley effect can be visible in both cases. Our findings also
suggest that 54 participants who were 100% accurate in the identification of the true nature of
posts also experienced the Uncanny Valley effect.

5 LIMITATIONS AND FUTUREWORK

Several limitations in our study can inform future research. First, the data used for survey creation
comes from the previous experiment in which the bots were prompt-engineered using GPT-4,
Claude 2, and Llama 2 Chat models. Different models with different techniques used (e.g. fine-
tuning) might yield different outcomes, which can potentially affect our findings. Next, a larger
sample size might provide amore accurate representation of the population. Further, implementing
different methods along with the self-report for the Uncanny Valley analysis, as well as perform-
ing the Uncanny Valley experiment in the dynamic social media environment with LLM-generated
content can potentially confirm or reject our findings. Finally, our work does not provide qualita-
tive human reflective analysis on the entire dataset, but rather on a 10% subset.

6 CONCLUSION

A user’s affinity with algorithms and LLMs increases as they develop human-like characteristics.
Because of that, it is important to understand if and how LLM-generated output can be used to
influence human behavior, especially when users on social media platforms do not have the ability
to interact with specific content or users. To understand the human perception of LLM-generated
content in the social media environment, we conducted a study that yields a concerning finding
that humans are bad at identifying the true nature of posts. Our findings which indicate that there
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are patterns and predictors in how humans select and identify content can contribute to the de-
velopment of educational tools that can be used in teaching people how to identify the attempt of
manipulation in the digital environment. We also find that humans experience the Uncanny Valley
effect in the text that is generated by sophisticated LLMs which, despite our finding that humans
are bad at identifying bot-generated content, indicates that the level of LLM sophistication has
still not reached a level to completely manipulate users on social media platforms. However, it is
important to note that the data used in the survey was not a product of fine-tuned models but
rather prompt-engineered ones, which can potentially implicate different findings regarding the
Uncanny Valley effect.
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