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Abstract : 
 
Surface winds (equivalent neutral wind velocities at 10 m) from scatterometer missions since 1992 have been 
used to build up a 20-year climate series. Optimal interpolation and kriging methods have been applied to 
continuously provide surface wind speed and direction estimates over the global ocean on a regular grid in 
space and time. The use of other data sources such as radiometer data (SSM/I) and atmospheric wind 
reanalyses (ERA-Interim) has allowed building a blended product available at 1/4° spatial resolution and 
every 6 hours from 1992 to 2012. Sampling issues throughout the different missions (ERS-1, ERS-2, 
QuikSCAT, and ASCAT) and their possible impact on the homogeneity of the gridded product are discussed. 
In addition, we assess carefully the quality of the blended product in the absence of scatterometer data (1992 
to 1999). Data selection experiments show that the description of the surface wind is significantly improved by 
including the scatterometer winds. The blended winds compare well with buoy winds (1992-2012) and they 
resolve finer spatial scales than atmospheric reanalyses, which make them suitable for studying air-sea 
interactions at mesoscale. The seasonal cycle and interannual variability of the product compare well with 
other long-term wind analyses. The product is used to calculate 20-year trends in wind speed, as well as in 
zonal and meridional wind components. These trends show an important asymmetry between the southern 
and northern hemispheres, which may be an important issue for climate studies. 
 

Highlights 

► 20-year blended of high-resolution (0.25deg, 6h) wind product from scaterrometry ► Blended product 
suitable for studying air-sea interactions at mesoscale. ► The product is used to calculate 20-year trends in 
wind speed, as well as in zonal and meridional wind components. 
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1. Introduction  

 A long record of ocean surface wind observations is essential for climate research and for 

addressing a variety of operational and scientific issues. Surface wind vectors are indeed the key 

drivers of oceanic and atmospheric processes that regulate the global and regional climate [e.g., 

Ricciardulli and Wentz, 2013]. Ocean winds are routinely used as the primary forcing function of 

numerical hydrodynamic models of the ocean circulation [e.g., Grima et al., 1999; Carton and 

Giese, 2009; Wunsch et al. 2009; Desbiolles et al., 2016] and of surface gravity waves [e.g., 

Haselman et al., 1988; Tolman 2002] at global and regional scales. Ocean winds are considered as 

the most important variable for investigating storm surges and wave forecasts at various space and 

time scales [Debernard et al., 2002]. They drive the variability of ocean processes such as coastal 

upwelling, primary productivity, cross-shelf transport, deep-water formation, ice transport, and they 

are of fundamental importance for the reliable estimation of air-sea momentum fluxes (wind stress 

vector), turbulent heat fluxes (latent and sensible), and gas exchanges (e.g. CO2 and H2O). Long-

term change in global winds is an important forcing and an indicator of climate change [e.g. 

Bourassa et al., 2010]. 

 Ocean surface winds vary rapidly in space and time, as indicated by the omnipresence of 

small scales in recent scatterometer data [25-100 km of spatial variability, e.g. Chelton et al., 2004]. 

Some recent studies state that these small-scale features are controlled by sea surface temperature 

(SST) fronts and their impact on the stratification of the marine atmospheric boundary layer [Beal 

et al., 1997; see also the review of SST/wind interactions in Small et al., 2008]. Identifying small-

scale features in surface wind remains challenging, with dynamic implications for both the ocean 

and the atmosphere [Risien and Chelton, 2008]. In this respect, satellite-based wind datasets 

extending over two decades are of considerable interest for many atmospheric and oceanic 

applications. Wind variations captured by these datasets include both decadal natural variability as 

well as trends induced by climate change. These long-term variations may be compared to climate 

model outputs and alternative observations [e.g. Tokinaga and Xie, 2011, Young et al., 2011]. It is 
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worth noting that patterns of SST warming simulated by model projections of the future climate are 

mainly ascribed to wind speed trends [Xie et al., 2010]. Even weak trends can have a substantial 

impact on atmospheric and ocean dynamics [Yu et al., 2010], air-sea fluxes [Wentz et al., 2007], 

and the hydrological cycle [Held and Soden, 2006]. 

 Polar-orbiting scatterometers are one of the main sources of surface wind speed and 

direction over the global ocean. Since the launch of the European Remote Sensing Satellite (ERS-1) 

in August 1991, a total of 10 independent and successive scatterometer missions have led to 

improved quality in global observations of wind speed and direction. These missions include the 

ERS-1 and -2, Quick Scatterometer (QuikSCAT), and Advanced Scatterometer (ASCAT) missions 

that have been used to produce the blended wind product presented in this paper. Thanks to 

overlapping periods between these missions, scatterometer winds are continuously available at 

global scale and span for more than two decades (1992 – present). Today, spatial agencies and 

meteorological centers deal with space missions involving new scatterometer instruments, aiming 

at a global fine spatial and temporal resolution (25 km daily, or even 12.5 km). This resolution gets 

closer to the conditions needed for the accurate derivation of space and time properties of wind-sea 

interactions. Some key limitations of the satellite wind retrievals are still worth noting such as 

inadequate temporal sampling of fast atmospheric variability and data contamination by the land-

ocean transition and by the rain, which reduces the overall number of reliable observations. 

 Many authors have discussed the quality of scatterometer products from each mission [e.g. 

Quilfen, 1995; Graber et al., 1996; Freilich and Dunbar, 1999, Bentamy et al., 2002; Ebuchi et al., 

2002; Bentamy et al., 2008; Verspeek et al., 2010; Sudha and Prasada Rao, 2013] They found that 

remotely sensed winds are statistically in agreement with in situ measurements (mainly from 

moored buoys). Creating long consistent time series requires accounting for changes in individual 

missions, especially when the physics of the measurement (frequency, polarization, instrument 

geometry) differs from one mission to another [Bentamy et al., 2012]. In addition to the instrument 

specifications, differences in the direct and inverse methods used for wind retrieval and in the 
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spatial and temporal sampling schemes are as numerous as the parameters to be controlled and need 

to be dealt with in order to reduce errors between the observations. Bentamy et al. [2012; 2013] 

have highlighted the differences between surface winds retrieved from the ASCAT, QuikSCAT and 

ERS-2 missions, and Bentamy et al. [2016] have proposed empirical models applied to ERS-1 and -

2 backscatter coefficients to calibrate ERS and QuikSCAT wind retrievals and thereby ensure 

consistency between the missions. The latter study also stresses the necessity for the same 

Geophysical Model Function (GMF, Cmod5.n [Portabella and Stoffelen, 2009]) to ensure 

consistency between retrievals determined from the three C-band scatterometers ERS-1, ERS-2, 

and ASCAT. The application of this method reduces the average global intermission wind 

differences and the magnitude of their signature at regional scale, in good agreement with in situ 

buoy-measured winds. 

 The main purpose of this study is to describe a new 20-year blended wind product available 

on a regular grid in space (quarter-degree grid spacing) and time (every 6 hours). The present paper 

is divided as follows. The data we used are presented in Section 2, followed by the description of 

the objective methods applied to retrieve geophysical fields on a regular grid (Section 3). After the 

validation of the resulting product, the time consistency of the series is thoroughly discussed 

(Section 4). Section 5 presents the new wind product and focuses on its spatial and temporal 

variability. We finally present the temporal trends for the last two decades for wind speed, and 

zonal and meridional wind components (Section 6). The paper ends with a discussion of the main 

findings and with some concluding remarks. 

 

2. Data 

2.1 Scatterometer data 

 For more than two decades, a sequence of scatterometers on-board polar satellites has been 

providing a unique quantification of wind vectors over the global ocean from surface roughness 
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measurements. Continuous surface wind records are available from ten missions from late 1991 to 

present. Only four of these missions have been used in this study: C-band (5.3 GHz) scatterometers 

on-board ERS-1, ERS-2 and METOP-A (ASCAT), and higher frequency Ku-band (13.4 GHz) 

SeaWinds on-board QuikSCAT (hereafter referred to as QSCAT). The use of these four missions 

has been motivated by the coverage period (late 1991-present) and by long-standing CERSAT 

(Centre ERS d’Archivage et de Traitement) expertise in data processing of ERS, QuikSCAT, and 

ASCAT backscatter measurements. 

 Briefly, scatterometers are microwave radars that measure ocean wind velocity indirectly 

through an empirical model linking the wind to the amplitude of capillary or near-capillary surface 

waves. Indeed, the strength of Bragg scattering or ocean surface radar backscattering (
σ0 ), an 

amplitude directly measured by the radar at a variety of azimuths (χ ), and potentially for multiple 

frequencies and polarizations, is in equilibrium with the local near-surface wind (relative to the sea 

surface dynamics). Backscatter measurements allow inference of equivalent neutral wind (ENW) 

speed (w ) and direction (ϕ ) at 10 m height (i.e., the winds associated with a neutrally stratified 

atmospheric boundary layer). In particular, the GMF relies non-linearly on 
σ0  to estimate w  and 

ϕ  [e.g. Bentamy et al., 1999; Wentz and Smith, 1999; Portabella and Stoffelen, 2009; Hersbach, 

2010]. Level 2 wind retrievals are available on wind vector cell (WVC) grids within the radar 

ground swath, i.e., suitable areas (depending on radar characteristics) that allow the determination 

of wind speed and direction for a number of backscatter coefficient measurements. The WVC grid 

size varies among different wind products between 12.5 km × 12.5 km (QuikSCAT, ASCAT) and 

50 km × 50 km (ERS-1 and -2). Table 1 provides detailed information about each scatterometer, 

including its operating period, repeat cycle, radar frequency and wavelength. This study employs 

the swath data (Level2b) of the different missions, as described in Bentamy et al. [2016]. In the 

latter paper, the authors reprocessed ERS-1 and -2 backscatter measurements to ensure consistency 

between ERS missions, QuikSCAT, and ASCAT observations. QuikSCAT and ASCAT wind 

retrievals have been corrected to decrease the inter-mission bias. These adjustments were applied 
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specifically to high-latitude Ku-band retrievals from QuikSCAT (SST-related bias correction) and 

GMF-related bias correction for C-band ASCAT (Bentamy et al. [2011; 2012; 2013] and Grodsky 

et al. [2012]). 

 When available (i.e. from July 1999 to October 2009), the new QuikSCAT L2b (known as 

JPLV3, Fore et al., 2011) is used for the blended product processing and is considered as the 

reference dataset for statistic calculation and quality control of the new blended winds (see Section 

4). 

 

2.2. Auxiliary datasets 

 As explained by Bentamy and Croizé-Fillon [2012] (see their sections 3 and 4) and detailed 

below (Section 3 of this manuscript), the calculation of gridded winds from sparse scatterometer 

fields requires the development and use of a method aiming to provide wind vector estimates on 

regular space and time grids and to reduce the impact of each scatterometer sampling scheme. To 

improve the analyses at each grid point (i.e., 25 km spacing every 6 hours) auxiliary information is 

also used. The selection and the purpose of these datasets are listed below. 

 Given the repeat cycle of scatterometer missions used in this study (see Table 1) and the 

expected time frequency of the blended product (6 hours), we use output from atmospheric models 

to capture the temporal variability of the wind and fill potential gaps in the observational time 

series. We opted for the ERA-Interim reanalysis of atmospheric parameters produced by the 

European Center for Medium Weather Forecasts (ECMWF) [Simmons et al., 2006]. It uses 4D-

variational analysis on a spectral grid and spans the period 1989 - present on a fixed 0.75° grid 

[Dee et al., 2011]. The fields of the reanalysis used in this study are the zonal and meridional wind 

components at 10 m height, available at synoptic times (00:00, 06:00, 12:00, 18:00 UTC). 

 To enhance the spatial and temporal sampling of surface wind observations required for the 

blended analyses, we also use wind speed retrievals from the Special Sensor Microwave Imager 
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(SSM/I) radiometers on-board the F10, F11, F13, F14, F15 satellites of the Defense Meteorological 

Satellite Program (DMSP), and from the Special Sensor Microwave Imager Sounder (SSMIS) on-

board F16, and F17. Each SSM/I and SSMIS instrument consists of radiometers operating at dual 

polarizations (19H, 19V, 37H, 37V, 85H, 85V) or at a single polarization (22V). They provide 

measurements of brightness temperatures (TB) over the global ocean. Three main geophysical 

parameters are retrieved from SSM/I TB measurements: column-integrated water vapor content 

(WV), column-integrated water liquid content (WL), and surface wind speed (wind direction 

retrievals are not available from SSM/I). Several algorithms for the retrieval of surface wind speed 

at 10 m (W10m) from SSM/I TB measurements are available [e.g. Schlüssel et al., 1995; Wentz, 

1997; Bentamy et al., 1999]. The physical basis relies on the change in surface emission and 

reflection properties due to the change in roughness forced by the wind stress. In this study, 

radiometer W10m values are from the latest products, labeled 7, provided by Remote Sensing 

System (RSS) [Wentz et al., 2012]. These products are assumed to be consistent during the study 

period (March 1992 – March 2012). Data from F10, F11, F13, F14, F15, and F16 are used for the 

periods March 1992 – November 1997, December 1991 – May 2000, May 1995 – November 2009, 

May 1994 – August 2008, December – August 2006, October 2003 – March 2012, and December 

2007 – March 2012, respectively. SSM/I and SSMIS wind retrievals are available over a swath of 

1400 km, with a WVC grid of 0.25°×0.25°. No data are available in the presence of rain or for 

WVC at less than 50 km from sea ice or land. 

 Only surface 10m wind speeds are retrieved from SSM/I and SSMS TB. The calculation of 

blended wind products requires the knowledge of wind direction at each SSM/I and SSMS wind 

cell. Therefore, ERA-Interim wind directions calculated in a window of ±3 hours around the SSM/I 

or SSMIS observation times are trilinearly interpolated in space and time over radiometer swaths. 

Then, SSM/I and SSMIS zonal and meridional wind components at each cell are estimated from 

radiometer wind speed retrievals and interpolated ERA-Interim wind directions. 

2.3. Buoy winds 
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 The surface wind speed and direction obtained from two moored buoy networks are used for 

validation, and referred to hereafter as in situ references. The first network is maintained by the 

National Data Buoy Center (NDBC). NDBC buoys are moored off the US coasts, spanning the 

latitudes from 20°N to 65°N. The second network is operated in the tropics and includes Tropical 

Atmosphere Ocean (TAO), Prediction and the Research Moored Array in the Atlantic (PIRATA), 

and the Research Moored Array for African–Asian–Australian Monsoon Analysis and Prediction 

(RAMA) buoys. TAO, PIRATA, and RAMA buoys are moored in the tropical Pacific, Atlantic, 

and Indian, respectively and are referred to as tropical buoys (http://www.pmel.noaa.gov/tao/). To 

provide compatibility with scatterometer winds, the buoy measurements are transformed into 

Equivalent Neutral Wind (ENW) at standard 10m height using the COARE3.0 algorithm of Fairall et 

al. [2003]. This algorithm requires the knowledge of SST, air temperature (Ta), and relative 

humidity (Rh) (or related variables such as specific humidity qa). These parameters are available 

from the tropical buoys, but only a few NDBC buoys measure air humidity. Therefore, when 

unavailable, Rh is set to 80%. 

 Raw buoy data used in this study are available every 10 minutes or hourly. For comparison 

with blended winds, all valid buoy data available within 3 hours from the epoch analysis times 

(00:00, 06:00, 12:00, 18:00) are arithmetically averaged. The results are referred to as 6-hourly 

buoy wind estimates. 

 

3. Methods 

 

 The method used for the estimation of 6-hourly surface wind speed and components is 

mainly based on the kriging technique with external drift method as described in Bentamy and 

Croizé-Fillon [2012]. It was developed originally for the calculation of daily-averaged winds from 

ASCAT scatterometer retrievals. Briefly, the objective method assumes that the estimator of “true” 

wind (unknown) at each grid point for given synoptic times (00:00, 06:00, 12:00, 18:00) is 
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provided by: 

  

X̂i=
1

tb�ta

∫
ta

tb

(∑
j= 1

N

λ j (Xo
j (x j ,yj ,t )))dt

    (1) 

X̂i  stands for the wind estimator (zonal, meridional or wind speed, each of which considered as a 

scalar) at grid point M i (xi ,yi )  over the period δt=t b�ta . 

Xo
j

 indicates the j-th remotely sensed observation vector available over the satellite swath. 

λ j  is the weighting vector to be estimated. Its determination aims at the minimization of the 

variance difference between and at each grid point (0.25°×0.25°) with the following assumptions: 

- unbiased constraint   
∑
j= 1

N

λ j=1
    (2) 

- external drift constraint 
E( X̂i )=α0 +β1Yi    (3) 

where Yi  is the surface wind from ERA-Interim available at the epoch of M i (xi ,yi ) . 

Based on mathematical development (details may be found in Bentamy and Croizé-Fillon [2012]), 

weight λ j , and constraint constants α0 , and β1  are solutions of a linear system including the 

spatial and temporal wind structure functions. 

 More specifically, at grid point M i , all valid remotely sensed winds within 6 hours of a 

synoptic time and at a distance compatible with the spatial structure function characteristics are 

collected. Data occurring within 3 hours of the synoptic time are used without any modification. 

The others are temporally interpolated, based on the method described in Bentamy and Croizé-

Fillon [2012], to the start or the end of the analysis period. First, for each hour of the 6-hour period, 

available scatterometer retrievals are selected. If scatterometer winds are not available or lead to a 

poor spatial sampling, radiometer winds available for this specific hour are used to enhance the 
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spatial and temporal sampling length of observations required for 6-hourly wind estimates at 

0.25°×0.25° resolution over the global ocean. The sampling length refers to the number of 

observations in each dataset (i.e., scatterometers or radiometers) used at all steps of the objective 

method to retrieve wind parameters. Figure 1 shows examples of the mean number of remotely 

sensed data, available for blended analysis calculations at 00:00 (red color), 06:00 (blue), 12:00 

(green), and 18:00 (black) epochs, in January 1994 (top row), 1998 (2nd row), 2002 (3rd row), and 

2010 (4th row). They are shown as a function of latitude, from 60°S to 60°N. The results are shown 

for all satellite data (left column) and for only scatterometer retrievals (right column). As expected, 

the highest observation numbers are found in the southern ocean, while the lowest are located in the 

northern oceans due to landmass and ice coverage. The results are very similar at the four analysis 

epochs, but show significant differences according to the number of satellite instruments available 

for each specific period. For instance, in January 1994 only ERS-1, F10 and F11 (Figure 1a) are 

available, whereas QuikSCAT, F13, F14, and F15 (Figure 1e) are used in January 2002. 

Furthermore, the increased numbers in January 2002 (Figure 1e) and 2010 (Figure 1g) originate 

from QuikSCAT (Figure 1f) and ASCAT (Figure 1h) sampling schemes. Even if the sampling 

lengths associated with ERS-1 (Figure 1b) and ERS-2 (Figure 1d) are quite low, they may have a 

significant impact on the blended wind calculation as a result of the above-mentioned method used 

for observation selection. 

As mentioned above, the objective method uses ERA Interim 10m wind analyses first as 

external drift (eq. (3)) and for dynamic interpolation of remotely sensed data occurring within a 

period of 3 hours and 12 hours off the analysis epoch (00:00, 06:00, 12:00, 18:00 UTC) (details are 

provided in Bentamy and Croizé-Fillon [2012]). The impact of the numerical atmospheric model on 

the satellite 6-hourly wind analyses is investigated through the use of surface winds derived from 

the Climate Forecast System Reanalysis (CFSR) model [Saha et al., 2010], instead of ERA Interim. 

The comparison between the two kinds of satellite 6-hourly estimates, calculated only over short 

period (months of January 1994, 1998, 2002 and 2010), lead to relatively small differences (not 
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shown), not exceeding 0.20m/s for wind speed, and does not show any significant geophysical 

patterns. Here, the short period of analyses may overestimated mean biases between the two fields. 

 To assess the impact of the temporal and spatial sampling on the resulting 6-hourly wind 

analyses (Figure 1), the remotely sensed data are simulated with Climate Forecast System 

Reanalysis (CFSR) surface winds [Saha et al., 2010]. CFSR zonal and meridional components are 

bi-linearly interpolated in space and time onto the scatterometer and radiometer swaths selected for 

the blended wind calculation. The simulated wind speed is calculated as the magnitude of the 

interpolated components. Simulated satellite winds are then used as observations for the calculation 

of 6-hourly wind fields based on the objective method presented above (Eqs. 1 through 3). The 

resulting blended winds are compared to the original 6-hourly CFSR analyses. Figure 2 shows the 

spatial distributions of the mean (bias) and standard deviation (STD) difference and correlation 

coefficient linking the original and reconstructed wind speed fields. They are estimated from 6-

hourly datasets calculated in January 1994, 1998, 2002, and 2010. The mean differences between 

the original and reconstructed wind speeds are quite small for the four periods (Figures 2a, 2d, 2g 

and 2j). The mean and median biases of each dataset do not exceed 0.10 m/s. The lowest values are 

found in January 2002 and 2010, whereas the highest values are found in January 1994. For 

instance, bias values exceeding 0.50 m/s are obtained along the equator in January 1994. This is the 

combination of a sampling length issue and wind variability. Indeed, wind speed in January 1994 

has larger variability than, for instance, in January 2002 (not shown). 

 Finally, it should be emphasized that our data merging procedure is different from 

conventional optimal interpolation. It employs only the temporal variability inferred from the 

common background (ERA-Interim) to fill remaining gaps in the Level 2 data. This method has the 

advantage not to disrupt the wind retrieval at the time of the satellite measurements, allowing to 

remain as close as possible to the scatterometer data. The use of ERA-Interim is then justified by 

the need of 6-hour outputs, and the high-frequency temporal variability of the blended product is 

then ascribed by the reanalysis. This procedure, for the most part, preserves the long-term 
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variations of the observations in the analyzed fields. Hence, the long-term variations of the analysis 

are not predefined by the long-term variations of the background. 

 

4. Validation 

 

4.1. Potential errors due to the sampling scheme 

 

 In this section, we evaluate the potential errors due to the heterogeneity of sampling across 

the different missions. Indeed, the sampling of the global ocean has been improved over time and 

missions. Furthermore, parameters such as the geometry and cycle of each instrument have been 

designed separately by different agencies (see Table 1). If differences between QSCAT and 

ASCAT are not meaningful in terms of sampling and repeated cycle, the consistency in the wind 

retrieval scheme between ERS-1 (-2) and QSCAT can be a core issue for the blended product. 

  As a sensitivity test, we generated two wind products for December 1999 when ERS-2 and 

QuikSCAT data are available. The first product is constructed by using all available data, while the 

second one is constructed by excluding QuikSCAT (indicated as blended-ERS). The comparison of 

the two datasets and of the ERA-Interim wind field with QSCAT L2 data allows us to control the 

quality of the blended product in the absence of QSCAT data (1991 to 1999). Figure 3 shows the 

RMSE (Root Mean Square Error) in December 1999 between QSCAT L2 data considered here as a 

reference and the blended product incorporating all the data (top row), the blended-ERS product 

(middle row) and ERA-Interim reanalyzes (bottom row). Wind speed, and u and v components are 

analyzed separately and presented in the 1st, 2nd and last column of Figure 3, respectively. It must 

be noted that QSCAT L2 data have been averaged on the regular grid of the blended product to 

compute the RMSE: between 30 and 100 QSCAT values are available on each grid point in 

December 1999 (not shown), which results in valid statistics. There is general agreement about the 

relevance of QSCAT data for the study of wind fine-scale variability (cf. Chelton et al., [2004]). 
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Therefore, QSCAT L2 data are considered in this section as a reference. Moreover, the comparison 

between the different products designed for this sensitivity experiment allows us to evaluate the 

relative error associated with some components of the blended product (e.g., ERA-Interim vs. 

QSCAT L2 data). 

 Not surprisingly, the product constructed with all the data presents the lowest RMSE for all 

the variables presented (i.e., wind speed, u and v components). The largest RMSEs are found in the 

northern hemisphere for both the Atlantic and Pacific oceans. This was not unexpected because the 

statistics are calculated during the boreal winter (in December) when numerous storms develop, 

notably in the northern Atlantic [Tokinag and Xie, 2011]. The Gulf Stream region presents 

important RMSEs for all the products presented here, and this result can be ascribed to the fewer 

number of QSCAT observations in December 99 (~30, not shown). The two blended products (with 

or without inclusion of QSCAT data) show better statistics than ERA-Interim. This is notably true 

for the wind speed (Figure 3, first column). The mean wind speed differences between QSCAT L2 

and blended-ERS tend to be lower than those related to the differences between QSCAT L2 and 

ERA-Interim. For instance, it is found that blended-ERS leads to better results than ERA-Interim in 

the western Atlantic Ocean and at high latitudes. RMSEs dealing with zonal and meridional wind 

components calculated either between blended-ERS and QSCAT L2 data or between ERA-Interim 

and QSCAT L2 data are substantially equivalent (Figure 3, second and third rows). As stated in 

section 2.2, SSM/I wind components are supplemented by information extracted from ERA-Interim 

for the calculation of wind directions, especially during the ERS period. Therefore, it is expected 

that ERA-Interim and the blended product constructed with only ERS2 data are statistically 

equivalent for the wind direction. However, we have previously shown that the wind speed is 

significantly improved through inclusion of both SSM/I and ERS-2 data. 
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4.2. Comparison with buoys 

 

 To assess the quality of the satellite wind analyses, 6-hourly blended and buoy wind 

estimates available for the same synoptic time are spatially collocated using the nearest neighbor 

approach based on a 25 km distance criterion. The spatial and temporal collocation is performed for 

all the NDBC buoys, including the coastal moorings, and the Tropical buoys for the period 1992 - 

2012. The numbers of observations of collocated data for the whole period are 1655821 and 

1387000, for the NDBC and Tropical comparisons, respectively. They show significant space and 

time contrasts. For instance, the numbers of collocated data associated with Tropical moorings for 

the periods March 1992 – June 1999 and July 1999 – October 2006 account for 24% and 42% of 

the total, respectively. Quite similar results are found for the collocated sampling lengths in the 

NDBC comparison. Moreover, further investigations need to be performed in tropical areas for 

satellite wind field analyses occurring after 1999, and especially after 2007 when moorings are 

available for the three tropical oceanic basins. Prior to 1999, the comparisons between tropical and 

satellite 6-hourly wind estimates are only performed in the Pacific area. 

 The accuracy of the blended wind analyses is first characterized by the first statistical 

moments of their differences with collocated buoy data. For the NDBC comparison, the statistics 

are estimated for the moorings located offshore (> 50 km from the shoreline) and at nearshore sites. 

They are summarized in Table 2 and Table 3. The tables also show the statistics (within brackets) 

based on the comparison between buoy and ERA-Interim winds. All the statistics are significant 

since the order of magnitude of the minimum of observations (collocated data) is 9000. For the 

offshore comparison (Table 2), the overall mean difference (bias) between buoy and satellite wind 

speeds is quite small, and the associated standard deviation (STD) is about 1 m/s. Although the 

wind direction bias is small, it indicates that the directions of the blended winds are slightly rotated 

anticlockwise compared to buoy data. The STD of the wind direction difference is lower than 20°, 

showing the good agreement between the wind directions of different sources. The fair agreement 
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between NDBC and blended wind, both for speed and direction, is also confirmed by scalar 

correlation (r
2
=0.96 ), symmetrical linear regression coefficient (bs=0. 97 ) for only the wind 

speed, and by vector correlation (ρ
2
=1.90 ) for wind direction. The statistics estimated for the 

four selected periods are of the same order as those calculated for the whole time series. They do 

not indicate any systematic departure associated with the use of scatterometer data in blended wind 

calculations. Furthermore, the statistics show a better agreement between NDBC and blended wind 

speeds than between NDBC and ERA-Interim winds (Table 2). For wind direction, the comparisons 

for blended winds and ERA-Interim winds are very similar. This result is partly due to the 

attribution of the ERA-Interim wind direction to the SSM/I wind cells (see Section 4.1). 

 The statistics about accuracy are poorer for the nearshore sites (Table 3) than for the offshore 

buoys. The blended wind speeds tend to be systematically underestimated. The mean differences 

between buoy and blended wind data, calculated for all selected periods, vary between 0.41 m/s and 

0.74 m/s. The lowest biases are obtained over the QuikSCAT (1999-2009) and ASCAT (2007-

2012) periods. These two scatterometers provide WVC retrievals with higher resolution 

(0.125°×0.125° and 0.25°×0.25°, respectively), even near the coast. The results of the comparison, 

of course, highly depend on the distribution of remotely sensed winds along the coastal areas 

[Stiles, 2014] where they are limited in number. The auxiliary ERA-Interim surface wind used in 

the objective method with a no drift constraint may here have a significant impact on the blended 

estimates [Bentamy et al., 2012]. Nevertheless, the nearshore blended winds show a good 

agreement with buoy data in terms of root mean square (RMS) difference, lower than 2 m/s, and 

correlation and symmetrical coefficients, about 0.90. These statistics indicate a significant 

improvement in nearshore wind speed estimation over the ERA-Interim results. 

 The accuracy of the blended wind speed and direction is also investigated through 

comprehensive comparisons with 6-hourly averaged Tropical buoy data. The results are shown in 

Table 4. The statistics are similar to those obtained for NDBC comparisons. The symmetrical 

regression and correlation coefficients exceed 0.97 and 0.91, respectively, assessing the good 
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agreement between buoy and blended wind speeds. The RMS wind speed differences, estimated 

from bias and STD values, are lower than 1 m/s. Furthermore, the surface wind speeds from 

blended data compare better to buoy data than the ERA-Interim winds (Table 4). For the wind 

direction, the blended and ERA-Interim wind products lead to similar comparison results. For the 

two products, the wind direction biases and STD do not exceed 17°. Although the correlation 

coefficients for the wind direction vector are quite high (>1.70), they are slightly lower than those 

obtained in the NDBC comparison (>1.90) (Table 1). This is mainly due to the difference between 

the wind speed distributions derived from the NDBC and tropical buoy data. For instance, across 

the Atlantic and eastern Pacific equatorial mooring locations, where light winds (<5 m/s) are 

persistent, the vector correlation coefficients are lower than 1.43. Previous studies indeed showed 

that scatterometer wind directions are less accurate for low wind speed conditions (e.g. Bentamy et 

al. [2008]). 

 Additional accuracy tests are performed as a function of time and according to some selected 

atmospheric and oceanic conditions. Figure 4 shows the time series of monthly mean and STD 

difference between offshore NDBC and blended 6-hourly wind estimates, the associated correlation 

coefficient, and the sampling length of data used for monthly calculations. The results are shown 

for the whole study period (March 1992 – March 2012). Wind speed bias values (Figure 4a) do not 

exceed 0.30 m/s, and more than 90% of the values are less than 0.20 m/s. Similar results are found 

for the zonal and meridional biases excepted for short period during when an important bias is 

captured (>0.4m/s). These peaks can be explained by important local mean biases between buoys 

and the blended product (not shown). Although biases are large and then influence general statistics 

presented here, they concern only specific locations during limited time period. The STD 

differences (Figure 4b) for the wind speed and for the associated components are lower than 1.20 

m/s and 2 m/s, respectively. Wind speed difference STDs are quite consistent during the study 

period, while difference STDs related to the zonal and meridional components tend to be slightly 

higher during the period 1992–2000 compared to 2000–2012. This is partly due to the change in 
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sampling length (Figure 4d), and especially the use of QuikSCAT and ASCAT wind directions for 

the blended calculations. Time series of scalar correlation coefficients assess the good agreement 

between buoy and blended winds during the whole period. The three correlation coefficients 

(Figure 4c) exceed 0.95 most of the time. 

 

5. Spatial and temporal variability of the blended wind product at global scale 

and over key oceanic regions 

 

5.1. Spatial variability of the wind and its derived fields 

 

 We acknowledge that the construction and the distribution of a 20-year-long surface wind 

product at 6-hourly and 1/4° resolution are ambitious, and that the necessary use of auxiliary data 

can affect the richness of spatial scales of the different missions. This section presents some 

analyses of the blended product and its derived fields. We compare them to the ERA-Interim and 

QSCAT products, respectively. Some results are shown over the global ocean, and we also focus on 

Southern Africa to analyze some regional features. This complex area shows strong air-sea 

interactions and pronounced dynamic features (Agulhas region [O’Neill et al., 2005], Benguela 

upwelling system [Desbiolles et al., 2014b], Angola-Benguela frontal zone [Colberg and Reason, 

2007]). 

 Figure 5a gives an example of the blended wind analysis for a specific day (15 December 

1999, the 4 epochs of the day being averaged) that could be compared to daily-averaged ERA-

Interim data and QuikSCAT (Figures 5b and 5c, respectively). For clarity, only the wind speeds 

larger than 10 m/s are drawn as vectors. The curl (top panels) and divergence (bottom panel) of the 

wind are shown in Figure 6. In the light of the statistical comparisons presented in the former 
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section, equivalent characteristics can be expected between the different fields. In terms of wind 

speed and direction (Figure 5), the blended product shows the same synoptic patterns as QuikSCAT 

daily winds. The large cyclonic circulations over both the North Atlantic and North Pacific are 

slightly more pronounced in the QuikSCAT fields. The Southern Ocean shows intense westerlies, 

and the area characterized by winds higher than 10 m/s is slightly larger in the blended winds than 

QuikSCAT alone. For all the patterns described above, the ERA-Interim winds are the least intense 

and this is also the case for the Atlantic trade winds. ERA-Interim winds also show less acute 

spatial patterns, as highlighted by the derived fields presented in Figure 6. The QuikSCAT wind 

curl and divergence present undoubtedly smaller-scale features on this specific day, but the blended 

product significantly improves the wind curl and wind divergence descriptions in comparison with 

ERA-Interim (Figures 6c and 6f). In terms of richness of spatial scales, the blended product shows 

substantial improvements over ERA-Interim especially in the Brazil-Malvinas confluence, the 

Agulhas region and the Northern Atlantic and Northern Pacific (where large cyclonic circulations 

can be identified, see Figure 5). 

 As an example of small-scale features, Figure 7a shows wind speed perturbations in color 

and SST perturbations in contours on 15 December 1999, around the Agulhas and Benguela 

upwelling systems. Following O’Neill et al. [2005], the perturbation fields are defined as the 

spatially high-pass filtered fields (for both blended wind speed and SST, here the so-called 

Reynolds product – Reynolds et al. [2007]). These fields are obtained by first isolating large-scale 

features by applying a Lanczos filter with half-power filter cutoff wavelengths of 10° both in 

latitude and longitude. The spatially high-pass filtered fields were then obtained by subtracting the 

Lanczos smoothed fields from the unsmoothed SST and wind speed. High spatial positive 

correlations are found between the SST and wind perturbations off Southern Africa for the year 

1999 (not shown). Despite the use of the Reynolds SST, for which feedback processes can be 

significantly underestimated because of the coarse spatial resolution of the SST analysis [O’Neill et 

al., 2005], Figure 7a highlights a strong correspondence between SST and wind perturbations. This 
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result confirms that SST exerts an influence on the surface wind, consistently with the observations 

reported by O’Neill et al., [2005] for the Agulhas region and Desbiolles et al. [2014b] in the 

Benguela upwelling region. This is especially the case over Agulhas rings, but also over the 

upwelling SST front. Therefore, the blended wind product includes the spatial scales needed for the 

study of thermal feedback on atmospheric flows. This is confirmed by the binned scatter plot over 

1999 of the 15-day running averages of the SST and wind speed perturbations (Figure 7b). The 

slope of the linear regression is 0.1976 [m/s]/°C, which is consistent the study of Chelton et al. 

[2004]. 

 To supplement adequately the presentation of the spatial scales of the blended winds, we 

computed wave number spectra over the global ocean in December 1999 (Figure 8). The spectra 

for ERA-Interim and QuikSCAT and the theoretical k-2 and k-4 profiles are also shown for 

comparison. Indeed, the effective resolution of satellite observations and model fields can be 

quantified from a wavenumber spectral analysis (e.g., Milliff et al. [2004]; Chelton et al. [2006]; 

Lefevre et al. [2010]). The spectra for the wind speed and its two scalar components show 

approximately equivalent behavior for wavelengths higher than 1000 km. Wavenumber spectra for 

the wind speed show a sharp change at about 150 km and 100 km for ERA-Interim and blended 

wind speeds, respectively (dashed and bold lines in Figure 8). These abrupt modifications 

correspond to their related effective resolution, which is about 4 grid spacings for each product. The 

differences between the ERA-Interim and blended wind wave number spectra are more obvious 

when focusing on the zonal and meridional components. The effective resolution of the blended 

wind proves consistent with the scales required for the study of mesoscale air-sea coupling (see 

Figures 7a and 7b). 

 

5.2 Temporal variability 
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5.2.1. Diurnal cycle and day-to-day variability 

 The diurnal cycle and the day-to-day variability of ocean winds can be substantial [Bourassa 

et al., 2010]. The blended product is composed of 4 samples per day, from 1992 to 2012. We have 

seen that the different missions do not cover the entire period equally, but auxiliary data, and 

especially SSM/I radiometers, regulate the number of observations throughout the entire period to 

ensure the adequate numbers of satellite measurements and generate valid wind estimates. Figure 9 

shows the mean bias of the day-night difference from ERA-Interim and blended winds averaged 

during 1999. The differences are almost positive everywhere in both products (not shown) and the 

differences between the two products are more important at mid- and high-latitudes for both mean 

values (color) and standard deviation (contours). That can be explained by the sampling scheme of 

polar satellites (SSM/I, ERS2 and QuikSCAT): At low latitudes, the diurnal cycle is essentially 

controlled by the model while at higher latitude the analysis takes full advantage of the repeat cycle 

of QuikSCAT originally, and SSM/I to a lesser extent. As a side note, it is important to mention 

that the day-to-day variability is higher in the blended product than in the ERA-Interim field (not 

shown). 

 

5.2.2. Seasonal variability 

 Figure 10 shows both the boreal winter (DJF) and summer (JJA) long-term wind speed and 

wind vector averages over the 20-year blended analysis and Figure 11 shows similar fields for the 

wind curl and wind divergence. The expected seasonal cycles can be found in the blended product, 

with both large mean and standard deviation (black contours in Figure 10) in the northern 

(southern) hemisphere during boreal (austral) winter. This is especially the case in the Gulf Stream 

and Kuroshio regions where numerous winter storms drive the large seasonal variability [Tokinaga 

and Xie, 2011]. This is also true in the southern hemisphere with strong westerlies south of 30°S 

during boreal winter. Trade winds usually show a large seasonal cycle, with the peak season in 
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local winter, but can also persist throughout the year in regions such as the Eastern Pacific (see 

Figure 10). Figure 10 shows clearly the northward migration of the South Atlantic subtropical high 

during boreal winter (DJF), which leads to large upwelling-favorable winds in the Benguela 

upwelling system. The Indian Ocean shows the strongest seasonal variability associated with the 

monsoon cycle: dominant winds turn from northeasterly in boreal winter to southwesterly in 

summer [Schott and McCreary, 2001], which leads to seasonal coastal upwelling processes. This 

change is mainly forced by the migration of the Intertropical Convergence Zone (ITCZ) visible on 

the seasonal average of the wind divergence (Figures 11c and 11d). In the Indian Ocean, this 

migration reaches 10-15 °S and 25-30°N during the DJF and JJA season, respectively. The 

monsoon cycle, with northerly winds from December to March and southerly winds from May to 

September develops in between [Schott and McCreary, 2001]. The rest of the intertropical band is 

also characterized by the migration of the ITCZ (Figure 11). The wind curl also shows large 

seasonal variability, especially in the equatorial ocean. The blended product captures well the 

annual cycle of wind speed and direction, wind curl and divergence of the mid-latitude westerlies 

and trade winds over the Pacific and Atlantic Oceans. 

 

5.2.3. Annual to interannual variability, spectral analysis 

 Figure 12 shows the power spectra of monthly-averaged zonal (dashed lines) and meridional 

wind components (thick lines with stars) as well as wind speed (bold lines), spatially averaged over 

the northern Pacific and Atlantic oceans (Figures 12a and 12b, respectively), over the eastern 

equatorial Pacific (Figure 12c), and over the Indian Ocean (Figure 12d). As stated earlier, the semi-

annual cycle is important in the four basins, with a well-identified energy peak at two cycles per 

year (Figure 12), and so is the annual cycle. More interestingly, lower frequency variability can be 

found in the four areas but with different periods: 4 and 3 years in the northern Pacific and Atlantic, 

respectively and 6.5 years in both the eastern equatorial Pacific and the Indian Ocean. The latter 

period corresponds approximately to ENSO (El Niño–Southern Oscillation) variability, which is 
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clearly visible in the zonal wind component (Figures 12c and 12d). This result confirms the ENSO 

imprint on wind variability (for its speed and scalar components), previously highlighted from 

monthly satellite-derived latent heat fluxes in the eastern Pacific [Mestas-Nuñez et al., 2013]. An 

ENSO-like variability is also found in the Indian Ocean with the same period of oscillation 

(Figure 12d), which confirms a connection between the equatorial Pacific and the Indian Ocean and 

the propagation of ENSO signals to the Indian Ocean [Reason et al., 2000]. 

 

6. Wind trends over the past two decades 

 Another strength of the present analyses is the calculation of long-term trends in wind speed, 

and in zonal and meridional components. Specifically, we study the trend over the last two decades 

and its implications on wind-derived fields. The linear trends have been performed by using the 

least squares linear regression fit to the data. The significance of the trends is estimated from 

Monte-Carlo tests. 

 Figures 13a and 13b show for comparison the scalar wind trends for the blended winds and 

ERA-Interim, respectively. Trend values with significance lower than 80% are plotted with shaded 

colors. As explained by Tokinaga and Xie [2011], the scalar mean wind speed is slightly different 

from the magnitude of the mean wind vector. This difference comes from unsteadiness in wind 

direction. The trends of the zonal and meridional wind components of the blended product are 

shown in Figures 14a and 14b, respectively. Blended winds show negative trends in the 

subtropical North Atlantic of the same order as those found for ERA-Interim, or in the WASWind 

product [see Figure 15 of Tokinaga and Xie, 2011]. It should be noted that the QuikSCAT wind 

trends (calculated through the 1999-2009 period) do not appear as significant as those calculated 

from longer time series of the blended winds or ERA-Interim, but also show negative values in the 

North Atlantic and North Pacific (not shown). In contrast with the open ocean, the western coast of 

North America south of the Gulf of Alaska is characterized by a significant positive trend in wind 
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speed (Figure 13). This wind speed trend is associated with a significant increase in upwelling-

favorable winds off the Oregon coast (Figure 14b). Furthermore, among the four largest coastal 

upwelling regions (i.e., California, Peru, Canary and Benguela), the largest positive trends in 

upwelling-favorable winds are seen in the California system. It is worth mentioning here that the 

ERA-interim wind speed presents a negative trend in the southern part of the northern America 

upwelling system (along the South California and Baja California coast). The northern part of the 

Canary system also shows a large negative trend in the meridional wind component (corresponding 

to an increase in upwelling-favorable winds). The Benguela system is characterized by opposite 

trends in its northern and southern regions: the northern Benguela upwelling system presents 

positive trends, mainly along the coast of Namibia, while the southern system shows a very small 

region of negative trends close to the coast (Figure 14b). At low latitudes and for the zonal wind 

component, the coastal regions of the Indian Ocean show significant positive trends, and the pattern 

of positive trends extends further south in the Mozambique Channel and the Agulhas region 

(Figure 14a). The equatorial and subtropical regions show the largest positive trends in wind speed, 

except in the mid-Indian Ocean where negative trend is visible (Figure 13). The equatorial Pacific 

is characterized by a noteworthy increase of the trade winds (Figures 13 and 14a). The southern 

hemisphere generally shows more positive than negative wind speed trend values (Figure 13a). 

 Figure 15a shows the zonally averaged significant wind speed trends for the blended winds 

(black line) and ERA-Interim (grey line) as a function of latitude. Figure 15b itemizes the zonally 

averaged trends of the blended wind speed (solid line), as well as the blended zonal and meridional 

components (dashed and dotted lines respectively) as a function of latitude, for the Pacific, Atlantic, 

Indian and Southern Oceans. There is a very pronounced asymmetry between the northern and 

southern hemispheres in the two products. While the northern westerlies show a strong negative 

trend, their southern equivalents are characterized by slightly positive values. The negative trend in 

the northern westerlies is particularly strong around 40°N. This substantial decrease is notably due 

to the reduction of the zonal component in both the Pacific and Atlantic basins, from 35°N to 65°N 
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in the Atlantic Ocean, and only from 30°N to 50°N in the Pacific (Figure 15b). Trends in trade 

winds also show contrasts between the two hemispheres, with more intensification in the southern 

winds (Figure 15a). This is especially true over the Atlantic Ocean where northern trade winds 

admit some negative trends. The Pacific Equatorial region is characterized by an important increase 

of the wind, particularly influenced by the zonal component (Figure 15b, see also Figure 14a). The 

Southern Ocean is characterized by a positive trend, however less important than expected from the 

strengthening of the Southern Annular Mode index. The Indian Ocean presents a fairly noisy 

signal. 

 The above asymmetry has already been noted and commented by several authors [e.g., Xie 

and Philander, 1994; Tokinaga and Xie, 2011] and can be of prime importance for wind-related 

quantities such as turbulent heat fluxes, and especially for evaporation in the northern Atlantic as a 

result of the reduction of northern hemisphere westerlies. 

 

7. Discussion and concluding remarks 

 This paper presents a new multiyear wind product based on scatterometer retrievals from 4 

different missions since 1992 (ERS1, ERS2, QuikSCAT, and ASCAT). It also uses SSM/I wind 

retrievals and ERA-Interim data to avoid sampling errors of the different missions and is therefore 

called a blended product. This blended wind product is based on the homogenization of backscatter 

coefficients between ERS1/2 and QuikSCAT [Bentamy et al., 2016] and is available over the 

period 1992-2012, with a temporal resolution of 6 hours and a spatial resolution of 0.25° both in 

latitude and longitude. As explained in detail in Section 3, the method is based on a kriging 

technique and employs all valid remotely sensed winds within 6 hours of a synoptic time and at a 

distance compatible with the spatial structure function characteristics. Additional data are used to 

enhance the spatial and temporal sampling of observations required to generate 6-hourly wind 

estimates in a 0.25°×0.25° latitude-longitude grid over the global ocean. 
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 Careful attention was paid to potential errors due to the sampling scheme of each mission, 

and especially between the two ERS missions (ERS1 and ERS2 were designed in an equivalent 

manner) and QuikSCAT. For this purpose, scatterometer data (i.e., ERS-2 and QuikSCAT) were 

included in the processing, first separately and then together, to define two wind products in 

December 1999 when both ERS-2 and QuikSCAT data were available. Potential discontinuities 

inherent in the inclusion of QuikSCAT data in the procedure are then carefully checked. The 

comparison of the two datasets and of the ERA-Interim wind field with QSCAT L2 data allows 

controlling the quality of the blended product in the absence of QSCAT data (1991 to 1999). We 

have shown that the product constructed with all the data presents the lowest RMSE for all the 

variables presented (i.e., wind speed, u and v components, see Figure 3). The two blended products 

(with or without inclusion of QSCAT data) show improved statistics versus ERA-Interim. A third 

product has been computed to complete this sensitivity experiment. This product uses only 

radiometer data and the ERA-Interim reanalysis (blended-SSM/I). It shows quite similar statistics 

as those obtained by blended-ERS, both improving statistics in comparison with ERA-Interim 

reanalysis. This result is consistent with the fact that SSM/I data contribute significantly to the 

blended estimates during 1991-1999 due to sparse ERS data (both ERS-1 and -2), unlike during the 

QSCAT period (Figure 1). An important point to consider is that the blended-SSM/I and the 

blended product constructed with ERS2 data only are statistically equivalent for the wind direction. 

Indeed, wind direction information is extracted from ERA-Interim during the period 1991-1999. 

We also showed a wind analysis for a specific day (Figures 5 and 6). Specifically, daily means of 

the blended wind and derived fields (wind curl and divergence) compared well with equivalent 

information inferred from daily QuikSCAT data. 

 The blended product has been validated through comparison with buoy data. Buoy-measured 

and satellite-retrieved winds are not precisely equivalent, but a careful filter applied to buoy data 

and a conversion to equivalent 10-meter winds allowed a direct comparison knowing that such 

validation has already been performed [e.g., Bentamy et al., 2012; 2016]. We found that all the 
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statistics between blended winds and buoys are in better agreement than those calculated with 

ERA-Interim, independent of the period chosen in the entire time series. 

 After validation, we have described the spectral content of the new wind product in time and 

space. The perturbations of the wind field match patterns of SST perturbations in the oceanic region 

off Southern Africa (see Figure 7a). This region has been already described as a hot spot to study 

air-sea interactions at the mesoscale. A linear relationship between the two fields has been found 

over the Agulhas region (Figure 7b), with a coupling coefficient equivalent to that of other studies 

[O’Neill et al., 2005; Chelton et al., 2004]. Therefore, the blended data include spatial scales that 

are coherent with the scales of coupled thermodynamic processes between the wind and SST (on 

the order of 100 km). This was confirmed by wave number spectra calculated for the wind speed 

and its zonal and meridional components (Figure 8). Hence, we have established the effective 

spatial resolution of the blended product to be about 4 grid spacings (100 km), which is finer than 

the atmospheric reanalyses. 

 The temporal variability of the blended product has also been analyzed, from diurnal to 

decadal scales. As noted by Bourassa et al. [2010], the diurnal cycle of ocean winds can be linked 

to cloud formation and it is of particular interest for ocean forcing (mixing and air/sea fluxes). For 

example, Lee et al. [2008] showed that the mixed layer they simulate with an ocean model is 

increased when using winds with a fully resolved diurnal cycle in contrast to wind data smoothed 

over 24 hours. This can lead to 1°C colder SST over a season. Satellite sampling is still inadequate 

for diurnal studies but our approach, which consists of the combination of satellite observations and 

atmospheric model data, leads to greater differences in day-night winds at mid- and high-latitudes 

than those found in ERA-Interim (see Figure 9). There is every reason to believe that the analysis at 

mid- and high-latitudes fully exploits the fact that every Wind Vector Cell is sampled twice a day 

during the QuikSCAT and ASCAT period. The blended product reproduces the main features of the 

seasonal variability in wind speed and direction, as illustrated by wind curl and divergence (see 

Figures 10 and 11). The interannual variability and other variations at lower frequency seem to be 
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linked to signals like ENSO in the Equatorial Pacific (Figure 12). 

 Trend calculations have been performed with increasing and decreasing intensities in the 

blended winds generally matching the findings of Tokinaga and Xie [2011]. Blended trends are also 

of the same order of magnitude as trends in ERA-Interim and QuikSCAT. An important asymmetry 

is found between the two hemispheres (see Figure 15). This result has been already commented 

(e.g., Xie and Philander [1994]; Tokinaga and Xie [2011]) and could have a primary importance in 

climate change scenarios. For example, and as remained by Xie and Philander [1994], a weakening 

(strengthening) of the northeast (southeast) trade winds increases (reduces) SST warming in the 

northern (southern) subtropical Pacific through wind-evaporation-SST feedback. The most 

important negative trends found in the blended winds are found in the northern westerlies in both 

Pacific and Atlantic basins (see Figure 15b). This negative trend in westerlies can modify 

evaporation in the North Atlantic, and thus impact the thermohaline circulation. This is why we are 

currently working on the construction of blended turbulent heat fluxes associated with these 

blended winds. 

 The interpretation of wind trends is challenging because of the relative short period of 

analysis (two decades) and because wind data are strongly influenced by near-decadal variability 

(see Section 5). This effort, as well as those of other scientific teams, may show divergent wind 

trends that depend on measurement techniques. In particular, wind retrievals from historical wave 

observations [Beaufort scale, see Tokinaga and Xie, 2011] are very different if altimeter based 

instrumental wave data are used in their processing [Young et al., 2011]. In this paper, we have 

presented a trend analysis of the blended and ERA-Interim products with the obvious drawback that 

the latter product is used in the blended product as auxiliary data. We have compared the trends of 

the two products although they cannot be considered as entirely independent (the weight of ERA-

Interim in the final wind estimate has not been fully quantified). Despite some local discrepancies, 

the two trends present the same large-scale patterns (see Figure 13). Moreover, the blended product 

shares many common large-scale features (both in wind speed and components) with the trends 
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calculated with the 20CR reanalysis (http://www.esrl.noaa.gov/psd/data/20thC_Rean/) over the 

same period. This global reanalysis spans the entire twentieth century and assimilates only surface 

atmospheric pressure, and is therefore independent of the blended wind dataset. We can therefore 

be more confident in the results presented in this paper. As a side note, the zonal wind trend in 

20CR over a much longer period (1960-2011) shows patterns different from those calculated over 

the last two decades. For example, an intensification of the westerlies in the southern hemisphere is 

noticeable in high latitudes whereas the zonal trend over 1992-2012 is equivalent to the trend found 

in the blended wind (Figure 14a). This strong increase in zonal wind speed is expected from the 

trend present in the Southern Annular Mode index. 

 The global blended wind product presented in this paper has the potential for broad 

applications since it offers a quality multiyear forcing function for ocean modelers. It may be used, 

for example, for large and regional scale studies on interannual (and possibly decadal) variability. 

In addition, with its effective spatial resolution on the order of 100 km available 4-times daily, this 

blended product could also be used to address local and regional air-sea interaction problems. As an 

example, our group is currently testing the sensitivity of upwelling dynamics to the different 

forcing frequencies captured by this blended product. The blended product presented in this paper 

is available on the CERSAT portal (http://www.cersat.ifremer.fr/data) from the publication date 

with ftp delivery. 
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Table and Figure captions: 

 

Table 1: Main characteristics of various satellite scatterometer wind products. 

 

Table 2: Statistical comparison results of collocated 6-hourly offshore NDBC, blended, and ERA-

Interim 10m wind speed and direction. They are shown for the whole study period (1992 – 2012) 

and for ERS-1 (March 1992 – June 1996), ERS-2 (March 1996 – January 2001), QuikSCAT (July 

1999 – November 2009), and ASCAT (March 2007 – March 2012) operating periods. Bias is 

defined as the mean difference between buoy and blended winds (in this order). Std, bs, r2
, and 

ρ
2

 indicate the standard deviation, regression symmetrical coefficient, scalar correlation 

coefficient, and vector correlation coefficient, respectively. The latter varies between -2 and +2. 

Statistics that rely on comparisons between NDBC and ERA-Interim are shown within brackets. 

 

Table 3: Same as Table 2 but for nearshore NDBC wind data. 

 

Table 4: Same as Table 2 but for tropical buoy data (TAO, PIRATA, RAMA). Statistics that rely 

on comparisons between buoy data and ERA-Interim are shown within brackets. 

 

Figure 1: Sampling of remotely sensed data as a function of latitude. Results are shown for all data 

(including scatterometer, left column) and for only scatterometer retrievals (right column) in 

January 1994 (1st row), January 1998 (2nd row), January 2002 (3rd row), and January 2010 (4th row). 

Colors indicate the data numbers for the 00:00, 06:00, 12:00, and 18:00 analyses. 

 

Figure 2: Spatial distributions of the mean (bias, left column) and standard deviation (STD, central 
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column) difference and correlation coefficient (right column) characterizing original and simulated 

wind speed fields. They are estimated from 6-hourly datasets calculated for January 1994 (first 

row), January 1998 (second row), January 2002 (third row), and January 2010 (last row). 

 

Figure 3: Root Mean Square Error (RMSE) for December 1999 between the blended product 

incorporating all the data (top row), the blended product processed without QSCAT data (middle 

row) and ERA-Interim reanalyses (bottom row), and QSCAT L2 data considered here as a 

reference. Wind speed, and u and v components are analyzed separately and presented in the 1st, 

2nd, and last column, respectively. 

 

Figure 4: Time series of the statistical parameters characterizing the comparison between offshore 

NDBC and blended 6-hourly wind speed (red), zonal (blue), and meridional (black) components: a) 

mean difference (Bias), b) Standard deviation (STD) difference, c) scalar correlation coefficient 

( ρ ), and d) sampling length. 

 

Figure 5: (a) Blended wind analysis for 15 December 1999 (wind speed in color and wind direction 

as arrows); the 4 epochs of the day have been averaged. (b) ERA-Interim wind speed (color) and 

direction (arrows); the 4 epochs of the day have been averaged. (c) QuikSCAT wind speed and 

direction for 15 December 1999. For clarity, only the wind speeds larger than 10 m/s are drawn as 

vectors in all cases. 

 

Figure 6: (a,b,c) Curl of the wind field presented in Figures 5a (Blended), 5b (ERA-Interim), and 

5c (QuikSCAT), respectively. (d,e,f) Divergence of the wind field presented in Figures 5a 

(Blended), 5b (ERA-Interim), and 5c (QuikSCAT), respectively. 
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Figure 7: (a) Wind speed perturbations (in color) and SST perturbations (contours) for 15 

December 1999 over the Agulhas and Benguela upwelling system regions. Perturbation fields are 

referred as the spatially high-pass filtered fields. These fields are obtained by first isolating large-

scale features of both wind speed and SST by applying a Lanczos filter with half-power filter cutoff 

wavelengths of 10° in both latitude and longitude. See text for more details. (b) Binned scatter plot 

over 1999 of the 15-day running averages of the SST and wind speed perturbations over the 

Agulhas regions. 

 

Figure 8: Wave number spectra of the blended (bold line), ERA-Interim (dotted line) and 

QuikSCAT (thick line) products for the wind speed (a), and the zonal (b) and meridional (c) wind 

components. The theoretical profiles in k
-2 

and k
-4 

are drawn for the comparison. 

 

Figure 9: Mean biases (color) and standard deviation biases (contours) between ERA-Interim and 

the blended description of the day-night mean differences during the year 1999. 

 

Figure 10: Boreal winter (a) and summer (b) seasonal average of the blended wind speed 

calculated over the 20-year period of the analysis (DJF: December-January-February; JJA: June-

July-August). The contour lines represent the standard deviation of the wind speed (contours are 

plotted every 0.2 m/s from 1m/s) and arrows show the mean direction of the wind. Only vectors for 

which the average intensity is higher than 7 m/s are drawn in both cases. 

 

Figure 11: Same as Figure 10 but for the wind curl and divergence. 
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Figure 12: Power spectra of the monthly-averaged zonal (dashed lines) and meridional wind 

components (thick lines with stars) as well as wind speed (bold lines), spatially averaged over the 

northern Pacific (a) and Atlantic ocean (b), over the eastern equatorial Pacific (c) and over the 

Indian Ocean (d). Both northern Atlantic and Pacific are defined north of 50°N; the equatorial 

Pacific and Indian area are bounded as [5°S-5°N, 90-150°W] and [30°S-20°N, 40°E-100°E], 

respectively. 

 

Figure 13: Scalar wind trends for the blended winds (a) and for ERA-Interim (b). Trend values 

with significance lower than 80% are plotted with shaded colors. 

 

Figure 14: Trends of the zonal (a) and meridional (b) wind components of the blended product. 

Trend values with significance lower than 80% are plotted with shaded colors. 

 

Figure 15: (a) Zonally averaged significant wind speed trends for the blended winds (black line) 

and ERA-Interim (grey line). (b) Zonally averaged trends of the blended wind speed (solid line), as 

well as the blended zonal and meridional components (dashed and dotted lines respectively) as a 

function of latitude, for the 4 oceans (Pacific, Atlantic, Indian and Southern Ocean). In both cases, 

thin lines show the zonally averaged significant trends while bold lines represent the same signal 

running-averaged over a window of 7° in latitudes. 
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 Figure 15
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Table 1: Summary of scatterometer's mission characteristics and L2 wind product characteristics. 

    

Scatterometer Period Cycle Frequency Agency 

ERS-1 Aug 1991 – 
Mar 1992 

3 days C-band 
(5.3GHz, 5.7 
cm) 

ESA 

 Apr 1992 – 
Dec 1993 

35 days   

 Dec 1993 – 
Apr 1994 

3 days   

 Apr 1994 – 
Mar 1995 

168 days   

 Mar 1995 – 
May 1996 

35 days   

ERS-2 Apr 1995 – 
Jan 2001 

 

35 days 

 

C-band 
(5.3GHz, 5.7 
cm) 

ESA 

QuikSCAT Jul 1999 – 
Nov 2009 

4 days Ku-band 
(13.4GHz, 
2.2 cm) 

JPL 

ASCAT Oct 2006 – 
Present 

29 days C-band 
(5.3GHz, 5.7 
cm) 

EUMETSAT 
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Table 2: Statistical comparison results of collocated 6-hourly offshore NDBC, blended, and 
ERA-Interim 10m wind speed and direction. They are shown for the whole study period (1992 – 
2012) and for ERS-1 (March 1992 – June 1996), ERS-2 (March 1996 – January 2001), 
QuikSCAT (July 1999 – November 2009), and ASCAT (March 2007 – March 2012) operating 
periods. Bias is defined as the mean difference between buoy and blended winds (in this order). 

Std, bs, r
2

, and ρ
2

 indicate the standard deviation, regression symmetrical coefficient, scalar 
correlation coefficient, and vector correlation coefficient, respectively. The latter varies between 
-2 and +2. Statistics that rely on comparisons between NDBC and ERA-Interim are shown 
within brackets. 

 

 Wind Speed Wind Direction 

Period Bias (m/s) STD (m/s) bs r2  Bias (deg) STD 
(deg) 
ρ
2

 

 1992 – 2012 0.09 (0.52) 1.02 (1.50) 0.97 (0.94) 0.96 (0.92) -6 (-6) 19 (19) 1.90 (1.90) 
1992 - 1996 0.08 (0.39) 1.05 (1.43) 0.98 (0.96) 0.95 (0.92) -8 (-8) 19 (19) 1.90 (1.90) 
1996 - 2001 0.05 (0.45) 1.00 (1.40) 0.99 (0.95) 0.96 (0.92) -9 (-9) 19 (20) 1.90 (1.90) 
1999 - 2009 0.12 (0.43) 1.00 (1.60) 0.96 (0.86) 0.96 (0.91) -5 (-6) 18 (18) 1.90 (1.91) 
2007 - 2012 0.17 (0.41) 1.06 (1.66) 0.95 (0.86) 0.96 (0.91) -3 (-4) 18 (18) 1.89 (1.90) 
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Table 3:  Same as Table 2 but for nearshore NDBC wind data. 

 

 Wind Speed Wind Direction 

Period Bias (m/s) STD (m/s) bs r2  Bias (deg) STD (deg) ρ2 

 1992 – 2012  0.51 (1.30)  1.68 (2.51)  0.85 (0.77) 0.90 (0.84) -9 (-9)  27 (27)  1.67 (1.68) 
1992 - 1996  0.74 (1.31)  1.82 (2.49)  0.83 (0.76)  0.89 (0.83) -9 (-9) 27 (27)  1.66 (1.66) 
1996 - 2001  0.62 (1.25)  1.74 (2.47)  0.84 (0.76)  0.90 (0.84) -8 (-12)  27 (28)  1.69 (1.69) 
1999 - 2009  0.43 (1.32)  1.60 (2.52)  0.86 (0.77)  0.91 (0.84) -8 (-8)  27 (27)  1.68 (1.69) 

2007 - 2012  0.41 (1.30)  1.66 (2.56)  0.86 (0.77)  0.91 (0.84) -6 (-6)  27 (28)  1.66 (1.67) 
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Table 4:  Same as Table 2 but for tropical buoy data (TAO, PIRATA, RAMA). Statistics that rely 
on comparisons between buoy data and ERA-Interim are shown within brackets. 

 

 Wind Speed Wind Direction 

Period Bias (m/s) STD (m/s) bs r2  
Bias (deg) STD (deg) ρ2 

 1992 – 2012 0.19 (0.62) 0.87 (1.14) 0.98 (0.96) 0.92 (0.90) -1 (0) 15 (16) 1.75 (1.74) 
1992 - 1996 0.38 (0.79) 0.89 (1.13) 1.00 (0.94) 0.93 (0.93) -4 (-4) 14 (14) 1.79 (1.79) 
1996 - 2001 0.08 (0.69) 0.93 (1.27) 0.98 (0.94) 0.91 (0.89) 2 (3) 17 (17) 1.72 (1.71) 
1999 - 2009 0.12 (0.61) 0.86 (1.15) 0.97 (0.95) 0.92 (0.90) 0 (0) 16 (16) 1.73 (1.71) 

2007 - 2012 0.22 (0.53) 0.83 (1.06) 0.97 (0.97) 0.93 (0.91) -1 (-1) 14 (15) 1.77 (1.76) 

 




