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ABSTRACT

Previous work has shown that neural architectures are able
to perform optical music recognition (OMR) on mono-
phonic and homophonic music with high accuracy. How-
ever, piano and orchestral scores frequently exhibit poly-
phonic passages, which add a second dimension to the task.
Monophonic and homophonic music can be described as
homorhythmic, or having a single musical rthythm. Poly-
phonic music, on the other hand, can be seen as having
multiple rhythmic sequences, or voices, concurrently. We
first introduce a workflow for creating large-scale poly-
phonic datasets suitable for end-to-end recognition from
sheet music publicly available on the MuseScore forum.
We then propose two novel formulations for end-to-end
polyphonic OMR—one treating the problem as a type of
multi-task binary classification, and the other treating it
as multi-sequence detection. Building upon the encoder-
decoder architecture and an image encoder proposed in
past work on end-to-end OMR, we propose two novel de-
coder models—FlagDecoder and RNNDecoder—that cor-
respond to the two formulations. Finally, we compare the
empirical performance of these end-to-end approaches to
polyphonic OMR and observe a new state-of-the-art per-
formance with our multi-sequence detection decoder, RN-
NDecoder.

1. INTRODUCTION

As society continues to become more and more dependent
on digitization as a means of storing information such as
photos, addresses, and music, now is a perfect time to re-
fine the technology required to digitize sheet music. Orga-
nizing scanned music can be a tedious task to do manually.
For example, each image must be labeled with several at-
tributes, the most basic being the title, composer, arranger,
and page number. Assuming that all of these are input cor-
rectly, a user could then navigate through a large-scale col-
lection somewhat easily. However what if a user wanted to
filter the scores by attributes such as instrument, key signa-
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Figure 1. Examples of the MuseScore Polyphonic Dataset
(MSPD) and its hard subset (MSPD-Hard)—(top) an easy
excerpt in MSPD and (bottom) three excerpts that can be
found in both MSPD and MSPD-Hard.

ture, time signature, or tempo? What if a user had a score,
but wanted to transpose it to a different key? Manually do-
ing all of the annotation required for these demands when
uploading sheet music scans would be impractical, and this
is where optical music recognition (OMR) can shine.

Over the past few years, data driven approaches to opti-
cal music recognition have become attractive ways to solve
the problem. The improvement in the accuracy of systems
built using these tools is very exciting, however they are
far from perfect in challenging circumstances. One visual
challenge relatively unique to optical music recognition
is detecting multi-voice music, also known as polyphonic
music. Previous work has mentioned that their approaches
to OMR cannot sufficiently solve this problem to the same
extent as they have solved monophonic OMR [1,2].

In view of the lack of a large-scale polyphonic dataset
for end-to-end polyphonic OMR, we introduce a workflow
for acquiring annotated samples from sheet music publicly
available on the MuseScore forum [3]. As an initial at-
tempt to the challenges of polyphonic OMR, we only con-
sider single-staff scores. Our objective with this dataset is
to empirically evaluate the performance of three different
architectures on the task of end-to-end polyphonic OMR,
where the input is a staff line image and the output is a
symbolic sequence that can be encoded into common mu-
sic notation formats such as MusicXML. Voice informa-
tion is not included in this process.

We propose two novel neural architectures for end-to-
end OMR, namely FlagDecoder and RNNDecoder, which
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are both encoder-decoder models based on the architec-
ture proposed by Calvo-Zaragoza et al. for monophonic
scores [4], hereafter referred to as the baseline. One fea-
ture common to all three models is their mechanism for
encoding each image: a CNN followed by a bidirectional
LSTM. The architectures differ, however, in their decod-
ing mechanism. The baseline architecture uses a fully con-
nected layer as a symbol classifier on the encoded image.
Our proposed FlagDecoder treats polyphonic OMR as a
multi-task binary prediction problem, simultaneously de-
tecting whether each pitch and staff symbol is present or
not, along with the rhythm if the symbol is a note. Our
other proposed architecture, RNNDecoder, uses a vertical
RNN decoder over the symbols appearing at each verti-
cal image slice, giving the model the capacity to output
a predetermined number of symbol predictions at a single
horizontal position of an image.

In this paper, we first introduce the current state of poly-
phonic OMR research. Then we introduce our procedure
for building a large-scale dataset of exclusively polyphonic
music data. Finally we perform an empirical evaluation
of our proposed architectures introduced above, and find
that they both outperform past work in terms of symbol
error rate, with the RNNDecoder achieving a new state-
of-the-art performance on end-to-end polyphonic OMR.
All source code is available at ht tps: //github.com/
sachindae/polyphonic-omr.

2. BACKGROUND
2.1 Optical music recognition (OMR)

Previous work on polyphonic OMR has been limited. One
of the main approaches to it has been a two-step process
of first segmenting each musical symbol [5-9] and then
identifying the relationships between them through a post-
processing step [10]. The challenge with building a sys-
tem using this method is that errors add up from both
sub-systems. Particularly the latter task, more formally
known as forming a musical notation graph, can be quite
challenging, with the state-of-the-art being far from per-
fect [10]. Another approach to OMR has been to treat it
as an end-to-end task as proposed by [4, 11], where the
complete symbolic sequence corresponding to an image is
output by the system. Among the end-to-end approaches,
there have been a variety of training objectives used for the
task such as Connectionist Temporal Classification (CTC)
loss, cross-entropy loss, and Smooth-L1 loss [4, 11, 12].
While applied to monophonic and homophonic music [13]
successfully, there have not been any conclusions on the
framework’s capability of being extended to polyphonic
notation.

2.2 Datasets for OMR

Several datasets have been proposed for musical symbol
classification [14-19]. Others have been proposed for
training end-to-end OMR systems on single-stave hand-
written music scores [2] and typeset images for mono-
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Figure 2. Examples from the dataset where the staff line
is not cropped perfectly.
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Figure 3. Example of the label encoding adopted in this
paper.

phonic scores [11,20,21]. However, these datasets are ei-
ther small in size or contain only monophonic scores.

3. MUSESCORE POLYPHONIC DATASET

Given the size of datasets such as PrIMuS [20] that have
been used to show the effectiveness of an end-to-end ar-
chitecture on monophonic OMR, we decided to come up
with a dataset of similar size to do the same for polyphonic
OMR. Using 19,432 MuseScore files available to down-
load online [22], we were able to generate 124,671 varied-
width single-staff images of exclusively polyphonic music
along with their ground truth labels. To determine whether
a given sample is polyphonic or not, we check if the music
encoding defines multiple voices within a single measure.

To generate the dataset, we first used the MuseScore
software plugin API (separate from the MuseScore forum
mentioned above) to reduce the page height of the render-
ing to easily generate single staff line images. Then we
executed a script to remove credit text which covered up
some music symbols. After that, we used the MuseScore
plugin API to generate MusicXML and PNG files from the
MuseScore files. Lastly, we parsed the MusicXML to gen-
erate labels for each of the images, and removed sparse
(music with only rests) and non-polyphonic data from the
dataset.

The difficulty of the samples has quite a large range,
from simple excerpts with two-note chords to dense no-
tation as shown in Figure 1. Also, many samples are not
perfectly cropped resulting in an additional implicit task of
extracting the staff line from noisy environments. We ar-
gue however that this creates a more realistic environment
as OMR systems should be able to handle these kinds of
interferences shown in Figure 2.

For our experiments with this dataset, we used a
70/15/15 split for training, validation, and test respectively.
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MSPD

MSPD-Hard

Min

Mean Max Min

Mean Max

Length (symbols)

Length (measures)

Density (symbols/measures)
Polyphony (voices)

o W = W

70.59 819 41 792 679
415 55 1 2.11 8
20.3 165 41 52.8 165
205 4 2 242 4

Table 1. Statistics of the MuseScore Polyphonic Dataset (MSPD) and its hard subset (MSPD-Hard).

3.1 Data annotation

Due to our primary focus being polyphony, we chose to
use a minimal symbol set sufficient to represent pitch and
rhythm accurately, apart from tuplets. More specifically,
we do not care about symbols such as dynamics, ties, tu-
plets, staccatos, accents, and other staff text. Instead, the
only musical symbols we chose to label are clefs, key
signatures, time signatures, barlines, and the notes them-
selves (pitch and rhythm). Inspired by the labeling scheme
used to train models for end-to-end monophonic and ho-
mophonic OMR [4, 13], we approached the task of poly-
phonic OMR in the same way, with the “Advance position”
encoding proposed by Alfaro et al. for representing homo-
phonic music as a one-dimensional sequence reading from
left to right. This encoding adds a ‘+” symbol between each
sequential occurrence of notes and symbols, and orders the
individual notes of a chord from bottom to top, as seen in
Figure 3. Throughout the rest of this paper, we will refer
to the non-note music symbols described above (clefs, key
signatures, time signatures, and barlines) as staff symbols.

3.2 MSPD-Hard

While we are interested in the performance on the average
polyphonic images, we also want to have a means to push
an OMR system to its limit so we can better determine an
upper bound on the capabilities. To do this, we created
a subset of the test set of all the samples with a density
(defined by number of symbols per measure) of at least 41,
resulting in 900 samples, which we will refer to as MSPD-
Hard. The bottom three images in Figure 1 are samples
from the hard subset.

The statistic that sticks out the most when comparing
the two (see Table 1) is of course the density. While it may
seem strange that the mean symbol length of the hard test
set is similar to the full test set, we observed that this is
because the more dense samples tend to contain measures
that are filled with symbols, thus fewer measures can fit per
image on average. Lastly, the hard subset samples tend to
have a higher level of polyphony, measured by number of
voices defined by the MusicXML files, as expected.

4. ARCHITECTURAL COMPARISON FOR
POLYPHONIC OPTICAL MUSIC RECOGNITION

As we mentioned in Section 2, several training objectives
have been used for end-to-end OMR. Due to many recent
works showing the effectiveness of CTC [23] for OMR [2,

4,13], we chose to train all of the considered architectures
using the same objective. The equation below shows the
objective that CTC aims to maximize, where y represents
the target sequence, z the alignment, x the sequence of
vertical image slices (i.e. fixed-width slices of a staff line
as shown in Figure 4), and 6 the model parameters.

m;ixP(y|m;9) :mngZP(y,zM;G). (1)

4.1 Architecture overview

At a high level, all of the architectures we compared share
the same structure. The two components are an encoder
and a decoder. The function of the encoder is firstly to ex-
tract features about the image while creating vertical slices
through pooling, and secondly to give global context of the
image encoding to each local image slice. The goal of the
decoder is to use the representations created by the encoder
and predict the symbols that are present in each of the ver-
tical image slices. Finally, we use CTC to marginalize over
the alignment of these slices for training. Due to the effec-
tiveness of this end-to-end architecture on monophonic and
homophonic music [4, 13], we chose to keep the encoder
fixed and instead look to different decoding strategies that
could be better suited for dense polyphonic music.

4.2 Encoder details

The encoder we use is the one described by Calvo-
Zaragoza et al, with 2x less width pooling [21]. First,
the image is fed through a deep convolutional neural net-
work (CNN) to extract relevant learned features. These
two-dimensional feature representations of each vertical
image slice are then flattened to a vector to create a se-
quential representation suitable for a recurrent neural net-
work (RNN). The purpose of the RNN in this context
is to give some awareness of the surrounding representa-
tions to each image slice’s encoding, which is essential to
help identify symbols that may span multiple image slices.
We chose to use a bidirectional Long Short-Term Memory
(LSTM) [24, 25] for its effectiveness in end-to-end OMR
as empirically shown by Baro et al. [2]. A visualization of
the encoder components can be seen in Figure 4.

4.3 Baseline decoder

The baseline architecture we evaluated includes the en-
coder mentioned above, followed by a simple decoder con-
sisting of two parallel fully connected layers to classify the
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Figure 4. Illustration of the image encoder used in this paper.

pitch and rhythm of the symbol appearing in each verti-
cal image slice. By design, this decoder is only capable of
outputting a single symbol prediction at each image slice,
a characteristic not ideal for polyphonic music.

4.4 FlagDecoder

To incorporate the multi-dimensional nature of polyphonic
music while being trained on a one-dimensional sequence,
we propose the BinaryVector. We observed that there are
a fixed number of positions on a staff line that a note can
appear on, indicating its pitch when combined with knowl-
edge of the clef, key signature, and any accidentals. Based
on this, one possible decoding for a vertical image slice
could be an n-dimensional (where n is the sum of the num-
ber of note positions and the number of staff symbols) vec-
tor where the value of each dimension indicates whether or
not the corresponding pitch or staff symbol appears in the
image slice. This can be achieved using the sigmoid acti-
vation function. For inference, we apply a threshold of 0.5
to determine if a symbol is present or not.

Since we also need rhythm and accidental information
for OMR, we modify this BinaryVector approach so that
each note position on the staff has a corresponding rhythm
and accidental classifier as opposed to a binary classifier
that is only applicable for staff symbols. Visualizing this in
Figure 35, there is a binary vector for the staff symbols, and
a matrix for the notes, together resembling a flag hence the
name FlagDecoder. To handle the case when two voices
are playing the same note, we include two rows in the note
matrix for each note position on the staff.

The FlagDecoder first uses two parallel fully connected
(FC) layers for the note positions and staff symbols to re-
duce the dimensionality. Then the note latent representa-
tion goes through two separate FC layers (for rhythms and
accidentals) to produce the note matrix, and the staff sym-
bol latent representation is connected to another FC layer
to produce the BinaryVector.

4.5 RNNDecoder

An alternative approach to those mentioned above, which
maintain a single dimensional sequence, is to embrace the
fact that polyphonic music is inherently multi-dimensional.
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Based on the near perfect results that have been shown in
previous published work on monophonic OMR with the
baseline decoder, we took a new approach to the challenge
of polyphony that breaks up the task into several simpler
versions. Rather than representing polyphonic music as
a one-dimensional sequence, we propose RNNDecoder, a
recurrent decoder that is run across each image slice verti-
cally, allowing for multiple outputs at a single image slice.
This can ideally handle polyphony better than the baseline
decoder, and can be trained trivially using the perspective
that there are multiple one-dimensional sequences occur-
ring from bottom to top in each image. To allow for align-
ment at inference time, we add a “noNote” symbol to the
labels, as shown in Figure 6.

As we mentioned above, the RNNDecoder can gener-
ate a fixed number m of outputs per image slice. Since
the largest number of notes and staff symbols we observed
present in a single horizontal position of an image was 10,
we chose to have m = 10 for our experiments. The key
difference between the RNNDecoder and the baseline is
that a hidden state is included while generating each out-
put prediction, and is concatenated to the current image
slice encoding before going through the classifier. More
specifically, at each image slice as each output is gener-
ated, this hidden state is updated like the hidden state of
an RNN as in Figure 5, and fed through the same classifier
along with the image slice encoding 10 times. As shown
in Figure 6, this new decoder can be trained without using
the “Advance position” label encoding.

4.6 Objective functions

As we mentioned in Section 4, CTC aims to maximize the
likelihood of a target symbolic sequence. For the baseline
decoder, we use two target sequences — one for rhythm and
one for pitch — and jointly minimize those two CTC losses.
On the other hand for the FlagDecoder, we just use a sin-
gle target sequence where each "symbol" is a unique flag
configuration (see Figure 6), meaning it represents a com-
bination of notes and staff symbols as opposed to just a
single word from a symbol vocabulary. Lastly for the RN-
NDecoder, we use the same two target sequences used in
the baseline, but we use 10 of them, thus optimizing the
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Figure 5. Illustrations of the three decoder architectures examined in this paper.

arithmetic mean of the CTC losses over the m sequences.
The loss functions are shown below in Equation (2):

AC:Ba,seline = ‘CPitch + £Rhythm )

LFlagDccoder = »CFlag ’

2

1 m
ERNNDecoder = E E (EPitc}L + ['Rhythm) )
i

where Lpitch, LRrhythm and Lpyqq are the corresponding
CTC losses.

5. EXPERIMENTS
5.1 Implementation details

All models were trained using stochastic gradient descent
with the Adam optimization algorithm [26]. We used a
learning rate of 10~* and a batch size of 16. Additionally,
each image goes through a short preprocessing stage where
they are inverted so that black pixels take on the highest
value while white pixels are 0, and subsequently resized to
a fixed height of 128 pixels.

5.2 Experiment setup

For evaluation, we follow recent literature [2] and use Pitch
and Rhythm Symbol Error Rate (SER) as our evaluation
metric of choice. This metric measures the edit distance
at a symbol level between a predicted sequence and the
ground truth sequence. More precisely, it can be written as
the sum of insertions (), deletions (D), and substitutions
(S) normalized by the ground truth sequence length (IV),
ie,SER= (I+ D+ S)/N.

In addition to staying consistent with previous litera-
ture, we also chose to evaluate Pitch and Rhythm SER
separately to be able to compare the difficulties of the
two tasks and gain insight on where improvements can be
made. The two sets of data we used for evaluation are the
full test set containing 18,700 images, and the hard test set
containing 900 images, both of which were discussed in
depth in Section 3.
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Figure 6. Examples of the different symbolic sequence
representations used to optimize the decoders—(top) Base-
lineDecoder using “Advance position” encoding, (middle)
FlagDecoder and (bottom) RNNDecoder, where number of
outputs is 10.

5.3 Experiment results

We first compare the three different decoders using the full
test set. An interesting result is that the Pitch SER is higher
than the Rhythm SER across the board for all of the mod-
els. For the baseline and RNNDecoder, we believe this is
due to the fact that pitch is affected by clef, thus when a clef
prediction is off, or in particularly wide images, the correct
clef may not be represented in an image slice encoding, re-
sulting in incorrect decoding. Additionally when there are
multiple neighboring notes together, identifying the correct
pitches naturally seems more challenging than identifying
the correct rhythms due to requiring more fine grained fea-
tures to discern the exact pitches. We believe using an ag-
nostic representation of pitch as described in [20] could
potentially result in better pitch performance.

171



Proceedings of the 22nd ISMIR Conference, Online, November 7-12, 2021

MSPD MSPD-Hard
Decoder model Rhythm SER (%) Pitch SER (%) Rhythm SER (%) Pitch SER (%)
Baseline 7.39 10.28 14.11 18.83
FlagDecoder 6.67 9.82 9.86 17.98
RNNDecoder 3.92 5.64 5.82 8.57

Table 2. Performance of the three decoders on MuseScore Polyphonic Dataset (MSPD) and its hard subset (MSPD-Hard).

Ground Truth

Baseline

FlagDecoder

RNNDecoder

il

Figure 7. Comparison of the three decoders on an example
with dense chords. Red blocks indicate the errors.

While our FlagDecoder only slightly outperforms the
baseline on the full test set, the RNNDecoder appears to
perform twice as well as the baseline on the full test set,
achieving a new state-of-the-art performance. Further eval-
uating the performances of the new decoding methods on
the hard test set (MSPD-Hard) highlights our decoders’
strengths over the baseline decoder. With the baseline, the
error rate nearly doubles, whereas with the proposed de-
coding strategies, the error rate increases by a smaller fac-
tor when dealing with difficult data, with the Pitch SER of
the FlagDecoder being the exception.

5.4 Error analysis

We also examine some qualitative results on examples
from MSPD-Hard to examine the upper bound perfor-
mance of the decoders. From Figure 7 we see that in the
first measure which contains several huge chords nearby,
the baseline is neither able to separate them by outputting
a ‘+’ symbol nor output the correct number of notes. The
FlagDecoder handles the first two chords well, but is likely
thrown off by the sharps in the third chord. The RNNDe-
coder performs the best in the first measure, just missing a
single note and accidental in the last chord, and deals with
the polyphony in following measure perfectly. Figure 8 is
challenging due to its high level of polyphony, which the
baseline decoder clearly struggles with. In this example,
both the FlagDecoder and RNNDecoder perform similarly,
however the FlagDecoder actually handles the first chord
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Ground Truth
Baseline
FlagDecoder
RNNDecoder | - Bt boaad
¢ r 1 7

Figure 8. Comparison of the decoders on an example with
four levels of polyphony. Red blocks indicate the errors.

with 4 voices correctly rhythmically whereas the RNNDe-
coder makes a minor mistake.

6. CONCLUSION

In this work, we first introduced a workflow for generating
datasets from MuseScore files which will be beneficial for
the research community given the massive amount of sheet
music publicly available on the MuseScore forum. We then
used this to create a large-scale dataset suitable for end-to-
end polyphonic optical music recognition (OMR), and pro-
posed two novel decoding strategies for the task, namely
FlagDecoder and RNNDecoder. Further we performed an
empirical comparison of the performance of these methods
on polyphonic OMR, and observed a new state-of-the-art
performance with the RNNDecoder.

One of the main limitations of this work is generaliz-
ability, a problem that many supervised machine learning
systems struggle with. While our system can perform ex-
tremely well on images generated from the MuseScore en-
graver, it is not able to do well out of the box on music gen-
erated by other engravers. We are also aware that there are
many viable implementations of the new decoding meth-
ods we proposed that could potentially give better perfor-
mance, and hope to evaluate them in the future when we
have the required computing resources. In addition, adapt-
ing these methods to multi-staff music will allow more ver-
satility in usage. Lastly, we hope to address the challenge
of generalizability in the future as it is currently one of the
major barriers preventing neural network-based OMR sys-
tems from being deployed widely.



Proceedings of the 22nd ISMIR Conference, Online, November 7-12, 2021

7. REFERENCES

[1] J. Calvo-Zaragoza, J. Hajic jr., and A. Pacha, “Under-
standing optical music recognition,” ACM Computing
Surveys (CSUR), vol. 53, no. 4, pp. 1-35, 2020.

[2] A. Bar6, P. Riba, J. Calvo-Zaragoza, and A. Fornés,
“From optical music recognition to handwritten music
recognition: A baseline,” Pattern Recognition Letters,
vol. 123, pp. 1-8, 2019.

[3] “Musescore forum.” Available:

//musescore.com

[Online]. https:

[4] J. Calvo-Zaragoza, J. J. Valero-Mas, and A. Pertusa,
“End-to-end optical music recognition using neural
networks,” in Proceedings of the 18th International So-
ciety for Music Information Retrieval Conference (IS-
MIR), 2017.

[5] A. Pacha, K.-Y. Choi, B. Coiiasnon, Y. Ricquebourg,
R. Zanibbi, and H. Eidenberger, “Handwritten music
object detection: Open issues and baseline results,” in
2018 13th IAPR International Workshop on Document
Analysis Systems (DAS), 2018.

[6] L. Tuggener, 1. Elezi, J. Schmidhuber, and T. Stadel-
mann, “Deep watershed detector for music object
recognition,” arXiv preprint arXiv:1805.10548, 2018.

[7] J. Hajic jr., M. Dorfer, G. Widmer, and P. Pecina, “To-
wards full-pipeline handwritten omr with musical sym-
bol detection by u-nets.” in Proceedings of the 19th
International Society for Music Information Retrieval
Conference (ISMIR), 2018.

[8] A. Pacha, J. Hajic jr., and J. Calvo-Zaragoza, “A base-
line for general music object detection with deep learn-
ing,” Applied Sciences, vol. 8, no. 9, p. 1488, 2018.

[9] Z. Huang, X. Jia, and Y. Guo, “State-of-the-art model
for music object recognition with deep learning,” Ap-
plied Sciences, vol. 9, no. 13, p. 2645, 2019.

[10] A. Pacha, J. Calvo-Zaragoza, and J. Hajic jr., “Learn-
ing notation graph construction for full-pipeline optical
music recognition.” in Proceedings of the 20th Interna-
tional Society for Music Information Retrieval Confer-
ence (ISMIR), 2019.

[11] E. van der Wel and K. Ullrich, “Optical music recog-
nition with convolutional sequence-to-sequence mod-
els,” in Proceedings of the 18th International Society
for Music Information Retrieval Conference (ISMIR),
2017.

[12] A. Baré, C. Badal, and A. Fornés, “Handwritten
historical music recognition by sequence-to-sequence
with attention mechanism,” in 2020 17th International

Conference on Frontiers in Handwriting Recognition
(ICFHR), 2020, pp. 205-210.

[13] M. Alfaro-Contreras, J. Calvo-Zaragoza, and J. M.
Ifiesta, “Approaching end-to-end optical music recog-
nition for homophonic scores,” in Iberian Conference
on Pattern Recognition and Image Analysis, 2019, pp.
147-158.

[14] A. F. Desaedeleer, “Reading sheet music,” Master’s
thesis, University of London, 2006.

[15] A.Fornés, J. Lladds, and G. Sanchez, “Old handwritten
musical symbol classification by a dynamic time warp-
ing based method,” in Graphics Recognition. Recent

Advances and New Opportunities: 7th International
Workshop (GREC), 2008.

[16] A. Rebelo, G. Capela, and J. S. Cardoso, “Opti-
cal recognition of music symbols: A comparative
study,” International Journal on Document Analysis
and Recognition (I/JDAR), vol. 13, no. 1, 2010.

[17] J. Calvo-Zaragoza and J. Oncina, “Recognition of pen-
based music notation: The homus dataset,” in Proceed-
ings of the 22nd International Conference on Pattern
Recognition (ICPR), 2014.

[18] A. Pacha and H. Eidenberger, “Towards a universal
music symbol classifier,” in /4th International Confer-
ence on Document Analysis and Recognition (ICDAR),
2017, pp. 35-36.

[19] J. Haji¢ jr. and P. Pecina, “The MUSCIMA++ dataset
for handwritten optical music recognition,” in 2017
14th IAPR International Conference on Document
Analysis and Recognition (ICDAR), 2017.

[20] J. Calvo-Zaragoza and D. Rizo, “End-to-end neural
optical music recognition of monophonic scores,” Ap-
plied Sciences, vol. 8, no. 4, 2018.

[21] ——, “Camera-PrIMuS: Neural end-to-end optical
music recognition on realistic monophonic scores,” in
Proceedings of the 19th International Society for Mu-
sic Information Retrieval Conference (ISMIR), 2018.

[22] “Musescore dataset.” [Online]. Available:
//github.com/Xmader/musescore-dataset

https:

[23] A. Graves, S. Fernandez, F. Gomez, and J. Schmidhu-
ber, “Connectionist temporal classification: labelling
unsegmented sequence data with recurrent neural net-
works,” in Proceedings of the 23rd International Con-
ference on Machine Learning (ICML), 2006, pp. 369—
376.

[24] S. Hochreiter and J. Schmidhuber, “Long short-term
memory,” Neural computation, vol. 9, no. 8, pp. 1735-
1780, 1997.

[25] M. Schuster and K. Paliwal, “Bidirectional recurrent
neural networks,” IEEE Transactions on Signal Pro-
cessing, vol. 45, no. 11, pp. 2673-2681, 1997.

[26] D.P. Kingma and J. Ba, “Adam: A method for stochas-
tic optimization,” arXiv preprint arXiv:1412.6980,
2014.

173



