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ABSTRACT

This paper explores an application that would enable a
group of musicians in quarantine to produce a performance
of a chamber work by recording each part in isolation in a
completely unsynchronized manner, and then generating a
synchronized performance by aligning, time scale modify-
ing, and mixing the individual part recordings. We focus
on the main technical challenge of aligning the individ-
ual part recordings against a reference “full mix” record-
ing containing a performance of the work. We propose
an iterative subtractive alignment approach, in which each
part recording is aligned against the full mix recording and
then subtracted from it. We also explore different feature
representations and cost metrics to handle the asymmet-
rical nature of the part–full mix comparison. We evalu-
ate our proposed approach on two different datasets: one
that is a modification of the URMP dataset that presents
an idealized setting, and another that contains a small set
of piano trio data collected from musicians during the pan-
demic specifically for this study. Compared to a standard
pairwise alignment approach, we find that the proposed ap-
proach has strong performance on the URMP dataset and
mixed success on the more realistic piano trio data.

1. INTRODUCTION

This paper explores an application that would enable a
group of musicians in quarantine to produce a performance
of a piece of chamber music through asynchronous musical
collaboration. Asynchronous musical collaboration is usu-
ally done with musicians performing their parts synchro-
nized to a reference “click” track. This paradigm works
well for many genres of music where the tempo is rela-
tively constant (e.g. pop music) or the musicians are ex-
pected to follow a conductor (e.g. choral music). However,
this paradigm does not work well with genres of music
where musicians are constantly adapting to and influenc-
ing one another. As a representative example of the latter,
we focus in this paper on the genre of piano trio music,
which is ill-suited to a click track paradigm for several
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reasons: the tempo is constantly changing and may vary
widely across a single movement, the main melodic line
is carried by different instruments at different times and
may be shared by two or more instruments, parts may con-
tain extended periods of silence, and each instrument is
given considerable latitude for individual musical expres-
sion. Our goal is to allow each musician the freedom to
perform their part as they wish, while still allowing for
asynchronous musical collaboration.

Our approach to this problem is to allow the recording
of individual parts to be unsynchronized, and to use MIR
tools to achieve synchronization post-recording. Figure 1
shows a high-level overview of this paradigm for a piano
trio. The primary inputs to the system are three recordings:
a recording of the piano part only, a recording of the cello
part only, and a recording of the violin part only. These will
be referred to as “part” recordings, since they only contain
the performance of a single part. The first step (bottom-
most block) is to determine the alignment between the part
recordings. Because the part recordings are not directly
comparable to one another (i.e. they may be playing differ-
ent notes), we can provide a reference “full mix” recording
(e.g. by finding a YouTube video of the piece) that con-
tains all parts played in synchrony, and then use the full
mix as additional information to assist our estimate of the
joint alignment among the three part recordings. Once we
have estimated the alignment among the part recordings,
we can then use time scale modification (TSM) to adjust
the tempos in each part to produce time scale modified,
synchronized part recordings. 1 These synchronized part
recordings can be mixed together to produce the final per-
formance. TSM is a well-studied problem [1], and there
are effective approaches based on phase vocoding and var-
ious overlap-add methods (e.g. [2–4]). The main techni-
cal challenge in Figure 1, therefore, is the joint alignment
problem among the part recordings and the full mix. We
will focus on this technical problem in the remainder of
this paper.

Alignment tasks have long been a topic of interest to
the MIR community due to their applications in score fol-
lowing, retrieval, and synchronization of various forms of
music data. An exhaustive survey of alignment research is
beyond the scope of this paper, but here we simply point

1 Note that the reference recording is only used to assist in the joint
alignment estimation problem. Once we have estimated the joint align-
ment, we can time scale modify the part recordings however we wish
(e.g. modifying two part recordings to match the third part recording).
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Figure 1. Overview of asynchronous musical collabora-
tion with unsynchronized part recordings. Each musician
records their part in isolation in a completely unsynchro-
nized manner, and the part recordings are modified and
mixed to produce a synchronized performance.

out current trends in the MIR alignment literature in order
to situate our current work in proper context. Recent works
on alignment tasks in the MIR literature tend to fall into
one of three groups. The first group focuses on alignment
across different modalities of music data. The main chal-
lenge here is to find a feature representation that enables a
direct comparison of similarity between different modali-
ties. Some recent examples of this include aligning lyrics
and audio [5, 6], aligning sheet music images and audio
[7–9], and aligning sheet music images and MIDI [10,11].
The second group focuses on performing alignment under
a different set of assumptions or conditions than traditional
dynamic time warping (DTW). Some examples include
handling discontinuities due to jumps or repeats [12–14],
handling completely unconstrained jumps such as might be
observed in a practice session [15, 16], or aligning two au-
dio mixtures containing a non-disjoint subset of parts from
a common piece of ensemble music [17]. The third group
focuses on issues of scalability and efficiency of align-
ment techniques. DTW has quadratic cost in memory and
computation, which limits its utility in dealing with long
sequences. Previous works have proposed alignment ap-
proaches that operate at multiple scales [18,19], and recent
works explore ways to reduce the memory cost [20, 21] or
total runtime through parallelization [22].

The alignment problem shown in Figure 1 falls into the
second group above — it frames the alignment problem
with a different set of assumptions and context. There
are at least three significant differences between our pro-
posed scenario and a typical audio–audio alignment sce-
nario. First, we are aligning each part recording against a
full mix containing all three parts, so the alignment must
be estimated in the presence of other significant sound
sources. If we assume that each part has equal volume and
interpret the other parts as highly correlated additive noise,
we are effectively estimating an alignment in the regime
of 10 log10

1
2 = −3 dB SNR. In a typical audio–audio

alignment scenario, we might align two full mix record-
ings of the same piece, which corresponds to a high SNR

regime. 2 Second, we are estimating the alignment be-
tween a set of part recordings and a full mix recording,
rather than considering a single isolated pairwise align-
ment. Because we know that the full mix is a mixture of
all three parts, the knowledge of one part–full mix align-
ment is relevant to our estimate of the other alignments.
Third, the part recordings may be sparse — they may con-
tain extended periods of silence where the instrument is not
playing. In typical audio–audio alignment scenarios, both
recordings are usually assumed to be “dense” recordings
that contain musical information at all times. Because of
the characteristics above, we will refer to the problem in
Figure 1 as the part–full mix joint alignment problem.

Our approach to the part–full mix joint alignment prob-
lem has two distinct characteristics. First, we adopt an it-
erative subtractive approach, in which we align each part
recording to the full mix, time scale modify the part record-
ing to match the full mix, and then subtract the part record-
ing from the full mix. Second, we explore different cost
metrics that have the desired asymmetric behavior: we do
not want to penalize the full mix for having spectral peaks
that are not present in the part recording (since these peaks
may come from the other parts), but we do want to reward
the part recording for “explaining” spectral peaks that are
observed in the full mix.

This paper has two main contributions. First, we pro-
pose and motivate a part–full mix joint alignment prob-
lem that would allow musicians to produce chamber music
performances without any synchronization or communica-
tion, and we present two different datasets to enable its sys-
tematic study. One dataset is a modification of the URMP
dataset [23], which contains ensemble works of various in-
strumentation. The other dataset is a small set of real world
data that serves as a case study for our application of in-
terest. It was collected during the pandemic specifically
for this study and contains multiple performances of a sin-
gle piano trio work. Second, we propose an iterative sub-
tractive alignment approach, in which each individual part
recording is aligned against a reference full mix recording
and then subtracted from it. We explore several different
cost metrics to account for the asymmetrical nature of the
part–full mix comparison. We find that the proposed ap-
proach has strong performance on the URMP benchmark
and mixed success on the more realistic piano trio data.
We present experimental results on both datasets to pro-
vide more insight into the performance of our proposed
approach. 3

2. SYSTEM DESCRIPTION

Figure 2 shows an overview of our proposed iterative sub-
tractive alignment approach. There are two key steps
which are repeated multiple times: aligning a single part
to the full mix and subtracting the part from the full mix.

2 In this case, the primary distortion (apart from the time warping)
comes from differences in the instrument, the performer’s interpreta-
tion & articulation, and recording conditions. These distortions are also
present in our scenario.

3 Code and data can be found at https://github.com/
HMC-MIR/PianoTrioAlignment
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Figure 2. Overview of the subtractive alignment approach
to solve the part–full mix joint alignment problem.

These two steps will be described in the next two subsec-
tions.

2.1 Aligning a Single Part

The first key step is to align a single part to the full mix. If
we were aligning two full mix recordings, we could sim-
ply use standard chroma features combined with a cosine
distance metric. In our case, however, the full mix con-
tains a mixture of parts, only one of which matches the
part recording. In computing a pairwise cost C[i, j] be-
tween part frame i and full mix frame j, we do not want to
penalize the full mix for containing energy at frequencies
not found in frame i of the part recording. This motivates
the need for a different feature representation and cost met-
ric. We explore two different methods to account for this
asymmetry.

The first method is based on a constant Q transform
(CQT). We first compute a CQT on the full mix and part
recording using 12 bins per octave between C1 to C10. Let
xi ∈ R109 be the CQT values for the ith frame in the part
recording and let yj ∈ R109 be the CQT values for the
jth frame in the full mix. We compute the pairwise cost
between xi and yj as

C[i, j] = −sum(min(xi, yj))/sum(xi)

where the min operator computes the elementwise mini-
mum between two vectors and the sum operator sums the
elements in a vector to produce a single scalar. The numer-
ator term sum(min(xi, yj)) is a single scalar that indi-
cates how much of the CQT energy in yj is “explained” by
xi. The denominator term sum(xi) normalizes this value
by the total amount of energy in xi. 4 Therefore, this cost
metric rewards xi for explaining the spectral peaks in yj ,
but does not penalize yj for having more energy than xi
in a frequency bin. This exhibits the type of asymmetrical
behavior we desire in our scenario. Note that C[i, j] will
always be in the range [−1, 0], where−1 indicates a strong
agreement between xi and yj .

The second method is based on a binarized constant Q
transform (BCQT). We binarize the part CQT and the full
mix CQT by applying a hard threshold γk to the kth CQT
frequency bin. The threshold γk is determined by consider-
ing 6 bins above and below the kth frequency bin, treating

4 We do not square the elements in order to avoid too heavily penaliz-
ing large differences.

the resulting 13×N matrix as a grayscale image (whereN
is the number of frames in the CQT), and applying the tri-
angle binarization algorithm to determine a threshold [24].
Let xi ∈ {0, 1}109 be the BCQT values for the ith frame
in the part recording and let yj ∈ {0, 1}109 be the BCQT
values for the jth frame in the full mix. We compute the
pairwise cost between xi and yj as the negative normalized
inner product C[i, j] = −xTi yj/sum(xi) where the sum
operator sums the elements of a vector to produce a scalar.
Again, C[i, j] will be in the range [−1, 0], where −1 indi-
cates a strong agreement between xi and yj . Note that the
first method weights the importance of each frequency bin
according to the amount of energy in it, whereas the bina-
rized approach gives all frequency bins equal importance.

Once we compute the pairwise cost matrix, we use
DTW to estimate the alignment between the part record-
ing and the full mix. Because some parts may not be active
at the beginning of the piece, we use subsequence DTW
to estimate the alignment. Subsequence DTW is a vari-
ant of DTW that finds the best alignment between a short
query sequence and any subsequence in a longer reference
sequence. This allows the alignment path to begin and end
anywhere in the full mix, rather than assuming that the full
mix and part recording both begin and end at the same
time. We allow for (part, full mix) transitions of (1, 1),
(1, 2), and (2, 1) with multiplicative transition weights of
1, 1, and 2, respectively.

At the end of the first key step, we have an estimated
alignment between a single part and the full mix record-
ing. This estimated alignment is passed to the subtraction
block, which we describe in the next subsection.

2.2 Subtracting a Single Part

The second key step is to subtract the part recording from
the full mix. This is done on the CQT representation
through spectral subtraction. This process consists of four
substeps, which are described in the next four paragraphs.

The first sub-step is to time warp the part recording to
match the timing of the full mix. This can be done very
easily by using the estimated alignment between the part
recording and full mix. For example, if frame yk ∈ R109 in
the full mix CQT is aligned to frame xi ∈ R109 in the part
CQT, then frame x̃k in the time-warped part CQT will be
x̃k = xi. When there are (1, 2) transitions in the estimated
alignment, we can estimate “missing” frames through in-
terpolation. In order to handle frames that fall outside the
estimated alignment (e.g. the part recording begins match-
ing the full mix 20 seconds into the performance), we sim-
ply pad additional frames with zeros at the beginning and
end as needed. At the end of this first substep, we have a
time-warped part CQT X̃ which has the same dimensions
as the full mix CQT Y .

At this point, we could simply subtract the time-warped
part CQT from the full mix CQT. However, this does not
account for volume differences between the two record-
ings. For example, a violin part recording containing a
single solo violin player may be much louder than the vio-
lin signal in the full mix recording. These differences may
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be global differences due to microphone recording levels
or local differences due to musical interpretation (e.g. the
recording levels are the same, but one violinist prefers to
play a particular section more softly than the other violin-
ist). In order to account for these volume differences, we
break the part recording into segments and estimate a vol-
ume gain factor for each segment.

The second substep, then, is to break the part recording
into segments. We do this by performing silence detection
on the part recording, and then consider contiguous regions
of silence or non-silence as segments. Because the part
recording only contains a single instrument, the silence
detection is relatively straightforward, and we use a sim-
ple energy-based approach. We first compute the amount
of energy in windows of length 0.75 seconds across the
entire recording. We then model the distribution of log
energy (within a single window) with a Gaussian mixture
model with 3 mixtures. We interpret the Gaussian with
the smallest mean as a model for silence in the record-
ing. We compute the probability that a frame is silence
P (silence|log energy) using Bayes’ rule and threshold at
0.5. We find this energy-based silence detection approach
to be sufficiently robust for our application. Because the
piano part is playing throughout the entire piece, we use
a very simple scheme for segmenting the piano recording:
we simply break it up into non-overlapping 5 second seg-
ments.

The third substep is to estimate a volume gain factor
for each (time-warped) segment. We estimate the optimal
volume gain factor α∗ in the following manner. Let X̃s ∈
R109×L be the CQT representation of a single time-warped
segment of length L frames, and let Ys ∈ R109×L be the
CQT representation for the corresponding section of the
full mix. We calculate the optimal gain factor α∗ as

α∗ = argmax
α

sum(min(X̃sα, Ys)−max(X̃sα−Ys, 0))

where the min and max operators are performed elemen-
twise between two matrices and the sum operator sums
all elements in a matrix to produce a single scalar. The
min(X̃sα, Yseg) term indicates how much of the CQT en-
ergy in the full mix segment is explained by the volume-
scaled & time-warped part recording. The max(X̃sα −
Yseg, 0) term is a penalty for overestimating the energy in
the full mix CQT. To approximately solve this optimiza-
tion problem, we simply consider a range of values for α
between 0.1 and 100 and use the value that maximizes the
objective function. After this third substep, we have a vol-
ume gain factor α∗ for every segment in the part recording.

The fourth substep is to perform the spectral subtrac-
tion. For each segment, we subtract the volume-scaled &
time-warped part CQT from the full mix CQT as

Ys,mod = max(Ys − X̃sα
∗, 0)

where the max operator is performed elementwise. The
max operator ensures that the modified full mix CQT re-
mains a non-negative matrix. The output of the subtraction
block in Figure 2 is the modified full mix CQT with the
part recording subtracted out.

Recording Type
# Recordings Duration
Train Test Train Test

Piano only 2 2 21.8m 22.4m
Violin only 2 2 17.5m 18.9m
Cello only 2 2 19.0m 18.9m
Full mix (YouTube) 2 2 19.1m 21.2m
Total 8 8 77.3m 81.3m

Table 1. Summary of the Mendelssohn piano trio data col-
lected from musicians in quarantine. All possible combi-
nations of the recordings are considered, resulting in 16
training episodes and 16 test episodes.

2.3 Aligning Multiple Parts

Once the first part has been aligned and subtracted out from
the full mix CQT, we repeat the entire process with the next
part recording. At each iteration of this process, we always
use the most updated version of the full mix CQT with pre-
vious parts subtracted out. The final output of the system
is an estimated alignment between each part recording and
the full mix recording.

3. EXPERIMENTAL SETUP

Doing a rigorous empirical study of our proposed applica-
tion of interest presents several significant challenges. As
with constructing any alignment dataset, annotating beat
timestamps is a very time-consuming task. But even be-
yond that, simply collecting suitable audio data for our ap-
plication is an even more significant challenge. Because
musicians don’t have any incentive to record themselves
playing a single part of a chamber work, such data is not
readily available in the wild. Because of the challenges
of getting realistic data, we opted for a two-pronged ap-
proach: we collected a small amount of data that is specif-
ically tailored to our application to serve as a case study,
and we also modified an existing dataset to study the same
alignment problem in an idealized setting.

The application-specific data was collected in the fol-
lowing manner. In the midst of the pandemic, we recruited
three musicians to participate in our study: a cellist and
a violinist in the Claremont Colleges Orchestra and a pi-
anist who has studied privately in college. Based on the
expressed preferences of all three musicians, they agreed
to learn the first movement of the Mendelssohn piano trio
no. 1 in D minor. The musicians were asked to learn their
parts and then record themselves playing their part in isola-
tion. During the period when the musicians were learning
their parts, they had no joint practices together and did not
have any communication about their interpretation of the
piece (e.g. at what tempo to play the piece). Each musician
used a cell phone to record themselves playing their part
four times from beginning to end, including counting out
measures of rest. In addition to the individual part record-
ings, we also found four different performances of the
Mendelssohn piano trio on YouTube. These YouTube per-
formances serve as the reference full mix recording shown
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Piece Type
# Pieces Duration

Train Test Original Modified
Duos 6 5 20.8m 215.0m
Trios 6 6 17.7m 181.8m
Quartets 6 8 27.5m 285.8m
Quintets 2 5 14.2m 149.0m
Total 20 24 80.2m 831.6m

Table 2. Summary of the URMP data used as an ad-
ditional evaluation benchmark. The full mix recordings
were randomly modified in tempo to generate 10 episodes
per piece, resulting in 200 training episodes and 240 test
episodes.

at left in Figure 2. Put together, the piano trio data contains
a total of 16 recordings and 159 minutes of data.

After this data had been collected, we asked each musi-
cian to annotate the downbeats in all 16 audio recordings
using SonicVisualizer. Because there are many extended
periods of silence in the cello and violin part recordings,
the musicians were asked to selectively annotate only those
downbeats that they felt could be reasonably inferred. We
collected all 16 × 3 = 48 annotation files (23, 274 total
beat annotations) and merged them by taking the average
of annotated timestamps for all downbeats containing three
annotations. Downbeats with less than three annotations
were discarded. The result of this merging process is a set
of 16 ground truth annotation files for the 16 audio record-
ings.

In summary, the application-specific data consists of
16 audio recordings containing 4 violin part recordings, 4
cello part recordings, 4 piano part recordings, and 4 full
mix recordings. All 16 recordings are unsynchronized, and
each recording has ground truth annotations of downbeats.
We will refer to this dataset as the piano trio data. Table 1
shows an overview of this dataset. As discussed above, it
has the benefit of being real world data that is collected in
the exact application scenario of interest, but has the draw-
back of being very limited in diversity (only one piece and
one set of performers). The results on this dataset should
therefore be seen as a case study.

We evaluated system performance in the following
manner. We set apart two violin part recordings, two cello
part recordings, two piano part recordings, and two full
mix recordings for training, and we consider all possible
combinations of training recordings, resulting in 2×2×2×
2 = 16 different training episodes. For test evaluation, we
likewise consider all possible combinations of test record-
ings, resulting in 16 test episodes. For each episode, we
evaluate the accuracy of the predicted alignment between
each part recording and the full mix recording. We cal-
culate the percentage of annotated downbeats whose pre-
dicted alignment error is greater than a maximum allow-
able error tolerance, and we calculate this error rate for
several different error tolerances. Because the alignment
accuracy of different instruments varied widely, we report
results for each instrument separately (i.e. piano–full mix,

Figure 3. Results on the URMP dataset. Colored bars in-
dicate the error rate at an error tolerance of 200 ms, and
the horizontal bars above and below each colored bar in-
dicate the error rate at error tolerances of 100 ms and 400
ms, respectively. Results are separated by piece type.

cello–full mix, and violin–full mix).
In parallel with the piano trio data, we also constructed

a benchmark using the URMP dataset [23] to study the
same alignment problem, albeit in an idealized setting.
The URMP dataset contains recordings of 44 different en-
semble works of various instrumentation and ranging from
duos up to quintets. For each piece, the dataset contains
recordings of each individual part played in isolation, as
well as a full mix recording containing all parts mixed to-
gether. When recording the data, the musicians listened to
a reference track on earphones, so all part recordings are
synchronized. The full mix recording was generated syn-
thetically by mixing the individual part recordings together
with appropriate offset. The dataset contains a symbolic
score for each piece, annotations of F0 trajectories, and
timestamps for note onsets.

We modify the URMP dataset to study the part–full mix
joint alignment problem. Because each part recording is al-
ready synchronized with the full mix recording, the align-
ment problem is trivial. To make the problem non-trivial,
we modify the full mix recording in the following way.
First, we split the full mix recording into three segments of
equal length. For each segment, we use time scale modi-
fication to change the tempo by a constant, random factor
while preserving the pitches of all parts. We use the phase
vocoder implementation in [25] to perform the time scale
modification. The tempo is uniformly sampled between
0.66rnom and 1.5rnom on a log scale, where rnom indi-
cates the nominal tempo of the full mix segment. Because
this process is probabilistic, we generate 10 different mod-
ified full mix recordings for each piece in URMP, which
provides us with 10 episodes per piece.

We evaluate performance on our modified URMP data
in the same fashion as for the piano trio data. We set apart
20 pieces for training and 24 pieces for testing. Because
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ground truth timestamps are provided for note onsets, we
evaluate alignment accuracy at each note onset (rather than
at downbeats). As before, we compute the error rate at
several different error tolerances. The alignment accuracy
varied widely based on the number of parts in the piece,
so we report results for duos, trios, quartets, and quintets
separately. Table 2 provides an overview of the URMP
data used in our experiments.

4. RESULTS

Figure 3 shows the performance of four different sys-
tems on the URMP benchmark. The first system (‘DTW-
chroma’) simply performs an independent pairwise align-
ment between each part recording and the full mix using
chroma features and cosine distance metric. This is can
be considered our baseline, since it is a default choice in
many audio–audio alignment applications. The second and
third systems use the subtractive alignment approach based
on the CQT representation (‘SA-CQT’) and BCQT repre-
sentation (’SA-BCQT’). We also include a fourth system
that uses the subtractive alignment approach with standard
chroma features and cosine distance metric (‘SA-chroma’)
as a way to tease apart the effect of the feature represen-
tation and the iterative subtraction approach. The colored
bars indicate the error rate at an error tolerance of 200 ms,
and the horizontal bars above and below each colored bar
indicate the error rate at error tolerances of 100 ms and
400 ms, respectively. The results are shown separately for
duos, trios, quartets, and quintets.

There are three things to notice about Figure 3. First,
the performance of all systems gets progressively worse as
we move from duos to trios to quartets to quintets. This is
to be expected, since the problem becomes progressively
more challenging as more “noise” sources are added and
the effective SNR becomes lower. Second, the SA-CQT
approach has the best performance by a wide margin, far
outperforming the baseline DTW-chroma system. For ex-
ample, the DTW-chroma baseline has a 44.0% error rate
with 200 ms tolerance on quartet pieces, while the SA-
CQT approach achieves 10.1% error rate. Third, even with
a subtractive approach, the SA-chroma and SA-BCQT ap-
proaches scale poorly with the number of instruments.

Figure 4 shows the results of the same four systems on
the piano trio data. Results are shown separately for each
instrument’s alignments against the full mix. For the sub-
tractive approaches, we use a piano–cello–violin ordering
for spectral subtraction, which we found to work best on
the training data. There are three things to notice about
these results. First, the performance depends a lot on the
instrument: the piano alignments are best by far, and the
cello and violin alignments are much worse. This is per-
haps not too surprising, since the piano part has a much
more distinctive spectral profile due to being a polyphonic
instrument. Second, the subtractive approach potentially
provides a significant improvement for the cello alignment,
but at best only marginal improvements for violin. Third,
SA-CQT is no longer a clear winner as it was on the URMP
data. Instead, we can see that different approaches seem to

Figure 4. Results on the piano trio dataset. Results are
shown separately for each instrument’s alignments against
the full mix. All subtractive approaches use a piano–cello–
violin ordering when performing spectral subtraction.

work best for different instruments: SA-CQT and DTW-
chroma work best for piano, SA-chroma works best for
cello, and SA-BCQT works best for violin. One area that
might be interesting to explore in the future is using dif-
ferent feature representations and cost metrics for different
part recordings in order to exploit the unique characteris-
tics of each instrument.

5. CONCLUSION

This paper envisions an application in which a group of
musicians in quarantine can generate a performance of a
chamber work by recording each part in isolation in a com-
pletely unsynchronized manner, and then aligning, time
scale modifying, and mixing the recordings. We focus on
the main technical challenge of aligning the individual part
recordings. Our approach is to use an auxiliary “full mix”
recording of the piece as a reference, and to align each
part recording against the full mix. We explore an itera-
tive subtractive alignment approach in which each part is
aligned against the full mix and then subtracted from it.
We characterize the performance of several variants of this
approach on two different datasets: one derived from the
URMP dataset that contains ensemble works of various in-
strumentation, and the other consisting of multiple record-
ings of a piano trio collected from musicians in quarantine
during the pandemic. We find that the subtractive align-
ment approach works reasonably well on the URMP data,
but has mixed success on the piano trio data. We present
experimental analysis and suggest directions for future im-
provement.
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