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The	Blockchain	Consensus	Problem



The	Problem

Transaction	1 Transaction	2

Confirmed	Transaction	Blocks



Key	Challenge:
Agreement	over	Transaction	Ordering

Transaction	1 Transaction	2

TX-1:	Alice	->	Bob TX-1:	Alice	->	Mary

TX-1:	Alice	->	Bob
TX-2:	Alice	->	Mary

TX-1:	Alice	->	Mary
TX-2:	Alice	->	Bob

Ordering	Transactions is	sufficient	to	prevent	double-spends!



Why	Total	Order?
• Replicated	State	Machines	[Lamport84,	Schnieder90]
– Useful	for	backups,	snapshots,	distributed	locks,	…
– A	sequence	of	commands	transition	from	state	to	state	

…….

Consensus	Protocol

T1 T2 T3 T4 T5 T6 T7 T8

T1 T4
Slot	1 Slot	2 Slot	3 Slot	4 Slot	5 Slot	6

T5 T8 T2 T6 T7 T3
Slot	7 Slot	8

Replicated	Log Deterministic
State	Machine



Enables	General-Purpose	Computing

Over	5	million	smart	contracts!



The	Bitcoin	Model
• Assumptions:
– A	trusted	“genesis”	block		
– No	pre-established	identities,	joining	is	permissionless
– Network	is	synchronous	(Blocks	transmitted	within	some	delay)		

• Security	Properties:
– Safety:	Nothing	bad	happens
• Stability:	A	block	once	confirmed	can’t	be	changed
• Agreement: All	miners	order	blocks	same	way

– Liveness:	 Honest	blocks	are	accepted	eventually
– Fairness:	Your	confirmed	blocks	are	proportional	to	your	
computational	power



Nakamoto	Consensus	Protocol
• Miners	keep	a	local	copy	of	the	blockchain
• Miners	solve	a	computational	Proof-of-Work	puzzle:	

• Successful	miners	(usually	one)	broadcast	solution
• Miners	check	the	received	solutions,	and	if	valid:
– Extend	their	chain	with	that	block

• Confirm	block	on	the	longest	chain after	it	is	k-deep
• Bitcoin	proposes	k	=	6



Nakamoto	Consensus:	Overview

Miner	A	Local	View Miner	B	Local	View

Confirmed	Blocks
(Depth	>	6)

Combined	System	View
(Taking	comp.	majority)

Longest	
“Path”

“Fork”



Can	We	Do	Better?



Fundamental	Limits	&	Optimality:
Latency

• Limit	1:	Block	Propagation	Delay	 Δ
• Optimal	Transaction	confirmation	latency	is	𝛩(Δ)
• A	random	(ER)	graph	with	N	nodes	and	degree	d
– Avg.	hops	between	nodes	=	
• Bitcoin	N	=	12,000,	d	=	16,	avg.	hops	=	3.36
• Ethereum	N	=	35000,	d	=	25,	avg.	hops	=	3.25
• (Hypothetical)	N	=	1M,	d=40,	avg.	hops	=	4.29

– Δ	~=	𝑎𝑣𝑔. ℎ𝑜𝑝𝑠	×ℎ𝑜𝑝	𝑙𝑎𝑡𝑒𝑛𝑐𝑦	
• On	Amazon	EC2	(geo-distributed)	about	1-2	seconds
• Changes	minimally	with	(N,d)

(log𝑁) (log𝑑)⁄



Nakamto Consensus:
Safety	&	Liveness	are	Near-Optimal

A	Better	Method	to	Analyze	Blockchain	Consistency”	– KRS’18.	(Also	see	GK’15,	GKL’17,	PSS’17)

Unsafe

Safe

• For	Nakamoto	consensus,
– Resilience (f)	is	“near-optimal”	at	blk.	interval	>	3Δ



Fundamental	Limits	&	Optimality:
Throughput

• Limit	2:	Broadcast	Throughput	(𝛽)
• Transactions	per	second	=	𝛽 /	transaction	size
• An	experiment	showing	Δ (un)correlation	with	𝛽

No	increase	in	Δ as	𝛽 increases
(Latency-bound)

Δ increases	linear	to	𝛽
(Bandwidth-bound)



Fundamental	Limits	&	Optimality:
Decentralization

• In	anonymous,	permissionless	setup
– Mining	concentration	reflects	“real”	wealth	distribution		

• Goal	of	decentralization:	Maximize	miners/sec	
• Optimal	Decentralization	is	𝛩(𝛽)

Decentralization	in	Bitcoin	and	Ethereum	Networks	– Gencer et.	al.



Nakamoto	Consensus:
Not	Optimal	In	Throughput	&	Decentralization

• 2-4	Kilobytes	/	second
• 6-12	TXs	per	second
• 3-60	minutes	latency

• Support	limited	computations
• Outages	and	Unavailability
• A	cryptoKitties	app	clogged	the	

entire	network

Demand	from	Practice:	1,200	- 50,000	TXs/s



Towards	Better	Consensus	Protocols



Extending	Nakamoto:
With	Large	Blocks

• Increase	block	size	(e.g Bitcoin-NG)
– May	achieve	near-optimal	throughput,	latency,	resilience
• Needs	a	careful	implementation

– Poor	decentralization:
• A	single	block	proposer	broadcasts	tens	of	thousands	of	TXs
• Number	of	miners	participating	is	not𝛩(𝛽)



Extending	Nakamoto	
With	Smaller	Block	Interval

The	GHOST	protocol								
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Round	r+2

Active	Balancing	Attack	on	GHOST

Secure	High-Rate	Transaction	Processing	 in	Bitcoin	– SZ13



Attack	Effectiveness	on	GHOST

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



A	Principled	Approach	To	Scale	Nakamoto



Key	Observations

• There	is	a	safe	way	to	run	Nakamoto
– Tolerates	f	~	0.5	if	block	interval	exceeds	3Δ
– Have	established	proofs	from	prior	works

• Independence	of	Design	Parameters
– Block	interval	depends	only on	desired	f	and	Δ
– Confirmation	latency	depends	only on	block	interval
– Throughput	depends	only on	available	bandwidth	(𝛽)
– Decentralization	depends	only on	number	of	blocks/sec.

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



The	OHIE	Protocol:
Run	“k”	parallel	chains!	

.

.

.

Chain	0

Chain	1

Chain	k
(=	999)

PoW

0000000000

000000001

1111111111

Last	block	of	all	chains

R
H	(R,	new_block,	nonce)	<	D

Merkle	Tree

Key	Points:
- Adversary	cannot	bias	its	

computational	power.
- Each	block	extends	a	unique	

previous	block	on	a	unique	chain.
- R	cryptographically	commits	to	all	

“k”	blocks	that	the	miner	sees.

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



The	OHIE	Protocol	

• Construction	is	simple	and	modular
• Safety	and	Liveness	Proof:
– Reduces	to	that	of	Bitcoin	backbone	protocol
– Intuition:
• Probabilistic	process	on	each	chain	is	identical	to	Bitcoin
• Each	block	extends	a	single	prior	block
• The	state	that	the	block	extends	can’t	be	forged

– Takes	𝛩	(log	k)	more	confirmation	blocks	(union	bound)

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Total	Ordering	Across	Chains?

.

.

.

Chain	0

Chain	1

Chain	k	
(=	999)

Order	by	chain	ID

Unbounded	
Confirmation	 Delay	
for	some	blocks

Order	by	Position,	 tie-breaking	on	chain	ID

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



0,10,1

Total	Ordering	Scheme	In	OHIE

OHIE:	Blockchain	scaling	made	simple – Yu,Nikolic,	Saxena,Hu
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Prototype	&	Micro	Experiments

• Less	than	5	KLOC	of	code
• Micro	Experiments
– 1000	miners,	20	Mbps

• Critical	Observations:
– Block	propagation	delay	(Δ)	
proportional	to	graph	
diameter	(1-2	seconds)

– Parallel	broadcasts	don’t	
impact	latency	(Δ)

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Macro	Experiments:
Linear	Scaling	with	Available	Bandwidth

• 50,000	miners,	20	Mbps,	resilience	(f)	~	0.46

Num.	of	chains	(k)	=	0.5 ⋅ 3Δ ⋅ G
HIJKL	MNOP

3Δ	𝑖𝑚𝑝𝑙𝑖𝑒𝑠	𝑓	~	0.46

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Macro	Experiments:
Decentralization

• 50,000	miners,	20	Mbps,	f	~	0.46
• Decentralization:	Scales	linearly	with	bandwidth
– k>60	blocks	per	second

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Macro	Experiments:
Confirmation	Delay

• 50,000	miners,	f	~	0.46
• Confirmation	Delay	
– Under	10	minutes	(3Δ𝑇)
– Independent	of	throughput!
(once	we	fix	“k”)

• Conf.	Blks (𝑇)	=	15	- 30
– 𝑇XYZ + 𝛩(log	k)

OHIE:	Blockchain	scaling	made	simple – Yu,	Nikolic,	Saxena,	Hou



Security	vs.	Performance:
State-of-the-art

Approach Resilience	 Throughput Decentralization Latency

Nakamoto	with	reduced	
block	intervals	

𝑓	 < 	
1
3

Low Medium Good

Nakamoto	with	large	
blocks

𝑓	 < 	
1
2

High Low Medium

AlgoRand (with	BA)
[SOSP’17]

𝑓	 < 	
1
5

High Low Good

Sharding	(with	BA)
[CCS’16,	S&P’18,CCS’18]

𝐟	 < 	
𝟏
𝟑

High Medium Good

OHIE	- Parallel	Chains
[arxiv’18]	

𝐟	 < 	
𝟏
𝟐

High Good Medium

10	mins30	secs.60	proposers	per	sec



State-of-the-practice



• Agree	on	1	block	per	round	with	standard	BFT	/	BA
• Honest	miners	sign	that	block	with	round	id.

• Challenge:	Participants	must	be	known	a-priori
– Chicken-n-egg:	Agreeing	on	participants	is	itself…

Input	Transactions

Byzantine	Agreement	

…….

Repurposing	BA	Protocols?



Proof-of-work	for	Sharding

Block	I1 Block	I2 Block	I3 Block	I4 Block	I5 Block	I6

More	computation	Power,	More	Blocks

Elastico	– CCS’16 (Also	see	Omniledger – Oakland’18,	RapidChain-CCS’18)		

Proof-of-work

Classical	BA



ZILLIQA.COM@ZILLIQA

Commercialized	as	the
Zilliqa	public	blockchain	platform



ZILLIQA.COM@ZILLIQA

Open	to	public	mining	(Feb	2019)



Takeaways

• Decentralized	Systems	propose	exciting	algorithmic	problems
– Build	better	crypto,	distributed	algorithms,	verification	tools,	…

• Is	there	an	Optimal	Consensus	Protocol?
– Latency	𝛩(Δ),	Throughput	𝛩(𝛽),	Decentralization	𝛩(𝛽),	Res.	f	~	0.5
– Simplicity
– Improve	the	constants

• Need	for	new	models	and	drawing	new	connections:
– Consistency	&	Isolation	properties	offered	by	blockchains
– Sybil	resistance	mechanisms:	Proof-of-Stake	vs.	Proof-of-Work
– Incentive	mechanism	design:	Fairness,	Variance,…
– Trusting	Off-chain	computations



Thank	you!
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