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This paper describes a technique for noise reduction in synthetic aperture radar interferometry. The noisy interferogram is
decomposed using undecimated wavelet transform and the coefficients are weighted. A novel method for computing the weights
for each subband, based on an estimate of the relative noise content in them, is presented with a median filter used as the noise
estimator. The proposed technique is not optimised for any specific signal or noise models. Results show that this technique
provides an improvement of around 15% over the conventional boxcar filter in terms of estimated height error of a digital elevation
model constructed from the filtered interferogram.
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1. INTRODUCTION

Synthetic aperture radar interferometry (InSAR) is an estab-
lished technique for the extraction of height information by
using SAR remote sensing [1]. It uses two high-resolution
complex SAR images of the same scene to generate an
interferogram. The phase information contained in this
interferogram is extracted to generate a digital elevation
model (DEM). As this phase information is wrapped within
the interval of [−π,π], it needs to be unwrapped before the
estimation of height information. However, the presence of
phase noise not only interferes with the phase unwrapping
process, but it also affects the quality of topographic
height information obtained from the interferogram. From
the nature of the data, it is clear that fringes (lines of
discontinuity due to phase wrapping) in the data should
not be affected, which makes simple linear low-pass filtering
techniques ineffective.

Several techniques have been proposed in the literature
to reduce interferometric phase noise. The Lee filter, used for
SAR images has been adjusted to filter out noise in InSAR
images [2]. This filter makes use of directional windows
to capture locally homogenous areas within which local
statistics-based filtering is performed. While the Goldstein
[3] and the modified Goldstein filters [4] employ a frequency

domain approach to this problem. Recent techniques also
use the wavelet transform [5] and fuzzy logic [6] in order
to achieve the desired noise reduction in InSAR images.
Work has also been done by the authors on a nonlinear two-
stage filter structure that decomposes the interferogram into
rough and smooth components, filters them independently,
and combines them again [7]. An adaptive median filter
developed as the first stage for that technique has been used
as a noise estimator here.

This paper proposes a technique for noise reduction
by selective weighting of the wavelet coefficients of the
noisy image. In order to obtain estimates of noise content
in each subband, a reference image is first generated by
using a technique described in Section 2. An undecimated
wavelet transform is used to decompose both the reference
and the noisy interferograms, and the mean square error
between the corresponding subband images of these two
interferograms is taken as a measure of the noise present
in that subband. The use of undecimated wavelet transform
makes the image translation invariant [8] and prevents
arbitrary disappearance of wavelet coefficients generated
by image discontinuities. Since the interferometric phase
is wrapped in the interval [−π,π] all the computation is
performed in the complex domain. The advantage of this
technique over the one described in [7] and conventional
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Figure 1: Weighting factor computation.

techniques based on the boxcar filter is that the proposed
technique does not make the assumption that noise affects
only the high-frequency components. It also provides a
framework within which any nonlinear noise estimator can
be incorporated.

2. NOISE ESTIMATOR

2.1. Reference image

The estimation of the noise content in each subband of the
interferogram is important in computing the scaling factors.
A nonlinear filter is used to generate a reference image, which
is compared to the interferogram to estimate the relative
noise distribution among the subbands. The reference image
(for want of a better term) is used only to estimate the
relative noise content in each subband and is not involved
in any error minimisation technique. Hence, the quality of
the output is not limited by the quality of the reference
image. Here, a reference image is generated by a pivoting
median filter with a variable window size that adapts to the
local signal statistics, which is described in [7]. While any
nonlinear filter whose response depends on the data can be
used in place, the median filter was chosen due to its ease of
implementation and its ability to preserve edges. In support
of our choice, we have compared the performance of the
technique using the median filtered image to that when using
the actual noise-free image for a simulated interferogram
and found they were almost identical (refer to Section 3).
The lack of a noise-free image in a real case restricts this
comparison to a simulated interferogram. Also, a pivoting
median filter was chosen over a simple median filter as it
takes into account the discontinuities introduced at odd
multiples of π in the wrapped phase [9].

2.2. Weighting factor computation

An undecimated wavelet transform [10] is used to decom-
pose the noisy image into N subband images with L levels of
decomposition (N = 3L + 1). Each subband image is selec-
tively weighted based on its noise content such that those
with relatively low-noise content are weighted more than
those with higher noise content. To estimate the relative noise
content in them, the subband images of the noisy interfer-
ogram are compared to the corresponding subband images
of the reference interferogram (Figure 1). This reference
image r(i, j) is obtained by passing the noisy image, x(i, j)
through a nonlinear filter, Fr :

r(i, j) = Fr{x(i, j)}. (1)

Both the noisy and reference images are decomposed into
N subband images using identical undecimated wavelet
transforms. If we use hn(i, j) to denote the filter response that
generates the nth subband image,

dn(i, j) = Hn{x(i, j)} =
∑
k

∑
l

hn(k, l)x(i− k, j − l),

d̂n(i, j) = Hn{r(i, j)} =
∑
k

∑
l

hn(k, l)r(i− k, j − l),
(2)

where dn is the nth subband image of the noisy interferogram

and d̂n is the nth subband image of the reference interfero-
gram.

Corresponding subband images are compared and the
mean square error per pixel, En in each subband is computed.

En = 1
(P ×Q)

∑
i

∑
j

[
dn(i, j)− d̂n(i, j)

]2
, (3)

where, P ×Q is the number of pixels in the image.
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Figure 2: Filtered images obtained from simulated interferogram: (a) original wrapped phase image (512 × 512), (b) noisy interferogram
with coherence values 0.2, 0.4, 0.6, and 0.8, counter clockwise from top left quadrant, (c) median filtered image (reference), (d) output of
proposed filter, (e) proposed filter using (a) as reference, (f) boxcar filtered image.
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Figure 3: (a) Topographic fringes of an area over Appin, Australia from ERS-1/2 tandem mission: original interferogram (1037× 1238), (b)
coherence map corresponding to the interferogram, (c) median filtered interferogram—used as the reference image, (d) filtered image using
proposed technique.
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Figure 4: Height estimate from selective weighting technique (Route 1).
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Figure 5: Height estimate from selective weighting technique (Route 2).
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Figure 6: Height estimate from selective weighting technique (Route 3).

Comparing the mean square errors of each subband (En)
to the largest mean square error (Emax) gives us the weighting
factor for that subband (gn) which is inversely proportional
to the noise content in that band.

Emax = max[E1,E2, . . . ,EN ],

gn = Emax − σEn 0 ≤ σ ≤ 1.
(4)

where, σ is a constant that provides a trade-off between the
amount of noise removed and any distortion that may be
caused by over estimating the noise.

The wavelet decomposition filters are normalised such
that they have unity pass band gain operate on wrapped

phase image (each pixel lies in the range [−π,π]). Conse-
quently, the mean square error per pixel is constrained to
the range [0, 4π2]. This in turn imposes an upper bound
of 4π2 for the individual subband weighting factors. Setting
σ to a value less than 1 will also prevent the theoretical
possibility of the weighting factors from going to zero when
the noise estimates in all the subbands are equal and thus not
producing an image after wavelet reconstruction. However,
this possibility will occur only when the noise estimation
filter used to produce the reference image removes the same
amount of noise from each subband, and thereby acting as an
all-pass filter. In the work reported in this paper, a pivoting
median filter was used to obtain the reference image, which
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Figure 7: Residues of the interferograms: (a) original, (b) reference (median filtered), (c) output of proposed filter, (d) 11 × 11 boxcar
filtered.

never acted as an-all pass filter and thus a value of 1 was used
for σ .

When the change induced by the nonlinear filter (used
to generate the reference image) in the nth subband is large,
the mean square error En is large and consequently gn is
small. Conversely, if the change is small, En is small and gn is
large. Since subband coefficients with a large gain contribute
more to the reconstructed image than those with a smaller
gain, subbands which contain less noise and consequently are
affected by the nonlinear filter to a lesser degree contribute
more to the final image. The nonlinear filter thus acts as a
noise estimator which determines the relative distribution of
noise among the subbands, while noise reduction is carried
out by wavelet reconstruction using weighted coefficients.
This lends support to our argument that it is the ability of
the nonlinear filter to identify noise rather than its denoising
performance (the quality of the reference image) that is
important. Also in support of this argument we have shown

in Section 3, for a simulated image (where the actual noise-
free image is available for comparison) the mean-squared
error of the image produced by the proposed technique
is smaller than that of the reference image used in the
procedure.

3. EXPERIMENTAL RESULTS

3.1. Simulated InSAR phase images

The performance of the proposed technique was evaluated
using both real and simulated data. The MATLAB toolbox
for InSAR (Version 1.3) [11] was used to simulate an inter-
ferogram and the mean square error (MSE) of the output
taken as a measure of performance. The use of simulated data
also allowed us to test the technique on images with dense
fringes and it was found that the technique preserved fringes
well. The noisy interferogram with coherence values 0.2, 0.4,
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Table 1: Root mean square (RMS) error comparison for simulated images.

Filter RMSE for varying coherence (ρ), rad/sample

ρ = 0.2 0.4 0.6 0.8 Avg

Noisy image 1.54 1.37 1.23 1.08 1.31

Boxcar 1.03 0.70 0.70 0.52 0.74

Median (reference) 1.08 0.72 0.62 0.48 0.73

Proposed filter 0.97 0.62 0.45 0.33 0.59

Proposed filter with noise-free image as reference 0.98 0.63 0.47 0.35 0.61

Table 2: Average root mean square (RMS) error comparison.

Average RMS error

Proposed filter Boxcar filter (11× 11 window) Lee filter [2] Selective weighting filter [12]

Route 1 9.99 m 12.37 m 12.70 m 9.94 m

Route 2 7.83 m 10.14 m 11.13 m 8.38 m

Route 3 9.01 m 9.69 m 8.97 m 8.27 m

0.6, and 0.8 in each of its quadrants was filtered using the
proposed technique and a boxcar filter. The image was also
denoised using the actual noise-free image as the reference
image. Figure 2 shows these images along with the median
filtered image while Table 1 lists their mean square errors.

3.2. True InSAR phase images

The real data used for testing was an image of an area
over Appin , Australia obtained from the ERS-1/2 tandem
mission (Figure 3). The coherence map was estimated on a
12× 12 window for the 4-look complex interferogram. Once
filtered, the interferometric phase was unwrapped and a
DEM generated from it using the EV-InSAR software. Height
information obtained from this DEM along a few series of
points (routes) was compared to the actual heights of the
corresponding points in the surveyed area. The average root
mean square error per point is then computed and taken as a
measure of the filter’s performance for comparison with the
boxcar filter. Plots comparing the estimated and actual height
profiles along the three routes are also included to show that
the technique does not produce any localised large errors.

Table 2 lists the average root mean square error per point,
while Figures 4, 5, and 6 show the height profiles along three
routes over the surveyed area in Appin while using different
filters for noise reduction.

Residues are local errors in the wrapped phase values
encountered during the phase unwrapping process which
follows noise reduction. Although the total elimination of
residues is the ideal result of noise reduction, it is rarely
achieved in practice. A reduction in their number is a
valuable result, leading to a reduction in the complexity of
the phase unwrapping processing. An analysis of residues was
carried out on the Appin interferograms which indicates that
the proposed technique results in a lower residue count when
compared with boxcar filtering. Plots giving the location
of the residues in the original, reference, and the filtered
interferograms are included (Figure 7). These plots indicate
that the density of residues is inversely related to coherence,

with high coherence areas being practically free of residues
while low coherence areas exhibiting a drastic reduction in
the number of residues.

4. CONCLUDING REMARKS

A novel method for weighting the wavelet coefficients to
reduce noise in SAR interferometric phase images has
been proposed. A reference image generated by some other
technique is used to estimate the noise content in each
subband and consequently determine the weights for those
subbands. The performance of the proposed technique is not
limited by the filter used to generate the reference image and
the quality of the denoised interferogram is superior to the
quality of the reference interferogram. The technique is very
effective in filtering out noise and reducing the number of
residues while preserving the fringes in the interferogram.
Moreover, the proposed technique is not optimised for a
particular signal and/or noise model. Hence, performance is
dependant only on the local signal-to-noise ratio.
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