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1. INTRODUCTION

Sigma-delta modulation (SDM) is extensively used in var-
ious applications due to its high resolution and relatively
simple analog implementation. In a simplifying SDM system
analysis, the effect of the corresponding 1-bit quantization
is widely approximated by an additive white noise model,
although generally the quantization error is not white. In-
deed, considering quantization of DC input signals, the re-
sulting waveform can be periodic by revealing the so-called
idle tones or a noise pattern. This tonal behavior may cause
problems when SDM is particularly used in audio applica-
tions. In this respect, various dithering techniques have suc-
cessfully employed in whitening the pattern noise with dif-
ferent amounts of dynamic range degradation [1–4].

Adaptive sigma-delta modulation (ASDM) is considered
as an alternative to SDM offering increased dynamic range
and reduced quantization noise at the expense of some added
complexity [1]. This is achieved by varying the step-size of
the basic two-level quantizer according to a decided rule.
Such a rule may include backward and/or forward step-size
estimation process and is originated from similar rules as ap-
plied in single- or multibit adaptive delta modulation (ADM)
schemes due to the well-known relation between delta and
sigma-delta modulation: a sigma-delta modulator is a delta
modulator that encodes the input signal rather than the in-
put signal itself. A good example of a multibit ASDM that

originated from a similar ADM scheme is the 2-bit ASDM
system by Aldajani and Sayed [5, 6], the quantizer of which
follows a forward or look-ahead step-size estimation and
generates 2-bit output codewords with information about
both the sign and the relative magnitude of the step-size re-
sulting in an exponential step-size variability.

Recently, we have presented a 2-bit ADM system that in-
corporates both memory (backward) and look-ahead (for-
ward) instantaneous step-size estimatios [7]. The origin of
that system was a 2-digit ADM system presented in [8],
which has been—to the best of our knowledge—the first
multidigit instantaneously ADM system with memory and
look-ahead step-size adaptation logic. One of the advanta-
geous features of that system has been its inherent ability to
eliminate the periodic pattern that characterized the quan-
tization error of the widely known Jayant’s ADM with 1-bit
memory [9, 10].

Motivated by this particular feature and following the
aforesaid relation between delta and sigma-delta modula-
tion, in this paper we propose a 2-bit ASDM system based
on our recently presented 2-bit ADM in order to examine its
operational characteristics and, particularly, to investigate in
tonal behavior, that is, the generation of output idle tones
for DC input signals. As shown by computer simulation,
the proposed system appears to generate minimum, if not
none, idle tones despite dithering while it offers high signal-
to-noise power ratios (SNRs) and extended dynamic range.
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The rest of the paper is organized as follows. In Section 2,
both SDM and ASDM are briefly described with particular
emphasis given to the Aldajani and Sayed’s old 2-bit ASDM.
The proposed new 2-bit ASDM is described in Section 3,
while simulation results that show the obtained superior
performance of the proposed new system in comparison to
SDM and the considered old 2-bit ASDM systems under nor-
malized conditions without and with dithering are given in
Section 4. Finally, concluding remarks are given in Section 5.

2. BRIEF DESCRIPTION OF SDMANDASDM

The operation of SDM is based on 1-bit quantization of the
output p(n) of a noise shaping filter H(z) generating an out-
put binary signal y(n) = sign[p(n)] denoted as L(n) =
sign[p(n)]·Δ with Δ being the fixed-valued step-size of the
quantizer and L(n) the generated 1-bit output codeword. In
this respect, the lowband portion of y(n)’s frequency spec-
trum will contain the input signal, while if H(z) is a simple
integrator, then

p(n) = p(n− 1) + e(n) (1)

with p(0) = 0 and e(n) being the error signal at time instant
n that results from input sample x(n) after subtracting the
binary encoded output signal y(n).

Considering the 2-bit ASDM system described by Alda-
jani and Sayed, [5], the step-size Δ of the employed quantizer
varies according to the general form common to all instanta-
neous step-size adaptation algorithms [5–11]:

Δ(n) =M(n)Δ(n− 1), (2)

where Δ(n) is the step-size magnitude at time instant n with
values within a region [Δmin,Δmax ], and M(n) is the corre-
sponding step-size multiplier defined as

M(n) =

⎧
⎪⎨

⎪⎩

α if
∣
∣p(n)

∣
∣ > Δ(n− 1),

1
α

otherwise,
(3)

with a > 1 [5].
Consequently, the encoded output signal y(n) is written

as

y(n) = sign
[
p(n)

]·Δ(n), (4)

while the generated 2-bit output codeword consists of a first
bit denoted as

L1(n) = sign
[
p(n)

]
(5)

and a second bit defined as

L2(n) =
⎧
⎨

⎩

+1 if
∣
∣p(n)

∣
∣ > Δ(n− 1),

−1 otherwise.
(6)

Hence, the step-size adaptation rule of the considered 2-
bit ASDM can be expressed in compact form:

Δ(n) = αL2(n)Δ(n− 1), (7)

and the so encoded output signal in the form

y(n) = L1(n)·αL2(n)Δ(n− 1). (8)

3. DESCRIPTION OF THE PROPOSED NEW
2-BIT ASDM SYSTEM

Based on the relation between delta and sigma-delta modula-
tions, the recently presented 2-bit ADM system in [7] can be
easily converted into a 2-bit ASDM scheme by simply moving
the integrator from the local feedback path prior the input
adder of the 2-bit ADM system just after the adder in the for-
ward path. The result is a new 2-bit ASDM system, which is
shown in Figure 1. Moreover, the new ASDM system utilizes
both “memory” and “look ahead” characteristics in its step-
size estimation process as its origin and generates output
codewords that consist of two bits, L1(n) and L2(n). These
bits convey information about both the sign of the encoded
signal y(n) = sign[p(n)]·Δ(n), that is, y(n) = L1(n)·Δ(n),
and the magnitude of the step-size multiplier M′(n) defined
as

M′(n) =M(n)·γ(n) = αL1(n)L1(n−1)βL2(n)γ(n), (9)

where M(n), y(n) are specified below along with constants α
and β.

In particular, M(n) is determined by

M(n) = N(n)·βL2(n)

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

N(n)·β if
∣
∣p(n)

∣
∣ ≥ 1

2

(

β +
1
β

)

N(n)Δ(n− 1),

N(n)
β

otherwise,

(10)

where β >1 and

N(n) =

⎧
⎪⎨

⎪⎩

α if L1(n) = L1(n− 1),

1
α

if L1(n) �=L1(n− 1)
(11)

with α >1, while

γ(n) =
{
γ if L2(n) = L2(n− 1) = −1,

1 otherwise,
(12)

where γ >1.
According to (9)–(12), the estimation of M′(n) depends

on the magnitude of the output p(n) of the mentioned noise
shaping filter H(z) (e.g., an integrator) through (10), as well
as on a double “memory” element, one dealing with the re-
lation between L1(n) and L1(n− 1) and one with the relation
between L2(n) and L2(n− 1). Hence, at each time instance n,
the 2-bit output codeword uniquely specifies one out of six
possible values of M′(n) =M(n)γ(n) = Δ(n)/Δ(n−1) to the
appropriate demodulator, due to the “memory” characteris-
tics in the step-size estimation process [7].

Finally, the values of α, β, and γ are chosen as follows:

(i) α is a set equal to constant P of the constant factor delta
modulator [7–9], that is, 1<α ≤ 2;

(ii) β must be greater than α2, where the exponent 2 re-
flects the bit-rate relationship between the described
scheme and SDM [7, 8];

(iii) 1<γ <β in order to ensure convergence of the encoder
[7].
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Figure 1: Block diagram of the proposed new 2-bit ASDM system.

4. SIMULATION RESULTS

In this section, we present computer simulation results com-
paring the performance of the described new 2-bit ASDM
system to that of SDM and the previously considered old 2-
bit ASDM system.

At first, we use a 20 kHz sine wave input signal with 0 dB
amplitude set at 1 Volt, sampled at 10.24 MHz and ranging
from −120 dB to +20 dB. All systems are considered to gen-
erate the same output bit rate, meaning that the two 2-bit
ASDM systems operate at 5.12 MHz. In addition, for both
ASDM systems, we choose the initial step-size to be 1 mV and
the range of its variation equal to 80 dB, that is, 0.5 mV to 5 V,
respectively, while for SDM the loop feedback levels are ±1.
Finally, for the described new system we choose α = 1.1, β =
1.75, γ = 1.15 while for the old 2-bit ASDM system α = 1.45.
All these values are considered optimum for the chosen type
of input signal [5, 7].

The comparison is carried out in terms of the achieved
SNR for different amplitudes of the sine wave input signal,
and the obtained simulation results are shown in Figure 2.
The best SNR values are achieved by the SDM system at the
expense of a limited input dynamic range. The peak SNR
value is given by the linear model definition [1, 3, 4] and is
equal to 68.83 dB, which is in good agreement with the exper-
imental results. The proposed system appears to retain high
SNR values in a smoother manner than that of the old 2-bit
ASDM, offering stable operation for a wide range of input
signal amplitudes.

In a second comparison, we use a DC input signal with
amplitude 1/256 volts (−48.16 dB) sampled at 1.024 MHz in
order to compare the tonal behavior of the three systems. For
this, the power spectrum and the short-term autocorrelation
of the quantization error of each system are estimated, since
a simple spectral analysis alone is not sufficient to reveal idle
tones that are short-term periodic in time domain [1]. In

−120 −100 −80 −60 −40 −20 0 20

Input level (dB)

10

20

30

40

50

60

70

SN
R

(d
B

)

SDM
2-bit ASDM
Proposed 2-bit ASDM

Figure 2: SNR versus 20 kHz sine wave input level for the same
output bit rate.

spectral calculations, we use a binary output sequence of 220

samples and a Blackman-squared window is applied in the
time domain prior to the application of Fourier transform
to deal with the nonperiodic nature of SDM output signal
[12, 13]. In addition, we use a pseudorandom signal with
rectangular probability density function (RPDF) as dither in
order to be added to the quantizer input, with spanning one
half the quantizer interval, that is, δ/Δ = 0.5, for SDM, and
δ/Δ = 0.005 for the two ASDM systems, since it is known that
dither is not useful below these thresholds [1].

Considering the operation of all three systems without
dithering, it is shown in Figures 3(a) and 3(b) that both
SDM and 2-bit ASDM’s power spectrum contains detectable
lines at discrete multiples of 2 and 6.4 kHz, respectively,
while the proposed system appears with white-noise-like
power spectrum free of such lines. In addition, in Figure 3(c),
both SDM and 2-bit ASDM reveal a tonal behavior with
a noise pattern repeated at every 256 and 158 samples, re-
spectively, while there is no noise pattern in the output of
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Figure 3: Performance comparison of the three systems without dithering: (a) full band power spectrum estimation; (b) 0–10 kHz power
spectrum estimation; and (c) autocorrelation estimation.

the proposed system. Furthermore, both Figures 3(a) and
3(b) show that the power spectrum of the proposed 2-bit
ASDM (lower graph) follows the spectrum envelope of the
2-bit ASDM (middle graph) except the impulses at the dis-
crete multiples of 6.4 kHz whose magnitude reach up to al-
most −60 dB at 168 kHz (Figure 3(a)) and the first being at
−110 dB (Figure 3(b)).

Figure 4 now depicts the effect of dithering. As clearly
shown, SDM’s power spectrum appears free of idle lines (up-
per graphs in Figures 4(a) and 4(b)), but the autocorrela-
tion estimation reveals again a tonal behavior with a noise
pattern repeated at every 256 samples (Figure 4(c)). Simi-
larly, the 2-bit ASDM’s power spectrum is also free of idle
tones (middle graphs in Figures 4(a) and 4(b)), but although
the periodic modulation effect is vanished from its autocor-
relation estimation (Figure 4(c)), the baseband noise is al-
most 50 dB higher than that without dithering shown in the

middle graph of Figure 3(b). Finally, the comparison of the
lower graphs in Figures 3 and 4, clearly indicate that the
proposed new 2-bit ASDM’s power spectrum remains al-
most unchanged with and without dithering, while dither-
ing causes a small improvement in its autocorrelation esti-
mation.

5. CONCLUSION

We have described a new 2-bit ASDM system which, in com-
parison to SDM and other ASDM systems, and apart its sta-
ble operation with high SNR values and extended dynamic
range, offers practical elimination of the otherwise expected
idle tones despite dithering. The mechanism behind this ma-
jor and advantageous operational characteristic of the pro-
posed system is not profound, since neither the memory nor
the look-ahead feature can justify it by itself. However, a
plausible explanation may be the combinational feature that
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Figure 4: Performance comparison of the three systems with dithering: (a) full band power spectrum estimation; (b) 0–10 kHz power
spectrum estimation; and (c) autocorrelation estimation.

inherently exists in the incorporated adaptation logic. In par-
ticular, by considering a moderately or a highly varying input
signal, there will be a vast number of different step-sizes that
will eventually be used during the coding process. Exactly
the same seems to be the case for DC input signals. Hence,
it is practically impossible to assume that there is a pattern
of step-sizes which being used successively gives rise to idle
tones as it may be the case for the other two systems under
comparison. In any case, the fact that the generation of tonal
behavior within the output signal spectrum of the proposed
new 2-bit ASDM system is kept minimum if not practically
undetectable proves the overall stabilizing influence of both
the “memory” and “look-ahead” feature of its step-size adap-
tation algorithm on its coding process. And this stabilized
operation yields enhanced dynamic range, high SNR perfor-
mance, and robustness in tracking from DC up to highly

varying signals, prior the use of any other noise reduction
technique.
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