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We study the equalization procedure in discrete multitone (DMT)-based systems, in particular, in DMT-based ADSL systems.
Traditionally, equalization is performed in the time domain by means of a channel shortening filter. Shifting the equalization
operations to the frequency domain, as is done in per-tone equalization, increases the achieved bitrate by 5–10%. We show that
the application of the turbo principle to per-tone equalization can provide significant additional gains. In the proposed receiver
structure, referred to as a “turbo-per-tone equalization” structure, equalization and decoding are performed in an iterative fashion.
Equalization is done by means of a linear minimum mean squared error (MMSE) equalizer, using a priori information. We give
a description of an efficient implementation of such an equalizer in the per-tone structure. Simulations show that we obtain a
bitrate increase of 12–16% compared to the original per-tone equalization-based receiver structure.
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1. INTRODUCTION

Discrete multitone (DMT) modulation has become an impor-
tant transmission method, for instance, for asymmetric dig-
ital subscriber line (ADSL), which provides a high bit rate
downstream channel and a lower bit rate upstream chan-
nel over twisted-pair copper wire. DMT divides the avail-
able bandwidth into parallel subchannels or tones, which are
quadrature amplitude modulated (QAM) by the incoming
bit stream. After modulation with an inverse fast Fourier
transform (IFFT), a cyclic prefix is added to each symbol.
If the channel impulse response (CIR) order is less than or
equal to the cyclic prefix length, demodulation can be imple-
mented by means of an FFT, followed by a (complex) 1-tap
frequency-domain equalizer (FEQ) for each tone to compen-
sate for the channel amplitude and phase effects. A long pre-
fix however results in a large overhead with respect to the
data rate. An existing solution for this problem, currently
used in ADSL, is to insert a (real) T-tap time-domain equal-
izer (TEQ) before demodulation to shorten the channel im-
pulse response. Many algorithms have been developed to ini-
tialize the TEQ (e.g., [1, 2, 3]). However a general disadvan-
tage is that the TEQ equalizes all tones simultaneously and as
a result limits the performance.

This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.

As an alternative to time-domain equalization, per-tone
equalization (PTEQ) is proposed in [4]. The equalization is
now carried out in the frequency domain with a (complex)
multitap FEQ for each tone. This receiver scheme always re-
sults in a better performance while complexity during trans-
mission is kept at the same level.

In this paper, we apply the turbo principle in a per-tone
equalization-based receiver to further improve the perfor-
mance [5]. Turbo techniques have gained a lot of interest
since the introduction of the successful turbo codes in 1993
[6]. The underlying iterative receiver scheme, originally de-
veloped for parallel concatenated convolutional codes, is now
adopted in several other functional blocks, such as trellis-
coded modulation (TCM) [7], code-division multiple ac-
cess (CDMA) [8], turbo equalization [9, 10, 11]. In each of
these systems, suboptimal joint detection and decoding is
performed through the iterative exchange of soft informa-
tion between soft-input/soft-output (SISO) components.

This paper is organized as follows. We start with a de-
scription of the data model for a per-tone equalization-
based DMT system in Section 2. In Section 3, turbo-per-tone
equalization is derived. Approximations are considered in
Sections 4 and simulation results are given in Section 5.

Notation
Vectors consisting of time-domain samples or elements are
written in bold letters and are considered to be column vec-
tors, while frequency-domain scalars and vectors are denoted
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by capital letters. Matrices are written in bold capital letters.
0M×N is the all-zero matrix and IN the N × N identity ma-
trix. FN is the N ×N DFT matrix and IN is the N ×N IDFT
matrix. (·)∗ takes the conjugate of the argument, (·)H is the
Hermitian operator and (·)T the transpose. �{·} and �{·}
select the real, respectively, imaginary part of a complex ar-
gument. E{·} is the expectation operator (where E{x} is of-
ten abbreviated to x̄) and the covariance operator Cov(x, y)
is given by E{xyH} − E{x}E{yH}.

2. DATAMODEL FOR A PER-TONE
EQUALIZATION-BASED DMT RECEIVER

The following notation is adopted in the description of the
DMT system. N is the symbol size expressed in number

of samples and k is the time index of a symbol X (k)
n for

tone n (n = 1, . . . ,N) to be transmitted at symbol period

k. X (k)
n is taken from the 2Qn-ary QAM constellation Sn =

{α1,α2 · · ·αMn} (Mn = 2Qn) with Qn the number of bits

on tone n, and vector X (k)
1:N denotes [X (k)

1 · · ·X (k)
N ]T. Y (k)

n is

the demodulated output for tone n (after the FFT) and X̂ (k)
n

the symbol estimate (after per-tone equalization). Note that

X (k)
N−(n−2) = (X (k)

n )∗, n = 2, . . . , (N/2), and that similar equa-

tions hold for Y (k)
n . The index N − (n− 2) will be denoted as

n∗. Further, ν is the length of the cyclic prefix and s = N + ν
the length of a symbol including prefix. Finally, nl is addi-
tive channel noise and yl is the received (time-domain) signal
with l the sample index.

To describe the data model, we consider three successive
symbols X (t)

1:N to be transmitted at t = k − 1, k, k + 1, respec-
tively. The kth symbol is the symbol of interest, the previous
and the next symbol are used to include interferences from
neighboring symbols in our model. T is the equalizer length.
The received signal may then be specified as follows:


yks+ν−T+2

...
y(k+1)·s


 = H



X (k−1)
1:N

X (k)
1:N

X (k+1)
1:N


 +



nks+ν−T+2

...
n(k+1)·s




or y = HX + n,

(1)

where H(N+T−1)×3N includes modulation with IFFT, adding
of prefix and channel convolution. The channel impulse re-
sponse is assumed to be known at the receiver.

At the receiver, per-tone equalization (PTEQ) is per-
formed as described in [4]. The PTEQ coefficients can be
viewed as a complex multitap FEQ per-tone. For each tone n,
the equalizer input zn consists of T−1 (real) difference terms
∆y = [yks+ν−(T−2) − y(k+1)s−(T−2) · · · yks+ν − y(k+1)s]T, and

the nth output Y (k)
n of the FFT:

zn =
[
∆y
Y (k)
n

]
=
[
IT−1 0 −IT−1
0 FN (n, :)

]
︸ ︷︷ ︸

Fn

·y, (2)

with Fn a T× (N +T−1) matrix (a modified sliding FFT, see
[4]). We can rewrite this input zn as

zn = Fn(HX + n)

= GnX +Nn,
(3)

withGn a (T×3N) matrix andNn a noise vector of length T .

The equalizer output, that is, the estimate X̂ (k)
n of the trans-

mitted symbol X(k)
n , is obtained as

X̂ (k)
n = vHn · zn (4)

with vn the T-tap per-tone equalizer for tone n. These equal-
izer coefficients can then be optimized by solving a least-
square problem for each tone separately, hence the term “per-
tone equalization.” In general, giving each tone its optimal
equalizer leads to a 5–10% performance improvement over
time-domain equalization-based demodulation. For more
details, the reader is referred to [4].

3. TURBO-PER-TONE EQUALIZATION

3.1. General description
In a turbo equalization system, suboptimal joint equaliza-
tion and decoding is performed through the iterative ex-
change of soft information between a soft-input/soft-output
(SISO) equalizer and a SISO decoder. This soft information
about the transmitted bits cn, j is given as log-likelihood ratios
(LLR), defined as follows:

L
(
cn, j
) = log

P
(
cn, j = 1

)
P
(
cn, j = 0

) . (5)

This information exchange is difficult to realize in a time-
domain equalization- (TEQ-) based DMT receiver. Since the
output signal of the TEQ is a time-domain signal which does
not have a finite alphabet, it is not possible to express LLRs
based on these outputs. On the other hand, in a per-tone
equalization-based receiver, the equalization is carried out in
the frequency domain based on (distorted) QAM symbols.
A symbol mapping expresses the relation between the QAM
symbols and the coded bits, so LLRs can be easily deduced.
Per-tone equalization is thus more suited for the introduc-
tion of turbo techniques in the equalization procedure.

A DMT system using turbo-per-tone SISO equalization
and SISO decoding at the receiver is depicted in Figure 1. A
fundamental property of a SISO component is that the cal-
culated a posteriori LLR Lp can always be split up into an a
priori term La and extrinsic information Le:

Lp
(
cn, j
) = Le

(
cn, j
)
+ La

(
cn, j
)
. (6)

The extrinsic LLR can be viewed as an update of the avail-
able a priori information on the bit cn, obtained through
equalization or decoding. This extrinsic information, deliv-
ered by one component, is used as a priori information by
the other component, after (de-)interleaving, as can be seen
in Figure 1.

The SISO decoder uses the optimal (log-)MAP (maxi-
mum a posteriori) algorithm, or a suboptimal version of it
(max-log-MAP or SOVA) [12]. The SISO equalizer, as it was
first proposed by Douillard et al. [9], also applies theMAP al-
gorithm to the underlying trellis of the channel convolution.
However, for long channel impulse responses and/or large
symbol alphabets, this MAP-based equalization suffers from
impractically high computational complexity. A suboptimal,
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ûk,l

L
equ
a (cn, j) Inter-

leaver

Ldece (ck,i)

(b)

Figure 1: A turbo-per-tone equalization-based DMT system: (a) DMT transmitter; (b) DMT receiver based on a turbo-per-tone equalizer.
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Figure 2: SISO equalizer based on MMSE equalization.

reduced-complexity solution is to replace the MAP equalizer
by linear processing of the received signal, in the presence of a
priori information about the transmitted data. Several algo-
rithms can be found, such as linear equalization based on the
minimum mean squared error (MMSE) criterion [13], soft
intersymbol interference (ISI) cancellation [10], or MMSE
decision feedback equalization [11]. In this paper, we focus
on linear MMSE equalization using a priori information.

3.2. LinearMMSE equalization using a priori
information in a per-tone-based receiver

In an SISO equalizer based on MMSE equalization, as illus-
trated in Figure 2, the mean E{X (t)

p } � X̄ (t)
p and variance

Cov(X (t)
p ,X (t)

p ) � v(t)p of the transmitted data symbol X (t)
p are

first calculated (p = 1, . . . ,N) [13], given the a priori infor-

mation L(t)a (cp, j), j = 1, . . . ,Qp, with Qp the number of bits
on tone p for DMT symbols t = k − 1, k, and k + 1. Then

the equalizer estimates X̂ (k)
n using the observation zn (see (4)

and (3)) and taking into account that X̄ (k)
n∗ = (X̄ (k)

n )∗ and

v(k)n∗ = v(k)n ,

X̂ (k)
n = wH

n

(
zn −GnE{X} + gnX̄ (k)

n + gn∗ X̄
(k)
n∗
)
,

wn = Cov
(
zn, zn

)−1
Cov

(
zn,X (k)

n

)
,

(7)

where gn is the (N +n)th column of Gn. wn can be calculated
as [13]

wn =
[
GnRXXGH

n +
(
1− v(k)n

)(
gngHn + gn∗gHn∗

)
+ E

{
NnN

H
n

}]−1
gn,

(8)

with RXX = Cov(X,X). From the independence of the bits
c(t)p, j , it follows that the symbols X(t)

p are independent and
that the covariance matrix RXX is a 3N × 3N diagonal ma-

trix with variances v(t)p = Cov(X (t)
p ,X (t)

p ) on its diagonal
(t = k − 1, k, k + 1; p = 1, . . . ,N). Further

E
{
NnN

H
n

}
= FnE

{
nnH}FHn

= σ2N


 2IT−1 −fn
−fHn 1


, (9)

with fn = F H
N (n,N − T + 2 : N).

After MMSE equalization, we assume that the pdfs

p(X̂ (k)
n |X(k)

n = αi), αi ∈ Sn, are Gaussian so the parameters

µ(k)n,i � E{X̂ (k)
n |X(k)

n = αi} and (ν(k)n,i )
2 � Cov(X̂(k)

n , X̂ (k)
n |X(k)

n =
αi) can be easily calculated [8]. Then these values are used in
the estimation of the bit LLRs [8].

3.3. Complexity reduction
For the computation of the equalizer coefficients on tone
n, the covariance matrix Cov(zn, zn) has to be inverted, see
(7). This leads to a high computational complexity, which,
however, can be drastically reduced if we exploit the specific
PTEQ structure. As can be seen by combining (2) and (3),
the first T − 1 rows of Gn are common for every tone. We
will denote the first T−1 rows with the subscript “diff,” since
they act on or refer to the difference terms.

The covariance matrix can be split into submatrices, cor-
responding to the structure of Gn and E{NnNH

n }:

Cov
(
zn, zn

) =

 Dn dn
dHn un


, (10)
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Table 1: Complexity of the equalization procedure.

Operation Per iteration
For all tones

Interference estimation GdiffE{X} O(NuT)

Equalizer coefficients
D O(NuT2)
D−1 O(T3)

Per-tone

Interference estimation
2�{gdiff ,nX̄ (k)

n } O(T)
Gfft,nE{X} O(Nu)

Equalizer coefficients
un O(Nu)
dn O(NuT)

D−1
n , [Cov(zn, zn)]−1 O(T2)

Total (per DMT symbol) O(NuT(Nu + T))

where

Dn = D +
(
1− v(k)n

)(
gdiff ,ngHdiff ,n + gdiff ,n∗gHdiff ,n∗

)
= D + 2

(
1− v(k)n

)
�
{
gdiff ,ngHdiff ,n

} (11)

with

D = Cov
(
zdiff , zdiff

)
= GdiffRXXGH

diff + 2σ2N IT−1.
(12)

D is a (real) symmetric tone-independent matrix andDn is a
rank-1modification ofD to eliminate a priori information of
tones n and n∗.Gdiff is a (T−1)×3N matrix. The 3rd equality
follows from the fact that gdiff ,n∗ = g∗diff ,n. The inverse of the
covariance matrix can also be split into submatrices:

[
Cov

(
zn, zn

)]−1 =

 Bn bn
bHn tn


. (13)

By expressing that the product Cov(zn, zn)× [Cov(zn, zn)]−1

should be equal to the identity matrix, the submatrices Bn,
bn and tn can be found as follows:

pn = D−1n dn,

tn = 1
un − dHn pn

,

bn = −pntn,
Bn = D−1n − bnpHn .

(14)

In this computation, D−1n is needed. This inverse can be cal-
culated in an efficient way. Therefore, write Dn as

Dn = D + aaH +
(
aaH

)T
(15)

with a = √1− vn · gdiff ,n, and define

qn = D−1an,

cn = aTnqn = qTnan ∈ C,

dn = aHn qn = qHn an ∈ R.

(16)

By applying the matrix inversion lemma1 twice, it can be
shown that this inverse is equal to

D−1n =D−1−
2
(
1 + dn

)�{qnqHn }− 2�
{
c∗n qnqTn

}
(
1 + dn

)2 − ∣∣cn∣∣2 . (17)

The D−1 obviously should be calculated only once. This re-
duces the complexity of inverting Dn for all tones together
fromO(NuT3) toO(T3+NuT2), withNu the number of used
tones. The complexity of the equalization procedure is sum-
marized in Table 1. Typical values for downstream transmis-
sion are Nu ≈ NFFT/2 = 256 and T = 16, leading to a total
complexity of O(NuT(Nu + T)) (per iteration).

4. APPROXIMATE IMPLEMENTATION

The equalizer filter coefficients have to be updated for every
tone and for every iteration, based on the available a priori
information. To reduce this computational burden, we in-
troduce some approximations.

(i) Fixed equalizer coefficients in the first iteration. We can

assume that the previous symbol X(k−1)
1:N is perfectly known

from the previous equalization and decoding step, which
gives a zero variance for all the tones of the previous symbol.
Moreover, there is no a priori information available about

the symbol of interest X(k)
1:N nor about the next symbol X(k+1)

1:N .
This leads to fixed equalizer coefficients for the first iteration
which can be initialized before transmission. Only the mean
of the previous symbol has to be computed. The initialization
complexity is given in Table 1. In this way, the equalization
in the first iteration is similar to the conventional per-tone
equalization, with the only difference that the estimation of
the interference of the previous symbol is subtracted.

(ii) Partial iterative equalizer. Although the majority of
the intersymbol and intercarrier interference (ISI and ICI)
is already removed after the first iteration, the matched-filter
(MF) bound is not completely reached, especially on the low-
est tones located near the cutoff frequencies of the front-
end filters, see Figure 3. These tones are impaired by more

1More specifically, if A = B + ccH, then A−1 = B−1 − B−1ccHB−1/
(1 + cHB−1c).
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Figure 3: Matched-filter bound and SNR obtained after the first
iteration for a downstream ADSL channel (number of taps T = 16).

interference due to the nonlinear phase properties of these
filters. Since most of the tones already almost have maximum
SNR, there is no need to reestimate these tones by means
of iterative equalization. Only the lowest tones, for instance,
up to tone 80, are iteratively equalized. This partial iterative
equalization results in a complexity O(NuT(T + Nu,2)) with
Nu,2 the number of used tones which are reestimated from
the second iteration. For the given channel and background
noise, Nu,2 ≈ Nu/4. However, the bit extrinsic LLRs still have
to be computed for each tone and in every iteration, based on

the estimate of the transmitted symbol X̂ (k)
n and the available

a priori information (see Figure 2).
Simulations have shown that the number of equalizer

taps can be reduced compared to the noniterative per-tone
equalizer-based receiver. However, the fewer taps are used,
the more iterations are needed to obtain the same bit error
rate.

5. SIMULATION RESULTS

Time-domain simulations were performed for an ANSI
downstream ADSL loop (ANSI13 [14]) with additive white
Gaussian noise. The power spectral density (PSD) of the
transmitted signal was −40 dBm/Hz while the PSD of the
noise was varied between −124 and −129 dBm/Hz. For the
encoding, we chose a rate R = 9/10 recursive systematic con-
volutional (RSC) code of order 4, with an octal representa-
tion [15 31 37 27 25 13 21 23 33 35], as described in [15].
The interleaver length is 1780, being the total number of bits
included in one DMT symbol.

Natural mapping was selected for square constellations,
since natural mapping has a better performance than Gray
mapping in iterative schemes [16]. The number of equaliza-
tion taps was set to T = 8. The MAP decoding is done using
the dual code as described in [17]. Since the trellis is not ter-
minated, the last bits of the decoded sequence are more sen-

10−1

10−2

10−3

10−4

10−5

10−6

10−7

10−8

10−9

B
it
er
ro
r
ra
te

124 125 126 127 128 129

PSDn (dBm/Hz)

Iter. 1
Iter. 2
Iter. 3

Iter. 4
Iter. 5

Figure 4: BER versus PSD of the noise in the turbo-per-tone
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Figure 5: SNR improvement in the turbo-per-tone equalization-
based scheme with T = 8 and PSDn = −127 dBm/Hz.

sitive to errors. If we force the (de)interleaver to map well-
conditioned bits onto the end of the coded sequence, we can
reduce the BER at the end of the codeword.

From the second iteration, only the tones between tone
31(= lowest used tone)2 and tone 80 are reestimated (i.e.,
50 tones out of a total number of 213 used tones). The
number of iterations was set to 5. Figure 4 shows the bit
error rate (BER) versus the PSD of the noise (PSDn). In
Figure 5, it is depicted how the SNR on the lowest used tones

2Tones 31 to 37 can be used in an echo-cancelled system.
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Figure 6: BER versus number of taps in the turbo-per-tone equalization-based scheme for different noise PSDs: (a) PSDn = −125 dBm/Hz,
(b) PSDn = −126 dBm/Hz, (c) PSDn = −127 dBm/Hz, and (d) PSDn = −128 dBm/Hz.

improves throughout iterations (for a PSD of the noise of
−127 dBm/Hz). After 5 iterations, the SNR after the MMSE
equalization actually reaches the matched-filter bound.

Next, we varied the noise and the numbers of equaliza-
tion taps. Figure 6 shows the BER performance for the dif-
ferent numbers of taps and different noise PSDs (−125 to
−128 dBm/Hz). When less taps are used, almost the same
BER can be achieved but more iterations are needed. Vice
versa, less iterations are needed when more taps are used.

It can also be noted that for higher SNR, less iterations are
needed to reach convergence.

The comparison between the original per-tone equaliza-
tion and the turbo-per-tone equalization is based on equal
target bit error rates (BERs) for both schemes. The perfor-
mance is thenmeasured by the achievable capacity (bps). The
turbo scheme is initialized with a certain bit loading, which
gives rise to a specific BER for every iteration, whereas in the
original per-tone scheme, the bit loading is calculated given
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the BER. For noninteger bit loading, we have3

b =
∑
n

bn =
∑
n

log2

(
1 +

SNRn ·γc
Γ

)
, (18)

with γc the coding gain and Γ the SNR gap, which expresses
the distance between the theoretical Shannon capacity and
the practically achievable bit rate. The ADSL standard pro-
vides Reed-Solomon (RS) codes for the error correction with
a coding gain of 3 dB. The standard states that as an option

3There is no noise margin included in this calculation.

a 4D 16-state trellis code (the Wei code) can be concatenated
with an RS code. This concatenated coding scheme results in
a coding gain of 5.2 dB.

The SNR gap depends on the target BER, which is set
to 5 · 10−7. For a noise PSD of −127 dBm/Hz, one can see
from Figure 6c that this BER can be reached in the turbo
scheme with 5 iterations when 4 taps are used, with 4 itera-
tions when 6 taps are used, with 3 iterations when 10 taps are
used, or with 2 iterations when 24 taps are used. The capacity
of the turbo-PTEQ follows from the bit loading and results
in 6.50Mbps. This is compared to the original PTEQ with
two different coding schemes and different number of equal-
izer taps in Figure 7. It can be seen that the turbo-PTEQ per-
forms 12 to 16% better than the PTEQ scheme with 10 taps
and 9 to 13% better than the PTEQ scheme with 24 taps.

The turbo-PTEQ-based scheme is also compared with a
system that consists of a cascade of a conventional PTEQ and
a turbo decoder. The encoder consists of 2 parallel concate-
nated RSC codes of order 4 with a code rate of 18/19. In
this way, the concatenated scheme has the same code rate
as in the turbo-per-tone equalization scheme: 18 informa-
tion bits are encoded into 18 systematic bits and 2 parity
bits, one from each constituent encoder. Decoding is per-
formed using the dual code. The DMT block size is also set
to 1780 bits, but with a slightly different bit loading, depend-
ing on the number of equalizer taps used, since the low-
est tones cannot carry as much bits as in the turbo-PTEQ
scheme. Two different bit loadings are given in Figure 8. The
obtained BERs are shown in Figure 9 for different number of
taps in the turbo-coded system and for different noise PSDs
(−125 tot−128 dBm/Hz).When only a small number of taps
are used, there is almost no improvement performing itera-
tions. In general, convergence is reached after 2 iterations.
Comparing the turbo-per-tone equalization and the turbo-
coded scheme, it can be seen that, for the same number of
taps, the turbo-coded system has a better performance in the
first and the second iteration, but in further iterations the
turbo-per-tone equalizer outperforms the turbo-coded sys-
tem, especially for high SNRs and for a moderate number
of taps (T < 20). If we now set the target BER to 5 · 10−7,
we can deduce from Figures 6 and 9 how many iterations
are required to obtain this BER for a certain number of taps.
This is depicted in Figure 10. In the turbo-coded scheme at
least 12 taps are needed with a noise PSD of−127 dBm/Hz to
reach this BER, whereas in the turbo-PTEQ-based scheme,
for instance, 6 taps are sufficient, but one more iteration is
required.

6. CONCLUSIONS

In this paper, we have introduced the turbo principle in
per-tone equalization for DMT-ADSL modems. A receiver
scheme, where equalization and decoding are performed in
an iterative fashion, was presented. We have proposed to per-
form iterative equalization only on the tones where SNR im-
provement is still possible. It is shown that with the turbo-
per-tone scheme the matched-filter bound can be well ap-
proximated on all tones, and that this scheme performs
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Figure 9: BER versus number of taps in the turbo-coded scheme for different noise PSDs: (a) PSDn = −125 dBm/Hz, (b) PSDn =
−126 dBm/Hz, (c) PSDn = −127 dBm/Hz, (d) PSDn = −128 dBm/Hz.

significantly better than the original per-tone scheme. We
have also shown that the turbo-per-tone equalizer outper-
forms a concatenated system consisting of a per-tone equal-
izer and turbo decoding. Utilizing a turbo code instead of a
convolutional code in the proposed turbo-per-tone equaliza-
tion would increase the performance even further, but results
in a higher computational complexity. This setup is therefore
not considered in this paper since further reduction of the
complexity is still necessary and will be the subject of further
research.
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