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Abstract

A topology optimization methodology for optimizing cooling channels using an
approximate but low-cost flow and heat transfer model is presented. The flu-
id flow is modeled using the Darcy model, which is a linear problem that can
be solved very efficiently compared to the Navier-Stokes equations. The ob-
tained fluid velocity is subsequently used in a stabilized convection-diffusion
heat transfer model to calculate the temperature distribution. The governing
equations are cast in a monolithic form such that both the solid and fluid can
be modeled using a single equation set. The material properties: permeability,
conductivity, density and specific heat capacity are interpolated using the Solid
Isotropic Material with Penalization (SIMP) scheme. Manufacturable cooling-
channel designs with clear topologies are obtained with the help of a pressure
drop constraint and a geometric length-scale constraint. Several numerical ex-
amples demonstrate the applicability of this approach. Verification studies with
a full turbulence model show that, although the equivalent model has limitations
in yielding a perfect realistic velocity field, it generally provides well-performing
cooling channel designs.

Keywords: Darcy flow, Convective heat transfer, Cooling channels, Topology
optimization, length-scale control

1. Introduction

Many engineering products and processes such as engines, batteries and
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CPUs are subject to heat loading from combustion processes or Joule heating.
Other heat loads could be due to friction as in stamping or deep-drawing or come
from hot solidifying material used in injection molding or direct heat conduction
from the stamp in hot stamping processes. Most of this heat is harmful and
it is important to transport this heat away from the working zone such that
the final product complies with the tolerance requirements and to ensure a long
lifetime of both product and tool. Besides this, the successful repeated and
fast manufacturing of components also relies on the ability to control the local
temperature of the process.

A standard method to remove heat is by letting a cooling liquid pass through
channels in the heat generating component. A liquid cycling system would then
transport the heat from the component to a heat exchanger. An effective cooling
strategy depends on the distribution, periodicity and strength of potentially
multiple heat sources. Amongst different processes, some may prefer a low
temperature of the tool while others may benefit from a constant but higher
temperature. Layout and shape of the cooling channels hence become crucial
for the success of the manufacturing activities.

Much effort has already been invested by engineers and researchers in de-
signing efficient cooling systems [9, 16, 22]. A typical optimization approach
for cooling system design is by parametric optimization of channels in a prede-
fined layout. Tan et al.[25] introduce a gradient-based cooling channel design
methodology with parametrized geometric control points. Jarrett[17] uses the
distance and thickness of channels as parameters to optimize heat transport in
battery. Qiao[22] presents a 2D pipe section optimization design by using the
boundary element method. Wang et al.[27] use a numerical experience based
surrogate model for optimizing a 2D section design. Hu et al.[16] optimize a
pipe design in a 3D model by taking the structural scale as parameters. Choi
et al.[10] present a 3D channel design using a graphics pretreatment method to
simplify the physical domain. However, such approaches do not allow introduc-
ing new channels or altering connectivity of channels during the optimization
process.

The limitations of parametric optimization of cooling channels can be over-
come by topology optimization[5], which is a systematic design approach for
generating optimal material (here fluid) distributions. Originating from solid
mechanics[4], this methodology has been extended to a wealth of other physical
problems such as acoustics, electro-magnetics, heat transfer, fluid flow etc.

The general optimization of cooling channel systems involves flow simulation
and convective heat transfer. Topology optimization was first applied to Stokes
flow[6] and later extended to Navier-Stokes flow for low-to-moderate Reynolds
numbers [12] by using a lubrication model approximation of flow between flat
plates. An alternative interpolation model utilizing Darcy-Stokes flow was pro-
posed by Guest[15] based on Brinkman’s model[7] and Darcy’s Law. In the
lubrication approximation, a coefficient of viscous force is interpolated to con-
trol the flow. In the Darcy-Stokes model, the interpolation between solid and
fluid is based on a porous flow assumption. The two models are related and
they end up with similar structure where fluid flow in solid regions is penalized
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by an artificial force term proportional to the local velocity. The method was
further extended to transport problems[3] in the form of passive mixer design.
In recent years, problems including both forced and natural convection have
attracted much attention in the quest for optimizing cooling profiles and heat
exchangers. Dede[11] used a Brinkman model to optimize the cooling profile of
jet impingement surfaces. Heat-sink devices were designed using a Brinkman
penalization applied to the Stokes model in [18]. Yoon[28] focused on the forced
convection heat transfer problem using Navier-Stokes equations to describe the
fluid field. Alexandersen et al.[1, 2] focused on cooling by natural convection
in 2D and 3D problems. Zhou et al. [29] utilized a simpler engineering model
for topology optimization of conductive and convective heat transfer problems.
The latter uses the convective heat transfer coefficient to describe the convective
thermal load and thus the overall system is solved very efficiently.

For practical cooling channel design, the most widely used simulation mod-
els are turbulent flow models coupled with convective heat transfer via the
fluid velocity. Such complex models require non-linear solution schemes and
boundary capturing meshing for simulation, which is time-consuming and thus
unattractive for early stage conceptual design studies using topology optimiza-
tion. Hence, there is demand for an efficient model to predict the fluid and
temperature distributions using a computationally cheap but still sufficiently
accurate method.

In this paper, a Darcy (potential) flow-based topology optimization approach
is introduced for designing cooling channels. The temperature and heat trans-
port is modeled using a stabilized convection-diffusion heat transfer model on
top of the Darcy model. The modeling error between the Darcy and turbulent
flow model is compared with the commercial software COMSOL. By param-
eter studies suitable relations between the material properties involved in the
optimization process are found in order to minimize this error. The manufac-
turability of the resulting designs, i.e. clear black and white topology layouts
with strongly enforced mimimum length scale, are ensured using a combined
projection and geometric constraint approach (c.f. [23], [30]). The optimiza-
tion problem is solved by the method of moving asymptotes (MMA)[24]. The
optimized designs are verified with a complex thermo-fluidic model and show
a similar trend in optimized performance but the accuracy of the temperature
field cannot be guaranteed.

The remainder of the text is organized as follows. In section 2, the Darcy-
flow based convective heat transfer model is introduced and compared with
a turbulent flow based model. The material properties of the solid and flu-
id phases are also studied and equivalent parameters for the simplified model
are obtained. In section 3.1, the material interpolation, filtering and projec-
tion methods are introduced. Topology optimization formulation and related
constraints are discussed in section 3.2. Section 4 presents several numerical
examples with associated discussion. Conclusions are given in section 5.
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2. Physical model

Fig. 1 shows a generic cooling system design problem. The physical design
domain Ω consists of a solid phase domain Ωs, a water phase domain Ωw as
Ω = Ωs ∪ Ωw. The boundary of the domain Ω is divided into two parts, an
outlet boundary Γ1 and an inlet boundary Γ2. Boundary conditions such as
prescribed pressure, p = p0 or prescribed velocity, u ·n = u0, can be applied on
both inlet and outlet, where n is the normal vector of boundary Γ1 or Γ2. The
temperature at the inlet boundary is set constant T = T0. The remaining part
of the boundary ∂Ω \ (Γ1 ∪ Γ2) is a no-flow (u · n = 0) and isolating (∂T∂n = 0)
boundary. The heat source in Ωh represents the area that generates the heat
and gives rise to the cooling problem. This domain may be included for design
or kept as a passive solid zone depending on the problem approached.

Figure 1: Generic cooling system design. Ωw and Ωs denote the fluid and solid domains,
respectively, while Ωh denotes a heat source (solid). Γ1 and Γ2 denote outflow and inflow
boundaries, respectively.

2.1. Heat transfer model with Darcy flow

An internal flow problem is generally modeled using the incompressible
steady-state Navier-Stokes equations:

ρu · ∇u = −∇p+ µ∇2u− ρb, (1)

∇ · u = 0, (2)
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where u denotes the velocity field and p the pressure, µ is the dynamic viscosity,
ρ is the mass density and the vector b is the body force per unit mass. Viscosity
of the cooling fluids depends on temperature in general. The equations may be
solved assuming iso-thermal conditions as the temperature dependence is rather
weak for small temperature variations.

For active cooling strategies based on pumping of the fluid through the
channels, a turbulent flow model is generally needed to model the internal fluid
mixing as well as the thin boundary layer where most heat is exchanged. The
velocity is determined by friction in turn resulting in a pressure loss (gradi-
ent) across the component. In practice, turbulence models such as Reynolds-
averaged Navier-Stokes (RANS) can be utilized to simulate this flow. How-
ever, solving the non-linear Navier-Stokes equations is difficult in a topology
optimization setting and very time-consuming. For early conceptual design of
cooling layouts, fast simulation and low turnaround time are critical and hence
a computationally efficient model with acceptable accuracy is required.

Considering that the velocity profile of a fully turbulent flow is much flatter
than the parabolic fully developed laminar profile, we propose to approximate
the flow as an inviscid one by a Darcy potential flow model:

u = −κ
µ
∇p, (3)

where the velocity is proportional to the pressure gradient by the ratio of the
permeability κ and the viscosity µ. Inserting this into the incompressibility
condition and by ignoring the body force term yields the following model:

∇ ·
(
−κ
µ
∇p
)

= 0. (4)

The velocity profile of a Darcy flow in a confined channel is uniform and flat
without any boundary effects at all. However, by careful selection of the artificial
permeability of fluid and solid regions, it is possible to mimic the turbulent flow
conditions sufficiently well. Tuning and comparison between the Darcy flow
model and a turbulent RANS model is included in section 2.3.

Based on above Darcy flow model, the corresponding temperature field is
described by a convection-diffusion model as:

ρcpu · ∇T = k∇2T +Q, (5)

where T is the temperature field, k the thermal conductivity, cp is the specified
heat and Q is the volumetric heat source intensity. Together with (3), the
convective heat-transfer model becomes:

ρcp

(
−κ
µ
∇p
)
· ∇T = k∇2T +Q. (6)

2.2. Finite element analysis

With the standard Galerkin method, the finite element model is derived as:

Kpp = fp, (7)
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(Kt + C(p)) t = ft, (8)

where Kp is the permeability matrix and Kt the conductivity matrix. p is the
pressure vector and t is the temperature vector. fp and ft are the load vectors
for the pressure and temperature fields, respectively. C(p) is the matrix of the
convection term which depends on the pressure field. The equation system is
solved sequentially by first obtaining the pressure p and then the temperature
field t.

The matrices are obtained by assembling the element matrices

Kp =

Ne∑
n=1

ke
p =

Ne∑
n=1

∫
Ωe

κ

µ
BTBdΩ, (9)

Kt =

Ne∑
n=1

ke
t =

Ne∑
n=1

∫
Ωe
kBTBdΩ, (10)

C(p) =

Ne∑
n=1

ce(pe) =

Ne∑
n=1

∫
Ωe

N̂Tρcp

(
−κ
µ
Bpe

)T

BdΩ, (11)

where Ne is the number of elements, N is the shape function matrix and
B = ∇N is the gradient of the shape function matrix. The superscript e denotes
element matrices or vectors.

As the convection-diffusion problem is convection dominated, a streamline
upwind stabilization term [8, 19] is applied to alter the shape function in (11)
as:

N̂ = N +
he

2

(
u

‖u‖

)T

B, (12)

where he is the size of the element, u is elemental average velocity vector along
each coordinate direction and ‖u‖ =

√
uTu is the magnitude of velocity. The

right hand term of (7) is based on the inlet velocity:

fp =

∫
Γ2

NT (n · uin) dΓ, (13)

and the thermal loading, i.e. the right hand term of (8), is given as:

ft =

∫
Ωh

NTQdΩ. (14)

2.3. Model equivalence and material property studies

To verify the performance and accuracy of the Darcy flow model, it is com-
pared to a full-blown turbulent flow benchmark example with the same bound-
ary conditions. The setup is shown in Fig. 2(a), where a square domain provides
a heat source Ωh at the center. The fluid Ωw flows from the left inlet to the
outlet at the right end of a U-shaped channel. The radius of channels and fillets
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Table 1: Material properties for steel and water. Below the line the model specific properties
for permeability and viscosity are listed.

Unit Turbulent flow Darcy Flow

kw W/m·K−1 0.6 0.6
ks W/m·K−1 44 44
cpw J/kg·K−1 4200 4200
cps J/kg·K−1 460 460
ρw kg/m3 1000 1000
ρs kg/m3 7800 7800
µw Pa·s 0.001 0.001
µs Pa·s - 0.001
κw m2 - 2.5× 10−5

κs m2 - 2.5× 10−11

are set as R1 = 0.2D, R2 = 0.1D, R3 = 0.025D, where D = H = 0.5m is the
width of the design domain. The prescribed velocity at the inlet, of width Lin,
is uin = (0, u0)T , with u0 = 0.2m/s and the temperature is Tin = 0, correspond-
ing to a Reynolds number of Re = ρLinu0

µ = 20, 000. The outlet is modeled by
prescribing the pressure to pout = 0. The heat source generates a heat flux of
Q = 200kW/m3 and it shares material properties with the solid phase. The
material properties used are chosen to be similar to steel and water as listed in
Tab. 1.

(a) (b)

Figure 2: Problem settings used for comparison of models and tuning of parameters. Inlet
with prescribed flow velocity uin and temperature Tin. Outlet is an pressure outlet boundary
with p = 0. Design (a) has a large inlet and channel width. Design (b) has a thin channel.

To make a good equivalent model, the pressure, velocity and temperature
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fields should all ideally be close to those of the RANS model. We propose the
following procedure for obtaining the material properties needed for the Darcy
model. Three physical quantities of the Darcy and RANS models are chosen as
indicators of their similarity. They are the average velocity at the cross-section
indicated by a dashed line in Fig. 2, the pressure drop from the inlet to the
outlet, and the temperature at the center of the heat source, respectively.

First, since a convective heat transfer model requires an accurate flow veloc-
ity field, the permeability ratio is tuned in a way that ensures good agreement
between the flow velocities. As shown in Fig. 3, as κw

κs
grows, the error between

the two models is reduced both on a body-fitted mesh and a structured regular
(bi-linear) mesh in the Darcy model (see meshes in Fig. 4). When κw

κs
≥ 105,

the indicators become similar and thus we fix the permeability ratio to 106.
Second, the permeabilities of the water and solid phases in the Darcy flow

model are adjusted to make the pressure drops similar, which corresponds to
finding κw and κs such that:

∆pT ≈ ∆pD, (15)

where ∆p is the pressure drop between the inlet and outlet expressed as:

∆p =
1

|Γ2|

∫
Γ2

pdΓ− 1

|Γ1|

∫
Γ1

pdΓ. (16)

The pressure fields of the two models are compared in Fig. 4 column (a) and (b).
The pressure fields do not match perfectly because the Darcy flow model cannot
reflect the boundary and inertia effects of the turbulent flow model. However,
the pressure drop can be mimicked by appropriate choice of the artificial per-
meability in the water phase. The pressure drop is found to be linearly related
to κw or κs when the permeability ratio is constant. By artificially adjusting
κw, until ∆pT = ∆pD, the permeability of the water phase is finally chosen as
κw = 2.5 · 10−5m2 and hence for the solid phase κs = 2.5 · 10−11m2.

The detailed simulation results i.e. mesh, pressure field, velocity field, tem-
perature field and heat flux of both the turbulent and the Darcy flow models
are shown in Fig. 4. The simulation results of the RANS and Darcy models by
using a body-fitted mesh are compared in Fig. 4(a) and (b). The simulation
using the Darcy model on a structured mesh is given in Fig. 4(c).

As shown in Fig. 4(a) and (b), the temperature and velocity fields of the two
models exhibit visual agreement except for the low speed flow region along the
left boundary of the outlet pipe. However, the pressure fields do not fully match
except for the pressure drop between the inlet and outlet. The trajectories of
the convective heat flux shown in the fifth row of Fig. 4 share the same trend in
mainly concentrating at the interface between the liquid and solid phase near
the heat source. However, the magnitude of heat flux between Fig. 4(a) and (b)
varies due to the inability of describing the inertial effect by the Darcy model.
As observed in the velocity field, there is a clear low velocity zone near the
left wall of the right channel, which causes a high local temperature and thus

8



Figure 3: Comparison of two indicators obtained for the turbulent flow model and the sim-
plified Darcy model as a function of permeability ratio. κw = 2.5 · 10−5m2

a different heat flux distribution. In column (c), noise is observed from using
a structured regular mesh with a jagged boundary, which causes oscillations in
the temperature and velocity fields. The oscillation values are relatively small
in the liquid phase compared to the solid phase. It is worth noting that using
a structured mesh may cause oscillations in the temperature field in the liquid
phase and this error may be amplified into the heat flux field. Nevertheless, these
errors do not seem to jeopardize the proposed cooling channel optimization in
a significant way because the temperature field generally seems well described
by the equivalent model and this is a dominating factor in the optimization
process.

Apart from the turbulent flow effect, local recirculation may also affect the
heat exchange. Recirculation in channel flow usually occurs wherever there
are sudden changes of channel width, sharp corners or obstacles. In order to
avoid recirculation, length scale control is adopted in this paper in order to
yield designs with nearly uniform channel sizes. The details of the length scale
control will be introduced in section 3.4.

To show the effectiveness of the equivalent model under different flow con-
ditions, the effect of Reynolds number Re and the channel sizes are further
studied with the channels shown in Fig. 2. Three levels of Reynolds number
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Figure 4: Comparison of models: (a) Turbulent flow model (RANS) with CFD mesh, (b)
Darcy flow model with body-fitted mesh, (c) Darcy flow with structured regular mesh. For
the second row, the color legend on the left is for the RANS model and the one on the right
is for the Darcy models.
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Table 2: Error analysis of flow conditions.

Analysis cases u0 [m/s] Re ET

Wide
channel

0.20 20,000 7.5%
0.50 50,000 4.0%
1.00 100,000 2.3%

Narrow
channel

0.40 20,000 2.8%
1.00 50,000 1.2%
2.00 100,000 0.7%

Re = 20, 000, Re = 50, 000 and Re = 100, 000 are compared by changing the
velocity boundary condition. Two channel sizes are shown in Fig. 2, in which
the geometry of Fig. 2(b) has half of the channel width of that in Fig. 2(a).
The results are given in Tab. 2, where a temperature field indicator is used to
compare the accuracy of the equivalent model. The indicator is defined as the

relative error of the equivalent model: ET = |TR−TD|
TR

×100%, where TR and TD
are the temperatures at the center of the heat source of the RANS and Darcy
model, respectively. Note that, a body fitted mesh and a structural regular
mesh are used here for the RANS and the equivalent models, respectively. The
result shows that the error of the temperature field decreases when the Reynolds
number increases. Furthermore, for constant Re, the case with a narrower chan-
nel has a lower error in temperature, which is intuitively understandable since
this case will have more uniform flow and less back-circulation. Despite the
inaccuracies, the proposed model is nevertheless acceptable in an optimization
process, as will be discussed and demonstrated in section 4.3.

3. Topology Optimization

3.1. Parametrization and Material interpolation

The generic cooling system domain Ω shown in Fig. 1 is governed monolith-
ically by the Darcy flow based convection model. In order to perform topology
optimization, each finite element is annotated with a continuous physical den-
sity ξ̂e ∈ [0, 1] indicating whether it is filled with water ξ̂e = 0 or solid ξ̂e = 1.
A projection approach [13, 23] is employed to relate the element-based design
variables ξ ∈ [0, 1] to the physical densities ξ̃e by a smoothed Heaviside function:

ξ̃e =
tanh (βη) + tanh

(
β
(
ξ̂e − η

))
tanh (βη) + tanh (β (1− η))

, (17)

where

ξ̂e =
1∑

i∈Ne
Hei

∑
i∈Ne

Heiξi, (18)
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In the above equations, the weighting function H is determined by the distance
between the element e and its neighbourhood elements:

Hei =

{
rmin − ‖xi − xe‖, ‖xi − xe‖ ≤ rmin

0 otherwise
(19)

where rmin is the filter radius. In addition, the parameter β in (17) denotes the
steepness of the smoothed Heaviside function and η is the threshold value.

The physical density value ξ̃e is used to determine the material properties
of the governing equations. The permeability, conductivity, density and specific
heat capacity are defined by individual interpolation functions as:

κ = κs +
(

1− ξ̃
)pκ

(κw − κs) (20)

k = kw + ξ̃pk (ks − kw) (21)

ρ = ρw + ξ̃pρ (ρs − ρw) (22)

cp = cpw + ξ̃pcp (cps − cpw) (23)

where pκ, pk, pρ and pcp are penalization parameters. In this paper, linear
interpolations pk = pρ = pcp = 1 are used for conduction, density and specific
heat. A larger value pκ = 3 is used for stronger penalization of permeability.
Based on the author’s experiences, it is difficult to get clear topologies with
lower pκ values.

3.2. Optimization objective

In this paper, we focus on minimizing the mean temperature in the domain
Ω∗ using the objective functional5:

φ =
1

|Ω∗|

∫
Ω∗

TdΩ ≈ 1

N1
LT

1 t (24)

where L1 is an index vector with 1’s in nodes corresponding to the area consid-
ered, e.g. the heat source and N1 being the number of these nodes.

The optimization problem is now stated as:

min
ξ∈RNe

: φ

s.t. : Kpp = fp
(Kt + C(p)) t = ft
Ne∑
e=1

(
1− ξ̃e

)
(1− f)Ne

− 1 ≤ 0

hj ≤ 0, j = 1, 2, ...,M
0 ≤ ξe ≤ 1, e = 1, 2, ..., Ne

(25)

5The optimization objective for the cooling channel design could be any function of volume,
pressure or temperature.
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Figure 5: Disconnected of water phase ξ̃ distribution and pressure field(Pa)

where f is a predefined minimum volume fraction of solid and hj represents M
generic inequality constraints to be discussed later.

The adjoint method[20] is used to calculate the sensitivities of objective func-
tional and constraints where the details can be seen in Appendix A. The opti-
mization problem is solved using the Method of Moving Asymptotes (MMA)[24].

3.3. Pressure drop constraint

The pressure drop is an indicator of the energy cost for pumping fluid
through the cooling system. A functional evaluating the pressure drop con-
straint, assuming that the outflow condition is p = 0, can be written as:

h1 =
1

|Γ2|

∫
Γ2

pdΓ− h∗ ≈ 1

N2
LT

2 p− h∗ (26)

Where L2 is a vector representing the velocity inlet nodal set index, N2 is the
number of nodes and h∗ is the target pressure drop value.

The pressure drop constraint has a great impact on the channel shape in the
Darcy flow model. If a large pressure drop is allowed, the water phase may not
form a continuous domain e.g. a channel, but rather disconnect the phase, as
shown in Fig. 5. This phenomenon occurs because the porous flow model still
allows flow through the solid phase elements at the cost of a large pressure drop.
However, this can be alleviated by imposing a suitable pressure drop constraint
on the optimization problem.

3.4. Length scale control

With the proposed Darcy-flow based heat transfer model, narrow channels
surrounding the heat sources are sufficient for transferring the heat that diffuses
into the fluid. Such narrow channels however, are difficult to manufacture in
practice. Furthermore, as will be seen in later sections, applying the pressure
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constraint alone is unable to eliminate gray elements or to ensure channels of a
certain width. Therefore, it is critical to impose a strict minimum length scale,
in turn ensuring easily manufacturable designs.

The geometric constraint proposed by [30] is employed here to strongly im-
pose minimum length scale for the cooling channels:

h2 =
1

Ne

Ne∑
e=1

Ie ·
[
min

{(
ηd − ξ̂i

)
, 0
}]2
≤ ε, (27)

where
I =

(
1− ξ̂

)
exp

(
−r4 · |∇ξ̂|2

)
. (28)

In the above equations, I is a structural indicator function and r = rmin/he is
the number of elements covered by the filter radius. The threshold value ηd in
(17) is a user specified value (ηd < η) discussed below and ε is a small number to
compensate for numerical errors6. The actual minimum length scale on the final
design is governed by the filter radius rmin, provided that η = 0.5. According
to the discussions in [21], for a desirable length scale b, ηd can be determined
based on the following expression:

ηd =


1
4

(
b

rmin

)2

+ 1
2 ,

b
rmin
∈ [0, 1]

− 1
4

(
b

rmin

)2

+ b
rmin

, b
rmin
∈ [1, 2]

1, b
rmin
∈ [2,+∞)

(29)

e.g. a desired length scale of b = rmin is obtained for ηd = 0.75.

4. Numerical examples

4.1. Design of cooling channels for a localized heat source

The proposed method is first applied to design of fluid channels for cooling
a square heat source. The problem is the same as shown in Fig. 2(a), whilst
the set-up for topology optimization is illustrated in Fig. 6. The heat source
is located at the center of the design domain. The boundary conditions are
applied on the outer edges of two extended non-design domains (blue color),
which ensure that the flow essentially comes from one source even if it may split
when entering the design domain.

The U-shape model shown in Fig. 2(a) has a pressure drop of 8.17Pa and
the volume fraction of its water phase is 0.425. Inspired by this reference we
impose a pressure drop constraint of h∗ = 8.00Pa and upper bound the fluid
volume fraction to 0.2, i.e. f = 0.8. The design domain is discretized using

6Theoretically for a continuous formulation, a minimum length scale is strictly satisfied if
ε = 0.0. However, in practice due to discretization error, it is pertinent to relax the constraint
by a small number ε. More details can be found in [30].
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Figure 6: Design domain and passive domains

100× 100 4-node rectangular elements. The filter radius is set to rmin = 0.02m,
corresponding to a minimum length scale of 4-element lengths. The projection
parameter β is set to 16 from the beginning of the optimization and the MMA
parameters are modified as suggested in [14]. An external move limit of 0.05 is
implemented for these examples. The geometric constraint parameter ε = 10−6

is chosen according to the suggestions in [30].
In the following two sub-sections, the optimization results with different ini-

tial guesses as well as several continuation strategies are compared to investigate
the behavior of the proposed approach and find appropriate parameter settings.

4.1.1. Uniform initial guess

The optimization results for a uniform (gray) starting guess, using different
strategies and constraint values are shown in Fig. 7, while the specifics of the
individual strategies are listed in Tab. 3. The first column in Fig. 7(A1-D1)
represents the initial guesses for each case while the second column shows the
converged designs without imposing the geometric constraint. The stopping
criterion is based on the change in objective functional going below ∆φ ≤ 0.001
and all constraints being satisfied. The third and the fourth columns represent
the optimized designs when the pressure constraint (by continuation) and the
geometric constraint have been imposed, respectively. The corresponding op-
timization statistics including values of objective and constraint functions are
listed in Tab. 4.

For case A, the optimization starts with the target pressure constraint h∗ =
8.00Pa and no continuation strategy is used. The optimized design shown in
Fig. 7(A2) exhibits a clear topology but gray elements and loosely connected
thin channels appear around the heat source. These are non-physical and un-
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Figure 7: The optimized topology after step (1)∼(4) of strategy A∼E.
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Table 3: Optimization strategies

Strategy A B C D E

Initial/step 1 uniform uniform uniform uniform U-shape
β = 16 β = 16 β = 16 β = 16 β = 1
h∗ = 8 h∗ = 16 h∗ = 12 h∗ = 16 h∗ = 16

Step 2 - - - - β = 1 ∼ 16
Step 3 - - h∗ = 12 ∼ 8 h∗ = 16 ∼ 8 h∗ = 16 ∼ 8
Step 4 IGC IGC IGC IGC IGC

IGC: Implement geometric constraint

Table 4: Performance for optimized resigns using Strategy A∼E including volume, pressure
drop and geometric constraint value.

Obj. Vol. ∆p h2

(A-1) 2.92 0.18 187.50 -
(A-2) 1.88 0.20 8.00 -
(A-4) 1.92 0.20 6.50 1× 10−6

(B-1) 2.92 0.18 187.50 -
(B-2) 1.86 0.20 15.99 -
(B-4) 1.90 0.20 16.00 9.98× 10−7

(C-1) 2.92 0.18 187.50 -
(C-2) 1.86 0.20 12.00 -
(C-3) 1.88 0.20 8.00 -
(C-4) 1.88 0.20 8.00 9.99× 10−7

(D-1) 2.92 0.18 187.50 -
(D-2) 1.86 0.20 15.99 -
(D-3) 1.89 0.20 8.00 -
(D-4) 1.89 0.20 8.00 9.99× 10−7

(E-1) 4.70 0.425 8.17 -
(E-2) 1.85 0.20 16.00 -
(E-3) 1.88 0.20 8.00 -
(E-4) 1.88 0.20 8.00 9.98× 10−7
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desirable from a manufacturing point of view. After introducing the geometric
constraint for imposing a minimum length scale, more clear and wider channels
are observed, as shown in Fig. 7(A4). It is worth mentioning that a shortcut
channel that directly connects the inlet and outlet appears in the converged
design. Essentially, this channel contributes little to heat transport since it is
far away from the heat source. It appears because of the strong influence of
the pressure drop constraint which is satisfied by introducing this bypass. Fur-
thermore, it is found that the geometric constraint has an even stronger impact
than the pressure drop constraint on the channel geometry. As seen from Tab.
4, the latter is inactive in the final optimized design because all channels are
forced wide enough to ensure a small pressure drop.

Case B shows the optimization with a different pressure drop constraint
h∗ = 16.00Pa. The first design shown in Fig.7(B2) exhibits a clear topology
but still with gray elements. In this case, the bypass channel disappears due to
the relaxed pressure drop constraint. By introducing the geometric constraint,
a topological change is observed as one of the fluid channels gets disconnected.
The overall geometry of the channel is also optimized accordingly. It is worth
noting that the pressure drop constraint is active for the final design, hence the
geometric constraint is not dominating the pressure drop constraint.

Case C starts with a pressure drop constraint h∗ = 12.00Pa which is tight-
ened to h∗ = 8.00Pa after the initial convergence (i.e. reaching the stopping
criterion). Fig. 7(C2) shows the first converged design that contains a thin
gray channel. After the pressure drop constraint is tightened, the channel be-
comes wider in order to satisfy the constraint. Gray elements still exist in Fig.
7(C3) but disappear after introducing the geometric constraint, as shown in Fig.
7(C4). A clear topology with a strict minimum length scale is obtained at the
end.

Case D starts with a pressure drop constraint of h∗ = 16.00Pa and the first
result is the same as that of Case B, shown in Fig. 7(D2). Then, the pressure
drop constraint is tightened to h∗ = 8.00Pa as in Case C. The optimized design
in Fig. 7(D3) exhibits a channel surrounding the heat source without resorting
to additional channels. After the geometric constraint is applied, the channels
surrounding the heat source eventually satisfy the same length scale, which is
shown in Fig. 7(D4).

4.1.2. U-shape initial guess

In this subsection, a U-shaped channel initial design as shown in Fig. 7(E1)
is used as starting guess and the corresponding results are listed in the fifth
row of Fig. 7. An upper pressure drop value h∗ = 16.00Pa is initially set
and β continuation increasing from 1 to 16. The converged design shown in
Fig. 7(E2) exhibits a similar topology as in the initial guess study Case D2.
Then, the pressure drop constraint is adjusted to h∗ = 8.00Pa, for which the
optimized design shown in Fig. 7(E3) is only slightly different from (D3). Once
the geometric constraint is applied, a clear channel topology is obtained as
shown in Fig. 7(E3). The length scale of the design is also well controlled. The
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final optimized design is similar to that of Case D and both designs perform
almost equally with objective values of 1.88 and 1.89, respectively.

4.1.3. Discussion and verifications

From the above study, it can be seen that different optimization strategies
lead to different topologies, although with very similar objective values. This
indicates a flat optimum with non-unique solutions, which is common in topol-
ogy optimization where optimized designs may exhibit different topologies but
share similar objective values. In the presented cooling channel design, different
implementations of the pressure drop constraint lead to different topologies, e.g.
Design (A4-C4) and (B4-D4). However, verifications by the RANS model show
good cooling performances for all designs. These local minima may be useful in
giving engineers more options in an actual design process.

The continuation scheme applied on the pressure-drop constraint affects the
final channel distribution significantly. A tight pressure drop constraint will
result in extra fluid channels, which may contribute little to the actual heat
transfer but mainly to satisfy the target pressure-drop value. First relaxing and
then gradually tightening it can result in a more meaningful channel layout.
Comparing column (2) or (3) with (4) of Fig.7, gray scale elements are signif-
icantly reduced, which indicates that the geometric constraint is important to
ensure a clear 0-1 design with a well-controlled minimum length scale.

The pressure, velocity and temperature fields of two initial guesses as well as
the optimized design (D4) are given in Fig. 8. The heat source region becomes
much cooler after the optimization process which demonstrates the effectiveness
of the optimization. Moreover, Fig. 9 compares the verification results of de-
sign (D4) using the RANS model and Darcy model. Column (a) and (b) use
smooth body-fitted meshes at the interface between solid and water and column
(c) uses a structured regular mesh. The pressure drop in the turbulence model
is much higher than for the Darcy model due to friction loss and the velocity
profiles differs clearly due to the absent inertia exemplified by the flow below
the heat source. The velocity boundary effects of the RANS model cannot be
fully represented by the Darcy model and as a result, we observe clear differ-
ences between the two velocity profiles. Also when a structured regular mesh is
used, the velocity profile has oscillation at boundaries due to the jagged edges.
Nevertheless, the Darcy model gives the same trend of channel flow including
the position of maximum velocity and lower values at corners. Since the heat
transfer model is directly related to the velocity field, the temperature fields in
the two models are also similar, but with errors due to the mesh resolution. The
convective heat fluxes in the two models also exhibit the same trend, except for
slight oscillations due to jagged edges of the structured mesh.

4.2. Design of cooling channels with a distributed heat load

4.2.1. Problem description

The proposed approach is further applied to design channels through a
square domain (L = 0.5, H = 0.5) subject to distributed heating. As shown
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Figure 8: Pressure, velocity (left column) and temperature (right column) distribution:(a-b)
U-shape initial guess, (c-d) uniform initial guess, (e-f) optimized result.
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Figure 9: Verification using (a) RANS model with body fitted mesh; (b) Darcy flow model
with body fitted mesh; (c) Darcy model with structured mesh. The color legend on the left
of the first row is for the pressure field of the RANS model. The legend on the right is for the
Darcy model.
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(a) Corner Position (b) Centerline Position

Figure 10: Uniform heat source distribution case with two new inlet and outlet positions:
Corner position(a) and centerline position(b)

Table 5: Performance verification of optimized designs in Fig. 11 and Fig. 12

Optimization φ φpost Vol. ∆p h2

case Darcy RANS Darcy

Corner position

Reference design 3.38 7.20 0.56 4.26 -
Uniform b = 4 1.81 2.74 0.56 3.55 5× 10−6

Uniform b = 6 2.10 4.49 0.56 3.39 5× 10−6

Initial guess b = 6 2.73 3.52 0.56 4.26 5× 10−6

Centerline position

Reference design 4.72 14.72 0.56 2.39 -
Uniform b = 4 1.84 3.73 0.56 2.39 5× 10−6

Uniform b = 6 3.16 6.29 0.56 2.39 5× 10−6

Initial guess b = 6 2.36 13.34 0.56 2.39 5× 10−6

in Fig. 10, two cases with the inlet and outlet located at the corner and center-
line positions are considered, which is an engineering problem given in [25]. The
square design domain is heated uniformly by a distributed flux Q = 20kW/m3

and passive domains are defined for both solid and fluid phases along the ver-
tical boundaries. For comparison, two reference designs, shown in the left-
most columns of Fig. 11 and Fig. 12, are analyzed. Their pressure drops are
h∗ = 4.26Pa and h∗ = 2.39Pa, respectively. These values are used as reference
for the following optimizations. The volume fraction of the water phase is set
to 0.44, i.e. f = 0.56, which is the same for both reference designs.

4.2.2. Optimization and verification

Fig. 11 and Fig. 12 show the results of the corner and centerline cases
respectively. For each case, three sets of optimized results that come from a
uniform gray initial guess as well as the reference design are compared and veri-
fied. The designs shown in column (1) and (2) are obtained with the same gray
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Figure 11: Verification of the Corner-position case using Darcy and RANS models: tempera-
ture and flow velocity distributions.
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Figure 12: Verification of Centerline-position case using Darcy and RANS models: tempera-
ture and flow velocity distributions.
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initial guess but different length scales of 4 and 6 elements, respectively. Strat-
egy A from the previous example is applied here (first β = 16, then geometric
constraint). The design in column (3) is initiated with the reference design em-
ploying a length scale of 6 elements. The geometric constraint is applied after a
proper topology is formed by continuously increasing ηd from 0.5 to 0.75. Note
that the reference design has a length scale of 6 elements.

Objective functional and constraints values are summarized in Tab. 5. Both
cases exhibit common trends on the various aspects. First, the optimized de-
signs always behave better with lower average temperatures and lower pressure
drops than the reference designs under the same or a smaller length scale. This
indicates that the proposed method is effective in yielding more efficient heat-
transfer channels than simple intuition. Second, by comparing the designs in
column (1) and (2), it is apparent that the smaller the channel width, the better
the heat transfer capability. This complies with the previous observations on
the heat being transported by a thin layer of fluid near the boundary. Also,
narrower channels provide better distribution of the cooling agent. Third, the
optimized result in column (3) outperforms the intuitive design but performs
worse than the two that start from a uniform gray, which underlines that the
optimization process is initial-design dependent.

The optimized designs are further verified using the RANS model and the
verification results generally follow the same trend as the above observations
for the Darcy model. It is noted that the velocity fields shown for the Darcy
and RANS models exhibit more differences in Fig.12 than those in the previous
U-shape example in (Fig. 9). In the current case, there are more branches in
the design domain where the width of each branch has almost the same width
as the inlet. The direct flow path from inlet to outlet seems to have much higher
velocity than other paths due to inertia. As inertia is absent in the potential
Darcy model it is observed that secondary flow paths have higher speeds than
those reported by the RANS model, which are almost zero as seen in Fig.12. This
difference yields a lower mean temperature for the Darcy model compared to
that of using the RANS model. In practice, a full-blown fluid model is required
for an accurate heat-transfer simulation. Besides, there are indeed difference
between Darcy and RANS flow simulation.

4.3. Discussion

In this section, the impact of the pressure drop constraint is first studied.
Fig.13 shows the optimized designs by using three different pressure drop con-
straints. Design (a) and (c) are obtained with 95% and 105% of the pressure
constraint used for design (b), respectively. It is found that the optimized topol-
ogy varies significantly for different pressure drop constraints. However, all three
designs have a similar objective value according to the verification results in Tab.
6 and better cooling capability than the reference design.

To study the effects of Reynolds number, the centerline position case is
further studied with three different inlet flow velocities as shown in Fig. 14 (a-
c). The pressure drop constraint of each case is chosen according to the pressure
drop level of the reference design as shown in Fig. 11. Besides, the optimization
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(a) ∆p = 2.279Pa (b) ∆p = 2.395Pa (c) ∆p = 2.514Pa

Figure 13: Centerline position case optimized result under different pressure drop constraint
value. (a) and (c) are chosen by declining 5% and raising 5% than design (b)(case (1) in
Figure 12).

Table 6: Results of designs in Fig. 13 under different pressure drop constraints

Objective φ φpost Vol. ∆p
result functional Darcy RANS Darcy

(a)u0 = 0.20m/s Reference design 4.72 14.72 0.56 2.39
Re = 10, 000 optimized 2.63 5.33 0.56 2.28

(b)u0 = 0.20m/s Reference design 4.72 14.72 0.56 2.39
Re = 10, 000 optimized 2.92 5.69 0.56 2.39

(c)u0 = 0.20m/s Reference design 4.720 14.72 0.56 2.39
Re = 10, 000 optimized 2.97 7.37 0.56 2.51

process started with a uniform grey distribution and the volume constraint is
set for f = 0.56. The verification results in Tab. 7 show that all the optimized
results exhibit better cooling performances than the reference design, despite
the simulation error between the full-blown model and the proposed equivalent
model.

5. Conclusions

Topology optimized cooling channels are designed using a simplified ap-
proach based on a Darcy-flow based convective heat transfer model. Upon
calibrating the parameters and material properties of this linear model, it serves
as an efficient and viable alternative to a turbulent flow model for topology op-
timization. Importantly, the computational gain compared to a more accurate
turbulent flow simulation is desirable at the early conceptual design stage, when
the details of the channel features are unknown and performing a full-blown tur-
bulent flow simulation is computationally too intensive. However, due to lack
of the inertia term, the equivalent model cannot fully replace the RANS mod-
el when describing the turbulent flows and the actual temperature field. The
optimization results hence still need verification by a turbulence model. Impos-
ing a minimum length scale on the channel designs by geometrical constraints
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(a) Re = 50, 000 (b) Re = 10, 000 (c) Re = 5, 000

Figure 14: Centerline position case optimized result under various Reynolds number that
with velocity boundary condition (a)u0 = 1.00m/s, (b)u0 = 0.20m/s(design(1) in Fig. 12)
and (c)u0 = 0.10m/s.

Table 7: Results of designs in Fig. 14 under different Reynolds numbers

Objective φ φpost Vol. ∆p
result functional Darcy RANS Darcy

(a)u0 = 1.00m/s Reference design 2.02 6.65 0.56 11.88
Re = 50, 000 optimized 1.67 2.40 0.56 11.88

(b)u0 = 0.20m/s Reference design 4.72 14.72 0.56 2.39
Re = 10, 000 optimized 2.92 5.69 0.56 2.39

(c)u0 = 0.10m/s Reference design 8.83 20.16 0.56 1.12
Re = 5, 000 optimized 3.51 8.32 0.56 1.12

is found important not only to ensure manufacturability but also to suppress
intermediate densities during the optimization. The pressure drop constraint
turns out to be necessary in obtaining energy-efficient and meaningful channel
designs. Although the case study is initial-design dependent, the approach gives
reasonable results with the proposed design strategies.
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Appendix A. Sensitivity analysis

By help of the adjoint method [20], the objective functional is augmented
by the product of adjoint fields and the residuals:

φ̂ = φ+ λT
t ((Kt + C (p)) t− ft) + λT

p (Kpp− fp) , (A.1)
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where the convection term can be split such that the stabilization term is written
separately, yielding:

C = C1

(
ξ̃,p

)
+ C1uw

(
ξ̃,p,u

(
ξ̃,p

))
, (A.2)

with the expanding formulation are:

Ce
1 =

∫
Ωe

ρcpN
T

(
−κ
µ
Bpe

)T

BdΩ, (A.3)

Ce
1uw =

∫
Ωe

ρcp
k̃

2
BT u

‖u‖
uTBdΩ, (A.4)

then assembling to the global matrix getting C1 and C1uw. The gradient of the
Lagrangian function (A.1) is calculated by:

dφ̂

dξ̃
=
∂φ

∂ξ̃
+
∂φ

∂p

dp

dξ̃
+
∂φ

∂t

dt

dξ̃

+ λT
t

(
dKt

dξ̃
t +

∂C

∂ξ̃
t +

∂C

∂p

dp

dξ̃
t− dft

dξ̃
+ (Kt + C)

dt

dξ̃

)
+ λT

p

(
dKp

dξ̃
p− dfp

dξ̃
+ Kp

dp

dξ̃

)
, (A.5)

where dft
dξ̃

and
dfp
dξ̃

are equal to zero due to the applied load not depending on

the design variable. By collecting all the terms that contain the dt
dξ̃

and dp

dξ̃
,λt

and λp can be calculated as:

λt = − (Kt + C)
−T ∂φ

∂t
, (A.6)

λp = −Kp
−T

(
∂φ

∂p
+ λT

t

∂C

∂p
t

)T

, (A.7)

where
∂φ

∂t
= LT. (A.8)

Here we need to notice that on boundary Γ2, T = 0, so that ∂φ
∂t = 0, and on

boundary Γ1, p = 0, so that ∂φ
∂p = 0.The ∂C

∂p term contains the gradient of the

convection term ∂C1

∂p and stabilization term ∂C1uw

∂p which are discussed below.
In the gradient formulation of objective functional the convection term is always
multiplied with the temperature vector t. Consider the gradient of their product
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terms as:

∂C1

∂pe
te =

∂

∂pe

∫
Ωe

ρcpN
T
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−κ
µ
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)T

BdΩ

 te

=
∂
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T

(
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µ
Bte

)T
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=

∫
Ωe

ρcpN
T

(
−κ
µ
Bte

)T

BdΩ = Ce
2. (A.9)

Then multiply term dpe

dp , which is a 4×N sparse matrix that only has 4 elements

equal to 1, assembly formula (A.9) and can be written as

∂C1

∂p
t = C2 (t) . (A.10)

The upwind term is a function of u, the derivation with respect to p can be
calculated from the element as:

∂C1uw

∂pe
te =

∂c1uw

∂ue

∂ue

∂pe
te (A.11)

=

∫
Ωe

he
2
ρcpB

T ∂

∂ue

(
ueueT

‖ue‖

)
∂ue

∂pe
BtedΩ, (A.12)

where the derivative term of velocity ∂
∂ue

(
ueueT

‖ue‖

)
can be calculated as two 4×4

matrices, multiplied with term ∂ue

∂pe = −κµB, which is a 2× 4 matrix integrated
on element. Then the same assembly and multiply process as the convective
term, the formula (A.12) can be written as:

∂C1uw

∂p
t = C2uw (t) . (A.13)

And the term ∂C
∂p t can be calculated as C2 + C2uw. The sensitivity analysis

result is compared with the finite difference result. The relative error in a
100 × 100 elements case is less than 0.5%. The rest sensitive analysis of filter,
volume constraint and pressure drop constrain can be easily found in [23, 26, 3].
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