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Abstract 

Background  Recent Convolutional Neural Networks (CNNs) perform low-error reconstruction in fast Magnetic Reso-
nance Imaging (MRI). Most of them convolve the image with kernels and successfully explore the local information. 
Nonetheless, the non-local image information, which is embedded among image patches relatively far from each 
other, may be lost due to the limitation of the receptive field of the convolution kernel. We aim to incorporate 
a graph to represent non-local information and improve the reconstructed images by using the Graph Convolutional 
Enhanced Self-Similarity (GCESS) network.

Methods  First, the image is reconstructed into the graph to extract the non-local self-similarity in the image. Second, 
GCESS uses spatial convolution and graph convolution to process the information in the image, so that local and non-
local information can be effectively utilized. The network strengthens the non-local similarity between similar image 
patches while reconstructing images, making the reconstruction of structure more reliable.

Results  Experimental results on in vivo knee and brain data demonstrate that the proposed method achieves better 
artifact suppression and detail preservation than state-of-the-art methods, both visually and quantitatively. Under 1D 
Cartesian sampling with 4 × acceleration (AF = 4), the PSNR of knee data reached 34.19 dB, 1.05 dB higher than that of 
the compared methods; the SSIM achieved 0.8994, 2% higher than the compared methods. Similar results were 
obtained for the reconstructed images under other sampling templates as demonstrated in our experiment.

Conclusions  The proposed method successfully constructs a hybrid graph convolution and spatial convolution 
network to reconstruct images. This method, through its training process, amplifies the non-local self-similarities, sig-
nificantly benefiting the structural integrity of the reconstructed images. Experiments demonstrate that the proposed 
method outperforms the state-of-the-art reconstruction method in suppressing artifacts, as well as in preserving 
image details.
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Background
Magnetic Resonance Imaging (MRI) is an indispensable 
non-radiative medical imaging technology with excel-
lent tissue resolution. However, its practical application 
is constrained by inherently long data acquisition times, 
a limitation that has sparked considerable interest in the 
acceleration technique [1]. Among these, parallel imaging 
[2] and undersampling [1] strategies have been promi-
nently pursued to expedite MRI data acquisition. While 
undersampling is a viable approach to speed up data 
acquisition, it tends to introduce artifacts into the images. 
Compressed Sensing (CS) [1] has emerged as a powerful 
approach to address these artifacts by leveraging image 
sparsity in a transform domain, especially under an adap-
tively trained sparse representation [3, 4]. Additionally, 
in pursuit of enhanced sparsity, several methodologies 
have been explored to incorporate prior knowledge from 
similar image patches [5–7]. For instance, the non-local 
total variation (NLTV) [7] explores the similarity by 
measuring the Gaussian distance of image patches and 
using the weighted total variation to sparsity image pix. 
The patch-based non-local operator (PANO) [5] learns 
similarity through grouping similar patches of a pre-
reconstruction of the target image and sparsify grouped 
patches with 3D wavelets. The graph-based redundant 
wavelet transform (GBRWT) [6], by viewing each patch 
as a node on a graph and the difference of image patch 
as the edge, the similarity is denoted as a shortest travel 
over the graph. The order of traveling each node (image 
patch) is also the order of sorting image pixels. Then, 1D 
wavelets is used to sparsify the sorted image pixels. These 
advanced techniques rely on a pre-reconstructed image 
to ascertain the similarity, thus the reconstruction may 
be unsatisfactory if the pre-reconstruction is not good 
under high acceleration factor of fast sampling [8]. This 
emphasizes the ongoing need for improvements in MRI 
reconstruction methodologies to achieve high-quality 
imaging efficiently.

Inspired by deep learning [9–11], initial approaches to 
deep learning-based MRI reconstruction predominantly 
employed Convolutional Neural Networks (CNNs) to 
carry out the reconstruction process [12–26]. These early 
deep learning models, leveraging convolutional kernels 
learned from MRI image datasets, excelled in captur-
ing local spatial details within the grid-like structure of 
images, thereby demonstrating a robust capability for 
feature representation. Recent innovations have further 
expanded these capabilities. For instance, the SOGAN 
[27] framework introduces compact attention maps to 
encapsulate long-range contextual information across 
both vertical and horizontal planes, thereby signifi-
cantly elevating the quality of MRI reconstruction. Simi-
larly, DONet [28] explores multi-scale spatial-frequency 

features, while MD-Recon-Net [29] enhances reconstruc-
tion efficiency by operating in parallel across k-space and 
spatial domains. Additionally, DC-WCNN [30] intro-
duces the use of wavelet transform as an alternative to 
traditional pooling layers to extract multiple information 
in MRI images. These addressed the limitations of earlier 
models that primarily focused on local features. How-
ever, these methods often overlooked the potential of 
non-local self-similarity within images.

The emergence of graph structures to encapsulate 
adjacency relationships presents a novel way to model 
non-local interactions within data [31–34]. However, 
conventional Convolutional Neural Networks (CNNs) 
are not inherently equipped to leverage these graph 
structure. The Similarity-Guided Graph Neural Network 
(SGGNN) [35] creates a graph to represent the pairwise 
image relationships and utilized the similarity between 
images to learn the edge weights with rich labels of gal-
lery instance pairs directly.

Building on these insights, we propose a Graph Convo-
lution network with Enhanced Self-Similarity (GCESS) to 
reconstruct MRI images from undersampled k-space data. 
This method leverages aggregating similar image patches 
as prior information and employs graph convolution to 
filter these sets of similar patches. Accurately estimating 
self-similarity is crucial for the effectiveness of graph con-
volutional neural networks. Ideally, optimal self-similarity 
should be estimated on a fully sampled image, which is not 
available in fast MRI. To alleviate this problem, we propose 
to estimate self-similarity from a pre-reconstructed image 
obtained by a conventional reconstruction method SPIRiT 
[36]. During the training phase, graph filters undergo 
refinement, enhancing the self-similarity within the images 
by restoring the graph nodes. Furthermore, a spatial con-
volution process is incorporated to simultaneously leverage 
local and non-local information for more effective image 
reconstruction. This dual approach ensures a comprehen-
sive utilization of available data, optimizing the reconstruc-
tion process. Our main contributions are: 1) The non-local 
self-similarity guided graph convolution is combined with 
local spatial convolution for improved MRI reconstruc-
tions. 2) Comprehensive evaluations on in  vivo datasets, 
illustrating that GCESS surpasses existing state-of-the-art 
methods in visual and quantitative metrics, particularly in 
reducing artifacts and enhancing detail preservation. The 
GCN-Unet framework [37] has been suggested in our pre-
vious work as a solution to the over-smoothing issue inher-
ent in Graph Convolutional Networks (GCN), specifically 
for processing non-local information in MRI image recon-
struction. However, it did not thoroughly analyze the graph 
representation of non-local self-similarity. And by combin-
ing non-local and local information, a different network 
structure is proposed in the proposed method.
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Methods
In this section, we introduce the entire implementation 
process of Graph Convolution network with Enhanced 
Self-Similarity (GCESS) in detail. The GCESS network 
innovatively integrates graph convolution with spatial 
convolution, leveraging both non-local self-similarities 
and local information to enhance MRI image reconstruc-
tion. Specifically, we employ a patch graph to capture 
non-local information, connecting MRI image patches 
through nodes that represent vectorized patches, with 
the weight of edges is the differences between these 
patches. This phase initially enhances the self-similarity 
in the MRI images. Following this, the network harnesses 
both non-local and local information during training to 
reconstruct image patches. These reconstructed patches 
exhibit improved structural features, further amplify-
ing the similarity weight between similar image patches, 
allowing for better restoration of the image structure. 
Before introducing GCESS network, we review the basic 
MRI reconstruction model [38].

When an image is sufficiently sparse in the transform 
domain, the theory of CS [1] enables accurate image 
recovery from limited measurement data. The basic MRI 
imaging model in CS can be written as [38]:

where x ∈ C
M×N is the reconstructed image, yj ∈ C

M×N 
is the undersampled k-space data acquired from the jth 
coil, C j is the sensitivity map of jth coil, Fu = UF ∈ C

M×N 
denotes the undersampled Fourier transform opera-
tor ( M < N  ). �·�2 stands for l2 norm which enforces the 
fidelity of the reconstruction to the measured k-space 
data. � is a weight to balance the data consistence and 
regularization term. R(x) in the context of Deep Learn-
ing-based Compressed Sensing MRI encapsulates the 
model’s assumptions about the underlying image char-
acteristics, such as sparsity in certain transforms and its 
proximity to outcomes from deep learning reconstruc-
tions. This methodology is formalized as follows:

where fnn(·) symbolizes the neural network model 
parameterized by θ . z and fnn(z|θ) denote the input 
and output of model respectively. The input can be 
either y (the undersampled data) or xu(zero-filling solu-
tion reconstructed from y ), and the output denotes the 
predicted reconstruction result. The essence of this 
approach lies in the network architecture design within 
the framework, aiming to either augment or completely 
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substitute the energy minimization process traditionally 
used in MRI reconstruction with the neural network’s 
training process. This work introduces a deep network 
regularization term that incorporates both local and non-
local information. We start from the representation of 
non-local self-similarity in the following section.

Graph representation of self‑similarities
The local and non-local information is crucial to be con-
strained for MRI reconstructions. Local information is 
processed using local spatial convolution, consistent with 
the approach of most existing methods [12–20]. For non-
local information, this study constructs a patch graph to 
harness non-local information through self-similarity to 
establish a graph convolutional network. In this frame-
work, graph nodes are vectorized image patches while 
the weights within patch graph signify the similarities 
between these patches. Through graph network learning, 
this approach capitalizes on the non-local self-similarity 
in the image for the reconstruction of patches.

Specifically, for every node (target image patch) in the 
graph, we search the eight most similar image patches 
(including self-connection) as the connected nodes. The 
patch graph is set as G(V , E) with N  nodes vi ∈ V and 
edges 

(

vi, vj
)

∈ E , i, j = 1, 2, · · · ,N  . Figure  1a-b dem-
onstrate that one target image patch (node v1 ) connects 
with its most similar patches. The weight (Euclidean dis-
tance [39, 40] represent the similarity scores between vi 
and vj ) on the edges 

(

vi, vj
)

∈ E constitute different adja-
cency matrix Â ∈ RN×N . Consequently, image patches 
with more similarities, which are not adjoined in the 
grid-like images, are connected by edges with patch simi-
larity scores in the graph. These similarities scores will 
be further refined during network training to bolster the 
efficiency of graph convolutional neural networks in MRI 
reconstructions.

To emphasizes the pairwise relationships between a 
node and the information from its adjacent nodes, the 
Gaussian function is employed to weight all Euclidean 
distances [41]:

where σ(V) is the standard deviation of the nodes. The 
Gaussian function possesses normalization ability for 
weights which can prevent the filter from updating 
unnecessary dimensional gaps to reduce computational 
complexity. This mechanism effectively emphasizes the 
most critical weights, ensuring focus is maintained on the 
most pertinent connections. Obviously, when employing 
the Gaussian function, the weight of the self-connected 
edge of target patch is 1.

(3)Aij = exp
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∥
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A graph representing self-similarity is summarized in the 
Fig.  1. These interconnected patches share information, 
and can be aggregated to reconstruct the target patch. The 
selection of connected patches is influenced by the refer-
ence image. Reference images containing significant arti-
facts can lead to selections that do not accurately reflect 
true similar relationships. Figure 2 demonstrates the com-
parison of undersampled similarity, reconstructed similar-
ity and optimal similarity. Here, undersampled similarity 
means that similarity weights are calculated from under-
sampled image, reconstructed similarity means that simi-
larity weights are calculated from image reconstructed by 
a conventional MRI reconstruction method, i.e. iterative 

Self-consistent Parallel Imaging Reconstruction (SPIRiT) 
[36], and optimal similarity means that similarity weights 
are calculated from fully sampled image. The adjacency 
weight, as shown in Fig.  2, is annotated on the graphic 
according to spatial position of image patches. This illustra-
tion reveals that the similar relationship in the undersam-
pled image is inconsistent with the optimal scenario. The 
similarity weight derived from a pre-reconstructed image 
aim to align more closely with the optimal similarity, as 
depicted in Fig.  2b. Such similarity relationships are piv-
otal for graph convolution which will be leveraged to train 
graph convolution to facilitate the target image reconstruc-
tion. The impact of similarity on the reconstruction results 

Fig. 1  The whole process of constructing a graph from an image. Representation of non-local self-similarity with a patch graph of fully sampled 
MRI image. The image patch bounded by the solid yellow line is set as the target image patch. Similar image patches are represented by green 
dotted lines distributed in the image. a The eight most similar image patches are found in the global image. b Graph is constituted with a similar 
patch found in (a). c Vectorized image patches (nodes)

Fig. 2  Selection of most seven similar connected patches in different reference image. a The target patch v1 and its seven most similar patches 
v2-v8 in undersampled, reconstructed and optimal similarity. To better see the difference, image patches are selected from fully sampled image. 
b Similarity weights to the target patch in different references (self-connection is excluded). The seven most similar nodes emphasize with larger 
dots compared with others. Note: Optimal similarity means that weights are calculated from fully sampled image. Undersampled similarity means 
that weights are calculated from an undersampled image. Reconstructed similarity means that weights are calculated from image reconstructed 
by conventional parallel MRI methods
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will be discussed in the subsequent section. We introduce 
how network utilizes the generated graph structure to 
reconstruct MRI images in following section.

Graph convolution with enhanced self‑similarity
The deep network regularization of this paper integrates a 
graph convolution learning process leveraging non-local 
similarity. This method enhances non-local patch-pair sim-
ilarities which then aids in the reconstruction of the nodes. 
Initially, the feature of the nodes in the graph are repre-
sented as vectorized image patches. The adjacency matrix 
A corresponds to the measured similarity of each patch 
pair. In the graph, each node is assigned a single degree of 

connection. The degree Dii =
N
∑

j

Aij 
(

i, j = 1, 2, · · · ,N
)

 

refers to the total influence of the i-node across all nodes 
within the graph, and node degrees form a diagonal degree 
matrix, i.e. D = diag(Dii) . The graph Laplacian is normal-
ized L = IN −D− 1

2AD− 1
2 = U�UT , where U represents 

the matrix of eigenvectors and Λ is a diagonal matrix of 
eigenvalues of the normalized graph Laplacian. This frame-
work allows the spectral graph convolution [32] to analyze 
the non-local similarities represented in the graph 
structure,

where M ∈ RN×C is a matrix of node features stacked by 
row. UTM is the Fourier transform of M. gθ = diag(θ) is 
a spectral filter parameterized by θ ∈ RN . Without loss 
of generality, scalar nodes are used instead to explain the 
proposed graph convolution process, and thus m ∈ RN 
is used instead of M in the following explanation. The gθ 
can be further understood as a function of the eigenval-
ues of L , i.e. gθ (�).

The process of eigen-decomposition is characterized by 
low efficiency and high computational complexity. To cir-
cumvent this problem, it was suggested by Hammond et al. 
[42] that gθ (�) can be well-approximated by a truncated 
expansion in terms of Chebyshev polynomials Tk(�) . The 
independent variables of Tk(�) are required to be var-
ied within the range [-1, 1]. In this case, the eigenvalues � 
are rescaled as �̃ = (2/�max)�− IN , where �max denotes 
the largest eigenvalue of L . �max approximately equals to 
2, which can be expected that neural network parameters 
will adapt to this change in scale during training. Thus, 
the graph convolution with Chebyshev polynomial can be 
reformulated as

with rescaled normalized graph Laplacian L̃ = (2/�max)L− IN . 
θ ′0 and θ ′1 are coefficients of Chebyshev polynomials. The 1st 

(4)gθ ∗M = UgθU
TM,

(5)gθ ∗m = Ugθ ′
(

�̃

)

UTm ≈

1
∑
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θ ′
k
Tk

(

L̃
)

m = θ ′0m+ θ ′1L̃m,

order Chebyshev polynomials are defined as T1

(

L̃

)

= 1+ L̃ . 
By assigning identical values to these parameters, namely 
setting θ ′ = θ ′0 = −θ ′1 , the Eq. (5) is further simplified as

The eigenvalue of IN +D− 1
2AD− 1

2 is more than 1. 
Therefore, repeating this operation in the deep learning 
model will lead to numerical instability and explosion 
gradient. To alleviate these problems, IN +D− 1

2AD− 1
2 is 

renormalized as D̃− 1
2 ÃD̃

− 1
2 . Ã = A+ IN is the adjacent 

matrix of graph that each node has self-connecting edge 

and D̃ii =
N
∑

j

Ãij is the degree of i-th node. Then the 

graph convolution becomes

This equation realizes node feature filtering guided by 
similarity weight with a spectral graph convolution oper-
ation. Then the i-th node feature can be reformulated as:

where D̃ii denotes i-th node (target node) degree and D̃ii 
denotes j-th node degree in the graph. Ãij is the similar-
ity weights between i-th and j-th node. Node features 
are refined by fusing most similar connected nodes with 
a graph convolution process. The non-local informa-
tion is aggregated by selecting the most similarity weight 
through the graph. The larger weight of Ãij represent-
ing, the more similarities between nodes ( vi and vj ), and 
the greater contribution can be obtained in target node 
reconstruction. To minimize the impact of unimportant 
weights, except for the most similar weights, others are 
set to zero.

Generalizing the graph filtering process to a signal 
M ∈ RN×C with C input channels (a C-dimensional fea-
ture vector for every node):

where � ∈ RC×F is filter parameter and Z ∈ RN×F is 
feature matrix after convolution. This is also in line with 
practical MRI reconstruction, where noise and artifacts 
usually contaminate image pixels. In this case, when 
patch nodes are used instead of scope pixel, edge weights 
calculation and the subsequent graph convolution will be 
insensitive to noise and artifacts. Then the aggregation of 
non-local information with self-similarity to reconstruct 
target image will be robust.

(6)
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Ãijmj.
√

D̃iiD̃jj

,

(9)Z = D̃
− 1

2 ÃD̃
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In the method described in this section, network 
training enables the graph convolution kernel to adjust 
its parameter weights, thereby managing the informa-
tion transfer between the target image patch and similar 
image patches through connection edges. This process 
allows the target image patch to rapidly acquire infor-
mation from highly similar image patches, leveraging 
the structural information of similar patches during the 
reconstruction. As a result, the structural information 
of each image patch is restored after reconstruction, 
further enhancing the similarity between the target 
image patch and its connected image patches. Moreo-
ver, due to the richer and more authentic graph struc-
tural information, the graph convolutional kernel can 
more effectively extract similarity information from the 
graph structure. Thus, both the reconstruction of image 
patches and the training of the graph convolution kernel 
mutually benefit. The proposed feature updating is intu-
itive since the rich non-local information with enhanced 
self-similarity are effectively exploited. Steering the 
refinement of node features with similarity weights 
paves the way for more precise feature reconstruction. 
It is worth noting that filter adaptively performs weight-
ing with the most similarity in the graph to update tar-
get node features for reconstruction more accurately. 
To further illustrate these points, the following section 
will present a case study detailing the experiment of the 
graph convolutional network in MRI reconstruction.

Graph convolutional network for MRI reconstruction
The “Graph representation of self-similarities” sec-
tion previously examined how the choice of refer-
ence images affects the identification of image patches 
similar to the target patch. Prior to exploring the core 
network frameworks outlined in this article, we under-
score the critical role of structural similarity between 
the target image patch and its corresponding similar 
patches in the context of MRI image reconstruction via 
Graph Convolutional Networks (GCN). This section 
aims to substantiate this emphasis through demonstra-
tive verification experiments.

The formulation of a regularized MRI reconstruction 
framework that incorporates graph convolution as the 
GCN, can be expressed as follows:

where fgcn(·) symbolizes the neural network model 
parameterized by θgcn . Since the k-space data are under-
sampled, a ground truth image for learning patch simi-
larity directly is unavailable. To address this, we utilize 
a pre-reconstructed image obtained via SPIRiT [36] to 
infer patch similarities. These learned similarities align 
more closely with the optimal similarity compared to 
those derived from undersampled image, which is clearly 
illustrated in Fig. 2 in previous section.

The flowchart of employing GCN in a network to 
reconstruct MRI images is illustrated in Fig.  3. The 
Graph transformer (Gtrans) module in Fig.  3 trans-
forms an image into a graph, comprising graph nodes 
(patches) and graph weights (similarities). The flowed 
A from Gtrans indicates that graph weights flow to the 
subsequent module, and flowed Mi (i = 1, · · · ,N  ) from 
Gtrans denotes graph nodes (patches) flow into next 
module. The sampled partial k-space data have been 
acquired so that network don’t have the necessary to 
reconstruct. Data Consistency (DC) using the sampled 
k-space data wisely will enhance the data fidelity [20]:

where k̂ is the reconstructed k-space data corresponding 
to reconstructed image. (1H −H) strands for the inverse 
undersampling pattern. ⊙ represents the multiplication 
of corresponding elements in the matrix. ku denotes the 
k-space data which is acquired from coils. The acquisition 
of k-space from the coils is not noise free. Therefore, the � 
is used to balance the k-space data fidelity between sam-
pled data and the reconstructed k-space data from the 
network. DC is realized by replacing the k-th predicted 
data with the original k-space data if it has been sampled. 
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(11)k̂ = (1H −H)⊙ k̂ + �ku,

Fig. 3  This network block consists of GCN and DC parts, with the blocks cascaded. Graph transformer (Gtrans) and image transformer (Itrans) are 
the function of image-to-graph and graph-to-image, respectively. The adjacency matrix A and features M are obtained from the reconstructed 
image and the undersampled image respectively
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To obtain the forward pass of the layer performing data 
consistency in k-space:

We set � to a very small value ( � = 1− 1× 10−6 ) to 
ensure that the collected data is fully fidelity meanwhile 
the noise is well suppressed.

The relative ℓ2 norm error (RLNE) [5] is utilized to 
compute the reconstruction errors. The RLNE is defined 
as:

where x̂ is the reconstructed image and x denotes the 
fully sampled image. The reconstructed images shown 
Fig. 4 and RLNE in Table 1 present the benefit of GCN. 
In which, similarity calculated from undersampled image 
is referred to as GCN with undersampled similarity 
(UnGCN), while similarity obtained from, while similar-
ity obtained from a pre-reconstructed image is denoted 
as GCN with reconstructed image (RecGCN). The 
number of blocks (filter trainable parameters number is 
64 × 36 × 2 × 10) is set to 10.

Figure  4 and Table  1 demonstrate that GCN, when 
equipped with accurately learned similarities, facili-
tates effective MRI image reconstruction. The outcomes 
with RecGCN, as depicted in Fig.  4e, highlight supe-
rior artifact reduction and edge restoration, underscor-
ing the significance of leveraging non-local information 
and self-similarity for effective reconstruction of target 

(12)fdc
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x̂, ku, �
)
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J
∑
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j F

−1
(

FC j x̂ + �ku
)

.
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∥

∥

2
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image patches. Conversely, Fig.  4d illustrates that when 
similarities are inaccurately determined (stemming 
from the reliance on undersampled images for similarity 
weight derivation), the chosen connected blocks can sig-
nificantly deviate, leading to diminished reconstruction 
quality.

The validation experiment conducted in this section 
lays a foundational groundwork for subsequent studies. 
Future research will concentrate on extracting similari-
ties from images reconstructed using SPIRiT, addressing 
the inherent difficulties associated with undersampled 
data in real applications.

The proposed GCESS for MRI reconstruction
Overlooking local context information within image 
domain is unwise for MRI reconstructions. It provides 
essential details about the spatial relationships and tex-
ture patterns unique to different regions of the MRI 
images. This information is pivotal for reconstructing 
images with high fidelity, ensuring that subtle anatomi-
cal structures are accurately represented. Therefore, local 
information captured by CNNs and non-local informa-
tion harnessed by GCN are combined to form GCESS 
network:

where fgcess(·) symbolizes the neural network model 
parameterized by θgcess , including parallel implement 
of GCN and CNNs. The operational flow of our pro-
posed network is illustrated in Fig.  5, where the GCN 
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Fig. 4  The proposed GCN for MRI reconstructions. a Is the fully sampled image. b Is the undersampled image. f Is the 1D Cartesian undersampling 
pattern with AF = 4. c-e Are reconstructed images by SPIRiT, UnGCN, and RecGCN, respectively. g-j Are the corresponding error maps
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is synergistically combined with CNNs to constitute 
GCESS module. The undersampled image xu is the input 
of the integrative network. Before y enters the Gtrans, 
a SPIRiT-based pre-reconstructed image is obtained to 
learn similar weight through Gtrans.

Graph convolution leverages non-local similarity infor-
mation from the adjacency matrix, as illustrated in Fig. 1. 
This method, combined with CNNs, which capture 
pixel-level details and broader features, enhances image 
reconstruction. As depicted in Fig.  5, spatial convolu-
tion filtering reconstructs the details of image patches, 
ensuring comprehensive reconstruction of information 
across all patches. During reconstruction, graph convolu-
tion selectively utilizes patches most similar to the target 
patch, scattered across the grid image range, to refine the 
restoration of the target patch. The Itrans put graphs node 

features back into MRI images canvas to carry out GCN 
reconstruction, and combine with reconstructed result of 
CNNs to form GCESS. ResNet [10] incorporates an addi-
tional step by adding the input to the neural networks pre-
liminary result of GCESS, following by a DC module. By 
combining these two powerful mechanisms, GCESS aims 
to enhance the accuracy and quality of MRI reconstruc-
tions, providing a more comprehensive understanding of 
both local and global contextual information. This holis-
tic approach ensures that the reconstructed images are 
not only detailed and precise but also maintain a coherent 
structure that reflects both the immediate and extended 
spatial relationships inherent in the original MRI data.

Result
Experiments are implemented in Python 3 using PyTorch 
as the backend. Training, validation, and testing were per-
formed on a seventh-generation Intel Core i7 processor with 
32 GB of RAM and an RTX 3090 GPU (24 GB memory).

Datasets
This paper leverages two datasets from open repositories: 
the knee dataset of Variational Network (VN) [18] and 

Table 1  Quantitative results (RLNE) of the compared method 
(Mean ± standard)

Method AF = 4 (1D Cartesian)

SPIRiT UnGCN RecGCN

RLNE × 100 10.10 ± 1.16 9.80 ± 0.97 8.55 ± 0.81

Fig. 5  The proposed GCESS for MRI reconstruction. a Is the proposed network consisting of GCESS and DC, with blocks cascaded. The graph 
is learned from SPIRiT pre-reconstructed image. b Is a detailed analysis of the main part of the network block
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the fastMRI [43] brain dataset, both from open reposi-
tories. The coil sensitivity maps were estimated from the 
central k-space region of each slice using ESPIRiT [44].

The public knee dataset provided by VN [18] is utilized 
in our experiments to assess the performance of our pro-
posed method. This dataset consists of coronal density-
weighted k-space data collected from a 2D turbo-spin 
echo sequence on a 3 T MRI system (Siemens Magnetom 
Skyra) using 15 coils. It includes data from 20 subjects, 
with each subject contributing approximately 35 slices. 
For each subject used for the experiment, the central 
twenty slices of size 256× 256 were selected. The data-
set division was as follows: fourteen subjects (280 slices) 
were allocated for training, two for validation (40 slices), 
and the remainder for testing (80 slices).

Additionally, the fastMRI [43] open dataset provides 
multi-coil T2 weighted k-space data. This dataset encom-
passes 45 subjects, with around 427 slices in total. Simi-
lar to the knee dataset, we selected the central twenty 
slices of size 320× 320 from each subject for our experi-
ments. The distribution of slices for this dataset was 296 
for training, 36 for validation, and the remaining 95 slices 
were designated for testing.

Network
As depicted in Fig.  5, the architecture of the network 
features 10 iterative blocks, each comprising 2 GCN lay-
ers and 4 CNN layers, with Batch Normalization (BN) 
applied to each CNN layer. The CNNs are structured into 
four layers, with each layer hosting 64 filters of size 3× 3 . 
The Gtrans operator transforms images into graphs, set-
ting the stage for graph node features to serve as inputs 
for the GCN. Conversely, Itrans acts as the reverse opera-
tor to Gtrans, where the output features are transposed 
back onto the canvas to generate the reconstructed 
image. The models in our experiment were trained 100 
epochs. All filters were initialized by using “normal” ini-
tialization [45], and Adam [46] was chosen as the opti-
mizer in the training phase with a learning rate of 0.0015.

The first step in forming the adjacency matrix involves 
calculating the Gaussian distance to measure the vari-
ance between each image patch, a procedure that is 
notably lengthy. Consequently, updating the adjacency 
matrix during training becomes a time-intensive process. 
The time to calculate one adjacency matrix of 256× 256 
image each is 4.6 s and each of 320× 320 image is 9.6 s. 
However, the non-local information in the undersampled 
parallel MRI images is inaccurate. To address these chal-
lenges, we employ SPIRiT as pre-reconstruction tech-
nique to refine non-local information extracted from the 
graph. The reconstructions time of SPIRiT is 15.8 s. The 
training time of GCESS is 11.2 h while the reconstructing 
time is 0.14  s (exclude computing adjacency matrix and 

pre-reconstruction time). The code can be accessed at 
https://​github.​com/​Qiaoyu-​K/​GCESS-​MRI-​master.

Evaluation criteria
To objectively evaluate the image reconstruction qual-
ity of all compared methods in an objective view, we use 
RLNE [5], structure similarity index measure (SSIM) [47], 
and the peak signal-to-noise ratio (PSNR) as the quanti-
tative criteria. The RLNE is detailed in Eq. (10).

The SSIM is defined as:

where µx and µx̂ denote the means of x and x̂ , σx and σx̂ is 
the standard deviations of x and x̂ , and σxx̂ is the covari-
ance of x and x̂ . C1 , C2 is a constant to maintain stability 
close to zero.

The PSNR is defined as:

P and Q represent the dimension of the frequency 
encoding and phase encoding, respectively.

A lower reconstruction error with the lower RLNE 
signify higher consistencies between reconstructed and 
fully sampled images. A higher PSNR means better sig-
nal-to-noise ratio, and a higher SSIM values indicate bet-
ter detail preservation and fewer image distortions in the 
reconstruction.

Comparison with existing methods
The MRI reconstruction performance of the proposed 
GCESS model is evaluated against three deep learn-
ing methods and one conventional method. The con-
ventional method employed for comparative analysis 
is SPIRiT [36]. We fine-tuned the parameters of SPIRiT 
to optimize its performance on our dataset. The test-
ing result shows that it adopted the parameter calibra-
tion kernel size 3× 3 and Tikhonov regularization in the 
calibration was set to be 10−3 . The Tikhonov regulariza-
tion for reconstruction was implemented for 10−5 with 
SPIRiT, which underwent 30 iterations. The deep learn-
ing methods compared include IUNET [48], DCCNN 
[20] and MoDL [17]. IUNET [48] serves as baseline of 
MRI image reconstruction. DCCNN represents an early 
adoption of deep learning in MRI reconstruction, with 
each iteration comprising 6 CNN layers, following the 
original publication’s configuration. To ensure fairness, 
we incorporated a BN layer into each layer of CNNs to 
enhance network optimization. MoDL [17] is celebrated 
as a pioneering model-driven deep learning framework 
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in MRI reconstruction, known for reaching performance 
saturation after approximately 8–10 iterations, each com-
prising 4 CNN layers with both forward and backward 
layers containing 64 filters with kernel size of 3× 3 . In 
addition, we added MICCAN [23] and MD-Recon-Net 
[29] as comparative experiments in additional quantita-
tive comparisons of VN datasets.

To appraise the efficacy of the proposed method, both 
one-dimensional (1D) Cartesian undersampling pattern 
and two-dimensional (2D) random undersampling were 
adopted. The reconstructed images and corresponding 
error maps of the compared methods with different accel-
eration factors are presented in Figs. 6, 7, 8 and 9. From 
the reconstruction errors in Figs. 6, 7, 8 and 9, the SPIRiT 
and the IUNET have obvious artifacts as illustrated in 

Figs. 6, 7, 8 and 9b. MoDL outperforms DCCNN in arti-
facts suppression, whereas GCESS shows the highest effi-
cacy in minimizing artifacts. The comparative analysis of 
Figs.  6c-d and 7c-d illustrates that MoDL’s reconstruc-
tion quality declines more rapidly than GCESS’s with 
increased acceleration factors.

Table  2 consolidates the average numerical perfor-
mance, along with standard deviations, for the testing 
knee datasets across the evaluated methods, showcasing 
quantitative metrics for both 2D random undersampling 
with acceleration factors (AF) of 8 and 10, and 1D Car-
tesian undersampling with AF of 4. The GCESS model’s 
superior reconstruction quality is evidenced by its lead-
ing performance metrics in PSNR, SSIM, and RLNE val-
ues, underlining its effectiveness in MRI reconstruction.

Fig. 6  The proposed GCESS network compared with state-of-the-art MRI reconstruction methods. a Is the fully sampled image. The experiments 
correspond to a 2D random sampling with AF = 8 as shown in (g). b-f Are the images of reconstructed results by SPIRiT, IUNET, DCCNN, MoDL, 
and GCESS, respectively. h-l are the corresponding error maps. The PSNR of (b-f) are, 32.51, 29.04, 33.67, 33.99 and 34.42 dB, respectively

Fig. 7  The proposed GCESS network compared with state-of-the-art MRI reconstruction methods. a Is the fully sampled image. The experiments 
correspond to a 2D random sampling with AF = 10 as shown in (g). b-f are the images of reconstructed results by SPIRiT, IUNET, DCCNN, MoDL, 
and GCESS, respectively. h-l are the corresponding error maps. The PSNR of (b)-(f ) are 33.46, 32.79, 33.95, 33.63 and 34.29 dB, respectively
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Ablation studies
To verify the effectiveness of the proposed integrated 
network simultaneously extract both non-local and local 
information, we carried out ablation studies. These stud-
ies were designed to assess the impact of various critical 
components within the proposed network architecture.

Specifically, we eliminated the graph convolution 
from GCESS, resulting in a model that relies solely on 
local information (CNNs). Conversely, by removing the 
CNNs component from GCESS, we isolated the GCN 
component (the same as GCN in “Graph convolution 
with enhanced self-similarity” section) which simply 
rely on non-local information. Figure 10 showcases the 
reconstructed result with 1D Cartesian undersampling 

pattern with AF of 4. In these results, the GCN model 
demonstrates strong artifact suppression capabili-
ties. Compared to CNNs, GCESS achieves a notable 
reduction in global error, showcasing the advantage 
of integrating both non-local and local information 
for enhanced quantitative outcomes. Table  3 summa-
rizes the quantitative results of the entire test dataset 
with 1D Cartesian undersampling pattern with AF of 
4, highlighting GCESS’s superior performance metrics 
compared to the standalone CNNs and GCN models 
across all evaluated parameters.

In summary, local information ensures the fidelity of 
reconstructed images in representing fine details and 
textures, which are crucial for diagnostic accuracy. 

Fig. 8  The proposed GCESS network compared with state-of-the-art MRI reconstruction methods. a Is the fully sampled image. The experiments 
correspond to a 1D Cartesian sampling with AF = 4 as shown in (g). b-f Are the images of reconstructed results by SPIRiT, IUNET, DCCNN, MoDL, 
and GCESS, respectively. h-l are the corresponding error maps. The PSNR of (b-f) are 28.68, 30.73, 34.05, 32.83 and 34.69 dB, respectively

Fig. 9  The proposed GCESS network compared with state-of-the-art MRI reconstruction methods. a Is the fully sampled image. The experiments 
correspond to a 1D Cartesian sampling with AF = 4 as shown in (g). b-f Are the images of reconstructed results by SPIRiT, IUNET, DCCNN, MoDL, 
and GCESS, respectively. h-l Are the corresponding error maps. The PSNR of (b-f) are 28.67, 29.44, 33.33, 32.15 and 34.61 dB, respectively
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Non-local information facilitates the identification of 
repeating patterns and structures across the image, 
allowing for a more robust reconstruction by filling in 
gaps that local information alone might not address, 
especially in edge regions.

Discussion
This work focus on the development and application 
GCESS network for MRI reconstructions. The emphasis 
on non-local information in MRI image reconstruction 
stems from its potential to capture broader, contextu-
ally relevant patterns across the entire image, which local 
information alone might miss. Additionally, Non-local 
information can help in identifying and leveraging the 
inherent redundancy within MRI images, such as simi-
lar structural patterns across different regions, which 
is crucial for the effective reconstruction of artifacts. 
Meanwhile, local information provides high-resolution 
details and fine-grained features essential for accurately 

capturing the intricacies of structures. Hence, the archi-
tectural design of this network not only inherits the 
extracting local information advantage of CNNs but also 
utilizes GCN to make full use of non-local information to 
eliminate artifacts. Traditional local spatial convolutional 
directly operation on image, while we construct MRI 
image into graph as the input of GCN to represent the 
non-local self-similarity information of the image. The 
non-local information in the graph constructed similarity 
relations between image patches which does not adjoin 
in the grid-like data but shares lots of structure informa-
tion through the connected edge of graph. In GCN-based 
training, MRI reconstructions are regarded as node 
(patch) reconstruction.

Our method also has limitations. The first step of 
constructing the graph is finding the eight most similar 
image patches for each patch. This process must cal-
culate the Gaussian distance as the similarity between 
patches (time-consuming 8.6 s). Although we have tried 

Table 2  Quantitative results (RLNE, PSNR, and SSIM) of the compared method (Mean ± standard)

The lowest RLNE, highest PSNR and SSIM values are bold faced

Pattern Method RLNE × 100 SSIM × 100 PSNR

Knee dataset

  1D Cartesian
AF = 4

SPIRiT 10.10 ± 1.16 81.75 ± 1.97 28.32 ± 0.98

IUNET 9.02 ± 1.29 80.88 ± 3.66 29.36 ± 1.00

DCCNN 5.86 ± 0.94 88.20 ± 1.87 33.14 ± 1.36

MoDL 7.01 ± 0.97 85.81 ± 3.15 31.56 ± 1.19

MICCAN 19.49 ± 4.23 76.65 ± 3.05 23.44 ± 2.09

MD-Recon-Net 8.68 ± 1.72 81.49 ± 4.40 29.79 ± 1.97

GCESS 5.10 ± 0.88 89.94 ± 2.39 34.19 ± 1.52
  2D Random
AF = 8

SPIRiT 6.32 ± 0.69 83.13 ± 1.55 32.41 ± 1.13

IUNET 9.44 ± 1.14 74.36 ± 5.67 28.95 ± 1.24

DCCNN 5.21 ± 0.80 87.46 ± 3.03 34.16 ± 1.80

MoDL 4.87 ± 0.75 86.78 ± 3.67 34.86 ± 1.90

MICCAN 11.34 ± 3.53 77.90 ± 4.34 28.33 ± 2.09

MD-Recon-Net 10.56 ± 1.60 71.16 ± 4.80 28.01 ± 1.36

GCESS 4.69 ± 0.76 88.12 ± 3.34 35.09 ± 1.93
  2D Random
AF = 10

SPIRiT 6.90 ± 0.67 80.45 ± 2. 01 31.65 ± 1.10

IUNET 9.81 ± 1.29 72.38 ± 6.35 28.63 ± 1.31

DCCNN 5.67 ± 0.88 85.06 ± 3.77 33.42 ± 1.81

MoDL 6.13 ± 0.78 83.05 ± 3.90 32.70 ± 1.57

MICCAN 11.11 ± 3.10 78.15 ± 5.42 28.42 ± 2.91

MD-Recon-Net 10.86 ± 1.65 70.57 ± 5.10 27.76 ± 1.31

GCESS 5.22 ± 0.85 85.39 ± 4.15 34.16 ± 1.94
Brain dataset

  1D Cartesian
AF = 4

SPIRiT 14.90 ± 1.93 85.24 ± 2.41 29.83 ± 0.64

IUNET 13.06 ± 1.16 90.54 ± 1.69 30.94 ± 0.91

DCCNN 8.48 ± 1.14 94.62 ± 1.29 34.73 ± 1.02

MoDL 12.17 ± 5.20 90.79 ± 4.26 32.01 ± 2.82

GCESS 7.57 ± 1.17 95.36 ± 1.27 35.73 ± 1.14
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numerous sorts of methods like stacking image patches 
or using GPU to speed up computation, the problem of 
time-consuming still exists. Because of the above time 
reasons, it is difficult to update the graph after every 
epoch of the training process. Thus, we use SPIRiT as 
our pre-reconstruct method to fix non-local informa-
tion extracted from image. To meet the time require-
ment of clinical practice, a more computationally 
efficient method or an embedded graph learning net-
work is to be further developed. This will be considered 
in our next work.

Conclusions
In this work, Graph Convolution network with Enhanced 
Self-Similarity (GCESS) is introduced which combine 
local information and non-local self-similarity informa-
tion for MRI reconstruction. Local information is har-
nessed through the traditional means of a convolutional 
neural network. The non-local self-similarity is cap-
tured via graph representation and processed through 
graph convolution. As the network undergoes training, 

self-similarity is accentuated, and the graph convolution 
filters are updated. This enhanced self-similarity informa-
tion subsequently directs the reconstruction process, lev-
eraging the non-local information conveyed through the 
graph edges. This methodology enriches the target patch 
with additional non-local similarity information, facilitat-
ing superior image’s artifact suppression and edge pres-
ervation. Experimental in vivo datasets demonstrate that 
the proposed network achieves superior reconstruction 
outcomes compared to existing state-of-the-art methods. 
Specifically, our approach yields reconstructions with 
reduced errors and enhanced detail and fine structure 
preservation.
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