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Abstract 

Purpose The segmentation of target volume and organs at risk (OAR) was a significant part of radiotherapy. Specifi-
cally, determining the location and scale of the esophagus in simulated computed tomography images was difficult 
and time-consuming primarily due to its complex structure and low contrast with the surrounding tissues. In this 
study, an Enhanced Cross-stage-attention U-Net was proposed to solve the segmentation problem for the esopha-
geal gross tumor volume (GTV) and clinical tumor volume (CTV) in CT images.

Methods First, a module based on principal component analysis theory was constructed to pre-extract the features 
of the input image. Then, a cross-stage based feature fusion model was designed to replace the skip concatenation 
of original UNet, which was composed of Wide Range Attention unit, Small-kernel Local Attention unit, and Inverted 
Bottleneck unit. WRA was employed to capture global attention, whose large convolution kernel was further decom-
posed to simplify the calculation. SLA was used to complement the local attention to WRA. IBN was structed to fuse 
the extracted features, where a global frequency response layer was built to redistribute the frequency response 
of the fused feature maps.

Results The proposed method was compared with relevant published esophageal segmentation methods. The 
prediction of the proposed network was MSD = 2.83(1.62, 4.76)mm, HD = 11.79 ± 6.02 mm, DC = 72.45 ± 19.18% in GTV; 
MSD = 5.26(2.18, 8.82)mm, HD = 16.22 ± 10.01 mm, DC = 71.06 ± 17.72% in CTV.

Conclusion The reconstruction of the skip concatenation in UNet showed an improvement of performance 
for esophageal segmentation. The results showed the proposed network had better effect on esophageal GTV 
and CTV segmentation.
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Background
In the radiotherapy processes for cancer, developing the 
radiotherapy plan was one of the most important steps. 
As a prerequisite for making an esophageal radiotherapy 
plan, automatic segmenting technique for the target vol-
ume played a decisive role [1–3]. This could enable radia-
tion oncologists to lock the location and shape of the 
lesions promptly, thereby assisting them in determining 
the radiation range and delineating the target volume 
[4]. In addition, due to the complex structure and ran-
dom position of the esophagus, as well as its lower con-
trast with surrounding organs and tissues [5, 6], manually 
outlining the esophageal gross target volume (GTV) and 
clinical target volume (CTV) was time-consuming and 
laborious. Esophageal segmentation technique could help 
radiation oncologists initialize the range of the target 
volume, greatly improving the efficiency for making the 
radiotherapy plan [7–10]. Moreover, after delineating the 
target area, esophageal image segmentation technique 
can help medical physicists distribute the range and dose 
of the radiation, thus to reduce the exposure of organs at 
risk (OAR) when making specific radiotherapy plans. In 
summary, the objective of esophageal segmentation tech-
nique was to ensure the adequate dose of radiation to the 
lesion while keeping the dose of OAR as low as possible.

In 2006, Rousson et al. proposed a method for extract-
ing the most probability of extracting the esophagus from 
the Computed Tomography (CT) image which used the 
probability space model to extract the central line of the 
esophagus [11]. In the same year, Huang et al. proposed 
a semi -automatic esophageal segmentation method 
based on a certain CT slice which predetermined the 
esophageal segmentation, and the outline was used to 
spread the outline to other slices [12]. Fieselmann et  al. 
proposed an esophageal segmentation method in 2008, 
which converted the esophageal contour to the frequency 
domain for segmentation [13]. Feulner et al. proposed a 
method based on "detection and connection" to estimate 
the approximate shape of the esophagus, and classified 
the subtle section with a classifier trained by elliptical 
models [14]. Kurugol et al. proposed a method in 2011, 
using the organization around the esophagus to deter-
mine the position of the esophageal center line in a spe-
cific CT slice, and then using level set method to extract 
the esophageal contour [15]. Yang et al. proposed a multi 
-map segmentation method in 2017, selecting the best 
maps of the spectrum for esophageal segmentation [16].

Nowadays, because of the intelligence and high preci-
sion, deep learning method was widely explored in image 
segmentation area. You et  al. proposed an approach 
based on the Wasserstein distance guided disentangled 
representation to achieve 3D multi-domain liver seg-
mentation in 2020 [17]. They proposed a novel type of 

adversarial transformers named CASTformer for 2D 
medical image segmentation in 2022 [18]. They proposed 
a novel multi-site segmentation framework named incre-
mental-transfer learning (ITL), which learned a model 
from multi-site datasets in an end-to-end sequential 
fashion in 2022 [19]. They proposed a simple contrastive 
distillation framework named SimCVD that significantly 
advanced state-of-the-art voxel-wise representation 
learning in 2022 [20]. They presented a contrastive voxel-
wise representation learning (CVRL) method to effec-
tively learn low-level and high-level features by capturing 
3D spatial context and rich anatomical information along 
both the feature and the batch dimensions in 2022 [21]. 
They proposed an anatomical-aware contrastive distil-
lation framework named ACTION for semi-supervised 
medical image segmentation in 2023 [22]. They pro-
posed an improved contrastive learning framework 
named ACTION + + with adaptive anatomical contrast 
for semi-supervised medical segmentation in 2023 [23]. 
They proposed a generic implicit neural rendering frame-
work named MORSE designed at an anatomical level to 
assist learning in medical image segmentation in 2023 
[24]. They proposed a novel semi-supervised 2D medical 
image segmentation framework termed Mine your own 
anatomy (MONA) in 2024 [25]. They proposed a semi-
supervised contrastive learning (CL) framework named 
ARCD with stratified group theory for medical image 
segmentation in 2024 [26]. Zhu et al. proposed a 3D end-
to-end fully convolutional neural network named seman-
tic V-net (SV-net) for segmentation in 2021 [27]. Liu 
et al. proposed a network composed of transformer and 
convolution branches to fuse the global and local infor-
mation in 2023 [28]. They proposed a novel weakly super-
vised biomarkers localization and segmentation method 
named TSSK-Net which required only image-level anno-
tations in 2023 [29]. Yang et al. proposed a novel Discrete 
Wavelet Transform and Attention (DWTA) module to 
precisely predict the crack region based on the famous 
skeleton network Unet in 2022 [30]. Geng et al. proposed 
a novel coronavirus image segmentation network alter-
nately using Swin transformer and CNN (STCNet) in 
2024 [31].

In recent years, due to the excellent performance of 
neural networks, deep learning methods have gradu-
ally been used in the field of esophageal segmentation in 
medical images. In 2017, Hao et al. proposed an esopha-
geal segmentation method based on FCN and graph -cut 
technique [32]. Trullo et al. modified the FCN structure 
to improve the accuracy of the esophageal positioning 
and segmentation in the same year [33]. They developed 
the Sharpmask (SM) architecture to better connect the 
features of deep and shallow layers. In 2019, Chen et al. 
used the U-Net Plus network to segment the esophagus 
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in CT images [34]. In 2020, Diniz et al. used an ATLAS 
based deep learning method to pre-segment the esopha-
gus as a data set for training neural networks [35]. Yousefi 
et  al. proposed a sparse dense attention UNet (DDAU-
NET) in 2021, which used spatial and channel attention 
gates in the dense module [36]. In the same year, Tan 
et  al. proposed an esophageal segmentation of the neu-
ral network based on attention mechanisms and space 
pyramid modules (SAN) [37]. Alam et  al. proposed a 
3D-UNet which divided the scope of the simulated CT 
and CBCT respectively in 2021 as well [38]. Jin et al. pro-
posed a progressive semantical-network (PSNN) in the 
same year, segmenting the esophagus in simulated CT 
images [39]. Li et al. proposed a hybrid attention network 
(HAN) to address the esophageal segmentation prob-
lem in Optical Coherence Tomography (OCT) images 
in 2024 [40]. Jian et al. proposed an architecture named 
HRU-Net for esophageal cancer and esophageal carci-
noma segmentation in CT slices in 2024 [41].

The previous esophageal segmentation works were 
mainly divided into traditional segmentation methods 
and deep learning methods. Traditional methods were 
mainly composed of semi-automatic methods which usu-
ally needed to pre-mark the key point of the organs or 
directly pre-segment the organs surrounding the esopha-
gus. In general, the traditional methods required a lot of 
priority knowledge, and the performance was sensitive to 
the modulation of parameters. For deep learning meth-
ods, Vision Transformer (ViT) was a widely employed 
framework in medical image segmentation, which 
focused on the global features of the images and struc-
tured the long dependence among the image contents. 
However, it usually required a large scale of parameters 
as support and lacked of local information. The segmen-
tation accuracy of this framework was unstable as well 
when the sample size was small. Compared with ViT, 

the UNet network, which based on convolutional neural 
network (CNN), had a compact structure and was suit-
able for multi-scale tasks, especially for medical image 
segmentation tasks with small sample size. The majority 
of existing deep learning based esophageal segmenta-
tion methods are modified on the foundation of UNet, 
such as Sharpmask [33], Res-UNET [35], DDAUNET 
[36], SAN [37], PSNN [38]. However, the features of dif-
ferent depths in UNet had disparate degrees of abstrac-
tion. However, these networks did not pay close attention 
to the extraction of global features, which was the main 
advantages of ViT. Moreover, because each stage of the 
encoder in UNet owned different levels of features, the 
direct concatenation between the deep and shallow lay-
ers had the risk of destroying the structure of features. In 
addition, plenty of segmentation methods did not pre-
process the input of the network, which was to the ben-
efit of model training. Based on this research background 
and the clinical requirements, this study proposed an 
Enhanced Cross-stage-attention U-Net (ECAU), which 
aimed to reconstruct the skip concatenation in UNet and 
promote the esophageal segmentation of GTV and CTV 
in simulated CT images, to pre-extract the image features 
of the input, and to capture the global attention among 
the fusion-stage feature maps.

Method
ECAU constructed a series of CNN based fusion mod-
ule——Enhanced Cross-stage-attention Block (ECB) 
to replace the skip concatenation in U-Net, and the 
structure of ECAU was shown in Fig. 1. First, the initial 
features were extracted and purified by the Principal 
Channels Extraction (PCE) module. Then the feature 
maps were transferred to main network with UNet 
type backbone. For the fundamental units in ECB, 
the Wide Range Attention unit (WRA) was designed 

Fig. 1 Structure of the proposed neural network ECAU 
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to expand the receptive field, whose depth-wise con-
volution layer was further decomposed to reduce the 
computation; the Small-kernel Local Attention unit 
(SLA) was structured to enhance the capture of local 
attention, as a complement to WRA; subsequently, 
the Frequency Global Response Normalization Layer 
(FGRNL) was constructed in the Inverted Bottleneck 
unit (IBN) after the feature fusion of WRA and SLA, 
which strengthened the comparability and selectivity 
of the feature maps among the channels and improved 
the competitiveness of “important” features in fre-
quent domain. Because this study primarily emphasis 
on the substitute of the skip concatenation in UNet, 
the original UNet was employed as the backbone of 
the proposed neural network.

The structure of PCE module
In general, the channels would be expanded after the 
image inputting to the network to achieve richer fea-
ture information. However, there might be a certain 
degree of correlation among the expanded channels 
which leaded to a redundancy. The PCE module was 
designed in the channel expansion stage of the neural 
network as an initialization of feature map. The objec-
tive of PCE was to extracted the principal features in 
channel dimension while eliminating the redundant fea-
ture maps in the meanwhile. The workflow of PCE was 
shown in Fig. 2.

In PCE, the theory of principal component analysis 
[42] was employed to map the feature vectors in chan-
nel dimension to orthogonal vectors, in order to reflect 
the information as much as possible by using less quan-
tity of channels. The flow chart of PCE was shown in 
Fig.  3. H and W were the height and width of the fea-
ture maps, respectively, and C represented the quantity 
of channels. The primary processes of PCE were: First, 
the feature maps were unfolded in H × W dimension, 
and a two-dimensional (2D) matrix was constructed by 
H × W samples with C variates (the matrix needed to be 
transferred); Second, the PCA method was employed 
to simplify the quantity of features using the method of 
singular value decomposition (SVD); Finally, the feature 
matrix was reshaped to the three-dimensional (3D) form, 
consistent with the input feature maps (the dimension 

of batches was ignored). Apart from extracting the pri-
mary features, the PCE module performed similar to the 
element-wise convolution layer, which had the capacity 
to reduce the channels into the required quantity. This 
module could be regarded as a preliminary collection and 
filtration of image features.

The structure of ECB module
In the neural network, a large receptive filed generally 
had a powerful capability for information extraction. 
Some studies have proved that the global attention 
mechanism of ViT can be simulated by large depth-
wise kernel in CNN to achieve a similar receptive field, 
which could accelerate the calculation in the mean-
while [43, 44]. However, large convolution kernel of 
CNN still consumed great computing resource of GPU, 
especially occupying the memory of graphic card. In 
ECB, the WRA module was explored to enhance the 
scale of the depth-wise convolution kernel, and to fur-
ther split the convolution kernel to several sublines in 
parallel. The SLA employed small depth-wise convolu-
tion kernel to capture the local attention, as a supple-
ment to WRA. Subsequently, the IBN was structured 
to fuse the attentions and reconstruct the frequency 
response of the features. The specific structure of ECB 
was shown in Fig. 4.

The structure and function of WRA unit
In this study, the goal size of depth-wise convolution ker-
nel in WRA was 28 × 28, which was split into a bunch 
of parallel layers. First, the layers were transformed to a 
general convolution layer with the kernel_size = 7 × 7, and 
an atrous convolution layer with the kernel_size = 6 × 6, 
dilation = 4, and padding = 10. However, the convolution 
layer with kernel_size = 7 × 7 still had burden on GPU. 
According to statistics, the consumption of the convolu-
tion with kernel_size = 7 × 7 was about 1.4 times the ker-
nel_size = 3 × 3 under the same floating-point calculation 
conditions [45]. In addition, some work demonstrated 
that not all of the channels in the depth-wise convolu-
tion layer had the same importance [46]. In this study, the 
depth-wise convolutional layer with kernel_size = 7 × 7 
was decomposed to 4 independent parallel units, which 
was shown in Eq. (1):

Fig. 2 Primary features pre-extraction by PCE module



Page 5 of 16Lou et al. BMC Medical Imaging          (2024) 24:339  

where WRA in represented the input of WRA unit, Split 
represented the separation of this input in proportion, 

(1)

Convdw,7×7 ≈ Concat(Xi) Xi =

Convdw,3×3
1
4 Split(WRAin) , i = 1

Convdw,11×1
1
4 Split(WRAin) , i = 2

Convdw,1×11
1
4 Split(WRAin) , i = 3

1
4 Split(WRAin), i = 4

 Convdw represented the depth-wise convolution, X1 
branch represented the compressed convolution, X2 and 
X3 branches ensured the receptive field after the decom-
position of the large kernel, and X4 retained a part of the 
original channel. The effectiveness of splitting the large 
kernel convolution layer to K × 1 and 1 × K convolutional 
layer was confirmed by InceptionV3 [47]. This split was 

Fig. 3 Mechanism and flow chart of PCE

Fig. 4 Structure of ECB module
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in fact a form of sparse convolution. In addition, not 
exactly the same as InceptionNeXt, the large kernel was 
not merely split into three small kernels with a ratio of 
1/3 in this study, but reserving an unprocessed chan-
nel individually. This operation was in order to avoid 
the problem of gradient disappearance during the train-
ing process, which referred to the mapping design in the 
residual network.

The structure and function of SLA unit
The role of SLA unit was primarily to complement the 
function of WRA in terms of attention capture. In the-
ory, as long as expanding the quantity of channels in 
WRA, the information content in the convolution layer 
with large kernel size could cover that with small kernel 
size. However, to capture the local attention in CNN pat-
tern by purely augmenting the channels in WRA would 
exaggeratively increase the parameters and computation 
quantity during training. Therefore, the SLA was aggran-
dized parallelly with WRA to enhance the capture capa-
bility for local attention.

The IBN unit with FGRNL module
After the WRA and SLA units capturing the global and 
local attentions, these features were fused by IBN. First, 
the channels were stacked and expanded to enrich the 
feature maps, but it would cause unavoidable feature 
redundancy [48]. The way to filter and exclude extra 
information could be found in biology, such as lateral 
inhibition in neurons [49]. Dynamic feature door con-
trol method [50–52] had similar effects. For example, 
Squeeze-and-excite (SE) method [53] employed the space 
gate control; Convolutional Block Attention Module 
(CBAM) employed channel gate control [54]. However, 
these methods had an excess of parameters to burden the 
calculation during training. Recently, there was a method 

named Global Response Normalization (GRN), using 
the L2 norm as the weight to evaluate the importance of 
each channel [48]. However, this method only used the 
"energy" information in each channel, which was not able 
to cover the valuable information entirely. For example, 
the proportion of energy in edges was slight, but it con-
tained more considerable features than smooth parts.

According to Parseval’s theorem, the energy (L2 norm) 
in space domain was conserved with the energy in fre-
quency domain, whose discrete form was shown in 
Eq. (2):

where x(n) is the pixel value in the spatial domain, X(k) 
is the pixel value in the frequency domain, and N is the 
total number of pixels. In this study, the FGRNL module 
was designed after the channel expansion layers in IBN, 
which measured the L1 norm as the weight of each fre-
quent component in the channel dimension. The FGRNL 
enhanced the selectivity of each frequent component in 
frequent domain, and the processes were shown in Fig. 5, 
which was mainly divided into four steps:

(1) Spatial domain transformation. The feature maps 
were transformed to frequent domain in H × W 
dimension, as shown in Eq. (3):

(2)
N−1
∑

n=0

|x(n)|2 =
1

N

N−1
∑

k=0

∣

∣X(k)
∣

∣

2

(3)

FC(u, v) =
1

MN

M−1
∑

x=0

N−1
∑

y=0

f C
(

x, y
)

e−j2π(ux/M+vy/N)

u = 0, 1, 2,...,M − 1; v = 0, 1, 2,...,N − 1

Fig. 5 Mechanism and flow chart of FGRNL module
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where, x and y were the variables of the spatial domain 
in H and W dimensions, respectively; u and v were the 
corresponding variables in the frequency domain of the 
feature maps; M and N were the number of pixels in the 

corresponding dimensions; C represented the channel 
dimension; f C

(

x, y
)

 was the feature map of each channel 
and FC(u, v) was its discrete spectrum.

(2) Frequent variable standardization. The amplitudes 
of the frequent components were calculated firstly. 
Then, the L1 norm of each component in channel 
dimension was counted. The processes were shown 
in Eq. (4) and Eq. (5):

where ŴC(u, v) was the modulus calculated in the fre-
quent domain, and 

∥

∥ŴC(u, v)
∥

∥

1
 was its L1 norm.

(3) Global frequency response evaluation. The frequent 
amplitudes of all channels were normalized, as shown 
in Eq. (6):

where rC(u,v) was the frequent normalized ratio of each 
channel. This step inhibited the unconsidered frequency 
in each channel, emphasized the significance of the pri-
mary frequency, and strengthened the frequent com-
petition among channels. This ratio was subsequently 
multiplied with the original spectrum (array multiplica-
tion) to calibrate the frequency response of each channel, 
as shown in Eq. (7):

where * was the symbol of array multiplication and 
FC
calibrated(u, v) represented the spectrum of the feature 

maps after calibration.

(4)
ŴC(u, v) =

(∣

∣

∣
F1(u, v)

∣

∣

∣
,
∣

∣

∣
F2(u, v)

∣

∣

∣
, ...,

∣

∣

∣
FC(u, v)

∣

∣

∣

)

u = 0, 1, 2,...,M − 1; v = 0, 1, 2,...,N − 1

(5)

∥

∥

∥
ŴC (u, v)

∥

∥

∥

1
=

C
∑

i=1

∣

∣

∣
F
i(u, v)

∣

∣

∣
u = 0, 1, 2,...,M − 1; v = 0, 1, 2,...,N − 1

(6)
r
C (u, v) = ŴC (u, v)

/
∥

∥

∥
ŴC (u, v)

∥

∥

∥

1
u = 0, 1, 2,...,M − 1; v = 0, 1, 2,...,N − 1

(7)
F
C

calibrated
(u, v) = F

C (u, v) ∗ rC (u, v)u = 0, 1, 2,...,M − 1; v = 0, 1, 2,...,N − 1

Frequent domain inverse transformation. The cali-
brated feature maps were converted back to the spatial 
domain by discrete Fourier inversion method, as shown 
in Eq. (8):

In order to facilitate the training process, two trainable 
parameters α and β were added to the FGRNL module, as 
shown in Eq. (9):

where the scales of α and β were the same as f C
(

x, y
)

.

Data set and experimental parameters
Data set of the experiment
Study population
This study included 124 patients with esophageal carci-
noma and the distribution of carcinoma in the population 
was shown in Table 1. The lesions primarily concentrated 
in thoracic parts which was the main part of the esophagus. 
The majority of tumor staging exceeded T2, N1 in TNM 

(8)f C
(

x, y
)

=

M−1
∑

u=0

N−1
∑

v=0

FC(u, v)ej2π(ux/M+vy/N) x = 0, 1, 2,...,M− 1; y = 0, 1, 2,...,N − 1

(9)
f C
final

(

x, y
)

= α × f C
(

x, y
)

+ β x = 0, 1, 2,...,M − 1; y = 0, 1, 2,...,N − 1

Table 1 Distribution of population with esophageal carcinoma 
in this study

Tumor Classification Number 
of 
Patients

Tumor Location Cervical part 16

Upper thoracic part 36

Middle thoracic part 40

Lower thoracic part 32

TNM Staging T Staging T1 6

T2 16

T3 91

T4 11

N Staging N0 12

N1 28

N2 60

N3 24

M Staging M0 102

M1 22

Clinical Staging I 4

II 12

III 75

IV 33

Pathology Type Squamous carcinoma 114

Small cell carcinoma 7

Neuroendocrine carcinoma 3
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Staging and II in Clinical Staging, respectively. The pathol-
ogy type of the esophageal carcinoma in this study mainly 
consisted of squamous carcinoma. The distribution of the 
entire data set basically accorded with the disease type of 
the local patients.

Data acquisition
All of the patients achieved normal treatment, but not 
for clinical trials or scientific research. The CT scans 
of the patients entirely contained 19,716 simulated CT 
images. The simulated CT scan generally involved the 
range of the entire esophagus, but the target volume 
only occupied a portion of the slices that contained 
the lesion. Therefore, the slices without lesions were 
excluded in this study. As a result, a total of 4985 simu-
lated CT images comprised the data set after filtration. 
The images were provided by the Department of Radio-
therapy in Lishui People’s Hospital and scanned by Sie-
mens Somatom Definition AS + simulator. The X-ray 
level of the simulator was 120 kV, the window level was 
50, the window width was 350, the DFOV was 450 mm, 
and the thickness of the slice was 3–5 mm. The scale of 
the images was 512 × 512 pixels, and the corresponding 
spatial scale was 450 ×  450mm2.

Segmentation
All of the esophageal GTV and CTV were delineated by 
a radiation oncologist and verified by other two radia-
tion oncologists, based on MIM system (MIM software 
Inc.). These radiation oncologists had similar seniority 
and experience in clinical practice. If there was a divi-
sion of opinion on this issue, they would have a discussion 
according to the comprehensive materials of the patients 
and reached an agreement in most cases. Otherwise, the 
contention would be presented in the department-wide 
meeting and abode by the majority opinion. After deline-
ation, the CT images and tumor volumes would be trans-
formed from DICOM to common image file format (png). 
The pixel values in CT images were truncated according 
to the window level and window width, and normalized in 
the reconstructed range. The delineated tumor volumes 
were transformed from RTstruct to binary images and the 
internal regions contained in the target contours were the 
ground truth.

Parameters testing of ECB
After repeatedly trial, the quantity of channels importing 
the ECBs was assigned to 256 and the skip concatenation of 
UNet was replaced by 4 ECBs to balance the performance 
and computing resource. The output of ECBs was re-scaled 
by 3 × 3 convolution and fractionally-strided convolution in 
several branches to match the scale of the feature maps in 
up-sampling stages of ECAU.

Devices and hyper‑parameters of neural network
The image data sets were divided into training, valida-
tion, and test sets with a ratio of 3:1:1 and augmented by 
cropping, rotation, space zooming and horizontal flipping 
before training. The core hardware of the experiment was 
NVIDIA GeForce GTX 3070 Ti graphics card. The neu-
ral networks were programmed based on Python 3.7 and 
PyTorch framework in PyCharm Integrated Development 
Environment (IDE). In terms of neural network hyperpa-
rameters, the Adam optimizer was used for network opti-
mization. The training epoch was 300 with the batch size 
of 4. The combination of binary focal loss and Dice loss 
was the loss function with the ratio of 1:1. Dice coefficient 
(DC) was screened accuracy. ReducelronPlateau was the 
function for learning rate adjustment with the initial learn-
ing rate of 0.001, where the learning rate would be multi-
plied by 0.5 if the screened accuracy was not optimized in 
10 epochs except for the initial 5 epochs during training.

Results and discussion
Performance of PCE and FGRNL modules
In order to measure the performance of PCE and 
FGRNL module, an ablation experiment was operated, 
and the DC was used to evaluate the prediction, which 
was shown in Table 2. The prediction accuracy in these 
situations showed a stepped-up trend, which was more 
prominent in CTV than that in GTV. This was primar-
ily because for the ROI (range of interest) of GTV, the 
boundary was closer to the periphery of the esophagus 
than that in CTV, and the contrast between exterior and 
interior was more distinct, so the features were easier 
to extract. In comparison, determining the ROI of CTV 
was more dependent on the clinical experience of the 
radiation oncologist, which had lower correlation to the 
shallow features such as edges. Therefore, although the 

Table 2 Ablation experiment for PCE and FGRNL module (DC)

Simple ECAU (%) With PCE (%) With FGRNL (%) With PCE & FGRNL (%)

GTV 71.05 ± 19.50 71.93 ± 16.80 72.33 ± 18.37 72.45 ± 19.18

CTV 64.12 ± 17.14 67.25 ± 16.70 69.14 ± 16.72 71.06 ± 17.72
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esophageal GTV had a more restricted scale than CTV, 
the overall prediction accuracy of GTV supported by evi-
dent features was higher than that of CTV. An example of 
predicted images of the ablation experiment was shown 
in Fig. 6.

Comparison of accuracy among the networks
In order to further evaluate the segmentation capacity of 
ECAU, it was compared with the relevant esophageal seg-
mentation methods based on the same data set provided 
by this study. The evaluation criteria were mean surface 
distance (MSD), Hausdorff distance (HD), and DC. MSD 
measured the average match between two graphs by cal-
culating the distance of each pixel in one graph from the 
other, and then calculating the average of entire pixels. Sup-
posing there were two contours in the image, and the pixels 
of the contours were represented by pixel sets A = (a1, a2,..., 
ap) and B = (b1, b2,..., bq), then MSD could be expressed as 
Eq. (10):

(10)M(A,B) = max [m(A,B),m(B,A)]

where

Equation  (11) and Eq.  (12) represented the average dis-
tance from all points in point set A to another point set B, 
and vice verse. min

b∈B

∥

∥ai − b
∥

∥ represented the minimum 
Euclidean distance from point ai in pixel set A to pixel set 
B, and p represented the number of pixels in pixel set A. 
The definition of Eq.  (12) was similar to Eq.  (11). Equa-
tion (10) indicated that MSD ultimately adopted the maxi-
mum of m(A, B) and m(B, A).

In contrast to MSD, HD measured the farthest distance 
between two graphs. The basic distance calculation method 
of pixels from one graph to another in HD was similar to 
that of MSD. The difference was that HD utilized the maxi-
mum value of the corresponding distance of the pixel set, 

(11)m(A,B) = (1/p)

p
∑

i=1

min
b∈B

∥

∥ai − b
∥

∥

(12)m(B, A) = (1/q)

q
∑

i=1

min
a∈A

∥

∥bi − a
∥

∥

Fig. 6 Mechanism and flow chart of FGRNL module. (a) represented the simple ECAU; (b) represented ECAU with PCE; (b) represented ECAU 
with FGRNL; (c) represented ECAU with PCE & FGRNL
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rather than the average value, in order to measure the max-
imum mismatch between the two point sets. HD could be 
defined as Eq. (13):

where

min
b∈B

∥

∥ai − b
∥

∥ represented the minimum Euclidean dis-
tance from point ai in pixel set A to pixel set B. Equa-
tion  (14) represented the maximum of the distances of 
each pixel in point set A. The definition of Eq.  (15) was 
similar to Eq. (14). Equation (13) represented HD would 
adopt the maximum of h(A, B) and h(B, A).

DC was a measure of similarity between two graph-
ics. In medical image segmentation, DC was frequently 
used to compare two certain areas. In this study, DC was 
employed to measure the similarity of the internal areas 
of the esophagus, rather than the contours. Supposing 
there were two regions defined as set X and set Y, then 
DC could be defined as Eq. (16):

The predictions of GTV and CTV were measured 
respectively, which was shown in Table  3. Due to the 
inhomogeneity of the esophageal lesion in CT slices, the 
MSD of the data presented a skewed distribution. There-
fore, the skewness coefficient was employed to measure 
the degree of data skewness, and the median and quar-
tile were used to measure the average and variation lev-
els of the data. Other indicators approximated normal 
distributed, which was evaluated by mean and standard 
deviation.

In Table 3, SKEW represented the skewness coefficient, 
M represented the median, P25 represented the lower 
quartile, P75 represented the upper quartile, AVG rep-
resented the arithmetic mean, and SD represented the 
standard deviation. The proposed segmentation method 
had a decent performance in majority of indicators. For 
instance, the DC was 72.45 ± 19.18% and 71.06 ± 17.72% 
respectively in GTV and CTV, which was both superior 
to other methods. For ECAU, the skewness coefficient 
of MSD was SKEW = 2.81 and SKEW = 2.76 in GTV and 
CTV, respectively, which was at a lower level than other 
methods, indicating that its prediction in different slices 
of the esophageal lesion was more balanced. Predictive 
stability was a considerable factor to evaluate the per-
formance of the neural network. Although the median, 
quartile and HD mean values of DDAUNet in GTV were 

(13)H(A,B) = max (h(A,B), h(B,A))

(14)h(A,B) = max
a∈A

min
b∈B

∥

∥ai − b
∥

∥

(15)h(B,A) = max
b∈B

min
a∈A

∥

∥bi − a
∥

∥

(16)DC = (2|X ∩ Y |)/(|X | + |Y |)

slightly better than ECAU, its prediction accuracy was 
instable due to the high skewness coefficient, which was 
also reflected in its standard deviation of HD. Because 
the MSD and HD focused on estimating the bounda-
ries, they were easier affected by the abnormal outline of 
the prediction, which lead to the unconspicuous advan-
tage of the proposed network. In CTV, the proposed 
network had the best MSD = 5.26(2.18, 8.82)mm and 
HD = 16.22 ± 10.01  mm, respectively, which also gained 
advantages in GTV.

The prediction accuracy of most neural networks in 
GTV was higher than that in CTV, which was consist-
ent with the subjective assessment in Fig. 6. The perfor-
mances of SharpMask and SAN which had the simpler 
structure were distinctly disparate in GTV and CTV, 
which probably due to the restriction of receptive field 
and the curtness of feature fusion.

Figure 7 showed the examples of the predictions listed 
in Table 3, where the order of the images from top to bot-
tom corresponding to the vertical axes of anatomy. Sub-
jectively to evaluate the images in Fig.  7, the prediction 
in GTV was more accurate than that in CTV, which was 
consistent with the data in Table  3. The predictions in 
upper thoracic part and lower thoracic part of the esoph-
agus had a higher precision than that in middle thoracic 
part of the esophagus, especially of the SharpMask and 
SAN network. The prediction of ECAU approximated to 
the annular distribution, according with the definition of 
GTV and CTV, where the local false positive (FP) regions 
in "branch" type were fewer than other networks. It was 
observed that the prediction of DDAUNet was most 
close to the proposed network, followed by Residual 
UNet, PSNN, SharpMask, and SAN in sequence, which 
was consistent with the objective evaluation in Table 3.

Figure 8 showed the Bland–Altman graphs which could 
reflected the matching degree between the predictions 
and the ground truth. Because approximate normal dis-
tribution of the data was a requisite to make the Bland–
Altman analysis, the measurements of HD and DC were 
presented in Fig. 8 except for MSD. The cyan and purple 
points in the graphs represented the cases in test sets of 
GTV and CTV, respectively. The red and blue transverse 
lines represented the upper and lower bounds of limits of 
agreement (LoA), respectively, which indicated the limit 
of agreement with the 95% confidence interval. Smaller 
region between the bounds of LoA meant the network 
was more reliable. The proposed network had the DC 
LoA region of [11.88, 26.48] in GTV and [11.15, 24.48] 
in CTV, and the HD LoA region of [3.03, 9.01] in GTV 
and [4.76, 15.26] in CTV, which had an advantage to 
other networks. Moreover, the aggregation degree of the 
points of proposed network represented the stability of 
the prediction.
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Fig. 7 Predictions example of the networks. Green and purple contours represented the prediction and ground truth of GTV, respectively; blue 
and red contours represented the prediction and ground truth of CTV, respectively; compound colors represented the overlap. Predictions are all 
transformed from regions to contours



Page 13 of 16Lou et al. BMC Medical Imaging          (2024) 24:339  

In order to further reflect the clinical application value 
of the proposed method, the esophageal CT images 
shared by Lucchesi et. al. from Barretos Cancer Hospital 
in the TCIA database were quoted and predicted using 
the model trained in this study [55]. After filtration, a 
total of 36 cases of esophageal CT scans were available 
for prediction. Since the DFOV and spatial resolution 
of these cases were different, they were converted into 
common image format and uniformly adjusted to the 
resolution of 512 × 512 pixels, and then predicted using 
the trained model. Some examples of the prediction 
were shown in Fig. 9. The green and red contours repre-
sented the ground truth and prediction of GTV, and the 

blue and yellow contours represented the ground truth 
and prediction of CTV, respectively. The MSD, HD and 
DC in GTV were 3.98 ± 3.01  mm, 12.52 ± 9.65  mm, and 
71.06 ± 20.43%, while the values of that in CTV were 
5.45 ± 4.27 mm, 19.67 ± 12.14 mm, and 69.02 ± 23.83%.

In clinical practice, the application of the proposed net-
work might be restricted by the performance of hardware 
and software, although the convolution layers has been 
decomposed to a large extent. Under the circumstances, 
the number of ECBs could be reduced to a reasonable 
degree and the fundamental quantity of the channels 
could be modified to an adaptive order. The adjusted net-
work needs to be re-trained as a “tiny” version.

Fig. 8 Bland–Altman analysis of the neural networks. Red and blue transverse lines represented the upper and lower bound of LoA, respectively. 
Soid line and dotted line represented GTV and CTV data set, respectively
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Conclusion
This paper proposed an esophageal segmentation 
method based on neural network ECAU in simulated 
CT images. This method structured a PCE module at 
the beginning of the network, which employed PCA 
method to expand the channels and suppress non-
primary information. In ECAU, a series of ECBs was 
designed to replace the skip concatenation of original 
UNet, in order to better fuse the features from different 
encoder stages. In ECB, a WRA unit with large kernel 
convolution was assigned to enpand the receptive field, 
and the kernel was decomposed to reduce the amount 
of calculation. An SLA unit was assigned in paral-
lel with WRA to supplement the capture capability of 
local attention. The FGRNL module was designed in 
IBN unit to fuse the extracted features after WRA and 
SLA, reconstructing the spectral response of the fea-
ture maps and strengthen the significant frequent com-
ponent. After that, ablation experiment was carried out 
to reflect the performance of each module. Then, the 
prediction of the proposed network was compared with 
the published esophageal segmentation methods based 
on the same data set. The results showed a competitive 
performance of the proposed method in the segmen-
tation task of esophageal GTV and CTV in simulated 
CT images. Nevertheless, the proposed method did 
not work excellently in the slices where the contrast 
between the esophagus and surrounding tissues was 
low. We planned to design a 3D segmentation networks 
which would have the potential capability to explore the 
extra features among the adjacent slices to enhance the 
performance of segmentation in the further research.
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