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Abstract 

Background Several cognitive functions are related to sex. However, the relationship between auditory atten-
tion and sex remains unclear. The present study aimed to explore sex differences in auditory saliency judgments, 
with a particular focus on bottom-up type auditory attention.

Methods Forty-five typical adults (mean age: 21.5 ± 0.64 years) with no known hearing deficits, intelligence abnor-
malities, or attention deficits were enrolled in this study. They were tasked with annotating attention capturing 
sounds from five audio clips played in a soundproof room. Each stimulus contained ten salient sounds randomly 
placed within a 1-min natural soundscape. We conducted a generalized linear mixed model (GLMM) analysis using 
the number of responses to salient sounds as the dependent variable, sex as the between-subjects factor, duration, 
maximum loudness, and maximum spectrum of each sound as the within-subjects factor, and each sound event 
and participant as the variable effect.

Results No significant differences were found between male and female groups in age, hearing threshold, intel-
lectual function, and attention function (all p > 0.05). Analysis confirmed 77 distinct sound events, with individual 
response rates of 4.0–100%. In a GLMM analysis, the main effect of sex was not statistically significant (p = 0.458). 
Duration and spectrum had a significant effect on response rate (p = 0.006 and p < 0.001). The effect of loudness 
was not statistically significant (p = 0.13).

Conclusions The results suggest that male and female listeners do not differ significantly in their auditory saliency 
judgments based on the acoustic characteristics studied. This finding challenges the notion of inherent sex differ-
ences in bottom-up auditory attention and highlights the need for further research to explore other potential factors 
or conditions under which such differences might emerge.

Keywords Auditory attention, Bottom-up attention, Sex differences, Saliency judgments, Acoustic characteristics

Open Access

© The Author(s) 2024. Open Access  This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International License, which permits any non-commercial use, sharing, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if 
you modified the licensed material. You do not have permission under this licence to share adapted material derived from this article or 
parts of it. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To 
view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by- nc- nd/4. 0/.

BMC Neuroscience

*Correspondence:
Shinsuke Nagami
shinsuke.nagami.0514@gmail.com
Full list of author information is available at the end of the article

http://orcid.org/0000-0003-0277-9866
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12868-024-00909-5&domain=pdf


Page 2 of 12Obama et al. BMC Neuroscience           (2024) 25:54 

Introduction
Attention is the function of allocating finite neural 
resources to appropriate stimuli in the external world, 
and auditory attention involves the ability to focus on 
specific sounds. Auditory attention can be divided into 
Top-down attention, which is consciously controlled, and 
Bottom-up attention, which is an automatic response to 
external stimuli [1, 2]. Top-down mechanisms: Attention 
is guided by our goals and expectations. For example, if 
you’re listening for a specific name in a crowded room, 
you’ll focus your attention on that sound [3, 4]. Bottom-
up mechanisms: Attention is captured by salient stimuli 
in the environment. For example, the sound of a loud 
noise will grab your attention, even if you’re not expect-
ing it [5]. Top-down auditory attention helps us to focus 
on specific sounds, while bottom-up auditory attention 
helps us to stay aware of changes in the environment that 
may be important. Both types of attention are essential 
for our daily life.

As an academic background, attention research has 
progressed mainly in the visual field, but the explora-
tion of auditory attention, especially bottom-up atten-
tion, has been an field of rapid interest in recent years 
[6]. Early attempts borrowed models from visual sali-
ency, creating an “auditory saliency map” [7–9]. How-
ever, these models proved inadequate due to the unique 
characteristics of sound as a time-varying stimulus. By 
interpreting the time (T)-frequency (F) spectrogram as 
an auditory image, these models treated the T-F dimen-
sion as if it were a spatial X–Y axis, without fully con-
sidering time as a distinct dimension. Consequently, 
studies have explored various approaches, recognizing 
its dynamic nature: Experiments using auditory saliency 
stimuli while performing active tasks [10, 11], distractor 
paradigms introducing background noise [12, 13], audi-
tory saliency judgment tasks where participants indicate 
salient moments in audio stimuli [5, 14, 15]. In particu-
lar, auditory saliency judgment tasks have been shown 
to account for bottom-up attentional effects, although 
they are not free from top-down attentional effects [16]. 
Research in this field emphasizes that loudness, pitch, 
duration, context, and timbre play a major role in the 
saliency of sounds that captured auditory attention [5–
15]. For example, the sound of an explosion or a conver-
sation between female is undeniably a prominent event. 
Moreover, context plays a crucial role in identifying sub-
tle sounds as noteworthy events, such as the chirping of 
crickets in a quiet setting.

Previous research has largely overlooked sex differ-
ences when examining the relationship between the sub-
jective saliency of sound and its acoustic characteristics. 
For instance, studies have demonstrated that infant cries 
elicit stronger reactions in females, whereas cries from 

adult females tend to have a more pronounced effect on 
males [17]. Additionally, it has been observed that females 
exhibit greater responsiveness to aggressive vocalizations 
[18]. These findings suggest that auditory responses vary 
between sexes; however, the specific acoustic properties 
driving these differences remain poorly understood. This 
gap in our understanding provides the impetus for the 
current study, which seeks to rigorously explore how sex 
differences in auditory attention correlate with specific 
acoustic characteristics, thereby addressing a significant 
oversight in the field.

The purpose of this study was to gain psychoacoustic 
insight into sex differences in the dimensions of auditory 
saliency and their interactions. The approach taken here 
is that the listener listens to an Audio set and annotates 
any salient sound events. We defined “saliency” as easy to 
notice [19], and the sound events that yielded response 
rates above the median of the intersubject agreement 
were considered saliency sounds derived from bottom-
up auditory attention [15]. In this exploratory study, we 
specifically aimed to examine the relationship between 
the acoustic characteristics of the salient sounds obtained 
and the response by sex. Based on this experimental 
model, we will test for the first time whether acoustic 
characteristics can explain the sex differences in bottom-
up attention revealed in human behavioral experiments. 
The results of this study will be contrasted with psychoa-
coustic findings from previous behavioral experiments 
and will serve as a springboard for exploring sex differ-
ences in attentional function in auditory field.

Materials and methods
Participants
Between November 1, 2021, and February 28, 2022, 
50 typical college students (25 males and 25 females) 
aged 20–23  years were recruited and provided writ-
ten informed consent. Males ranged in age from 20 to 
23  years (mean 21.4, SD 0.99), females ranged in age 
from 21 to 23  years (mean 21.48, SD 0.51). Inclusion 
criteria were those who did not normally use English 
and for whom the authors determined that the English 
of the experimental stimuli would not bias the meas-
urement. Exclusion criteria included individuals with 
hearing deficits (> 20  dB hearing loss in 125–8000  Hz 
range), intellectual abnormalities (MMSE score < 24), 
attention deficits (> 1.5 SD below mean in CAT tasks), 
or those who had difficulty understanding the experi-
mental procedures. The participants’ hearing abil-
ity was assessed using standard pure tone audiometry 
to ensure their hearing ability was within the normal 
range. To assess subjects’ intellectual functioning, we 
used the Mini-Mental State Examination [20]. Visual 
Cancellation and Auditory Detection testing tasks 
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from the Clinical Assessment for Attention [21] were 
used to assess visual and auditory attentional function-
ing. This study was approved by the Ethics Committee 
of the Kawasaki University of Medical Welfare, Okay-
ama, Japan (approval no.: 21-012) and was conducted in 
accordance with the Declaration of Helsinki.

Materials
We presented audio set to the participants, who then 
responded to the sound that captured their attention 
by simply pressing a button on their hands. The audio 
set was generated digitally using a personal computer 
(FMVU93C3BZ, FUJITSU, Tokyo, Japan), transformed 
via Bluetooth connection, and presented through a 
loudspeaker (HT-X8500, SONY, Tokyo, Japan). A com-
puter program (PsychoPy version 21.2.3) controlled 
all participants’ responses, instructions, and audio set. 
During the experiment, the participants sat in front of 
the loudspeakers at a distance of 90 cm. They were pro-
vided with a pencil and questionnaire form. The evalu-
ator waited behind them and responded only when 
requested. A video camera (HC-W590M, Panasonic, 
Tokyo, Japan) was also placed behind the participants 
to record the experiment.

Audio set
The internationally standardized Urban Sound Dataset 
(USD) [22] was used as the audio set. The USD consists 
of various speech sounds, including the sounds of daily 
life and nature. In this study, the audio set were created 
using the following procedure. First, 1-min sounds, 
which are everyday noises such as conversations and 
street sounds, were used as the Background Token (BT) 
of audio clip. Next, 10 salient sounds based on USD 
[22], such as alarm and drill sounds, were randomly 
placed in the BT as Foreground Token (FT). These FTs 
were classified based on the USD Sound Class Classi-
fication Method (https:// urban sound datas et. weebly. 
com/ taxon omy. html) as “Nature,” “Human,” “Mechani-
cal,” or “Music” based on the USD Sound Classification 
Method. One FT was defined as the time from the start 
of one sound to the end of FT. For example, the sound 
of “dog bark” was extracted from the start of a dog bark 
until the end of the bark. Accordingly, 10 FTs were ran-
domly placed within 1  min of BT. In total, we created 
five audio clip using Wondershare Filmora9, version 
9.5.2.11. BT sounds consist of everyday environmen-
tal sounds. FT sounds include everyday sounds except 
when labeled “human,” which represent atypical sounds 
(e.g., English expressions of surprise or delight). Table 1 
shows these five audio clips.

Table 1 List of audio clips

Audio clip Token Taxonomy

Sound classes Sound events

Clip 1 Background Night ambience_Backyard

Foreground Nature Dog bark (1)

Mechanical Car horn (1)

Human Footsteps (1)

Human Dog bark (2)

Mechanical Car riding (1)

Mechanical Mechanical (1)

Nature Dog howl

Nature Footsteps (2)

Mechanical Mechanical (2)

Nature Animal tweet

Clip 2 Background Saturday ambiance

Foreground Human Child voice

Human Child shouting (1)

Human Child shouting (2)

Human Child singing

Human Child shouting (3)

Human Child speech

Human Child shouting (4)

Human Child shouting (5)

Human Child shouting (6)

Human Child shouting (7)

Clip 3 Background Street party

Foreground Mechanical Alarm (1)

Mechanical Mechanical (3)

Mechanical Mechanical noise (1)

Mechanical Car horn (2)

Mechanical Alarm (2)

Mechanical Alarm (3)

Mechanical Police siren

Music Music live

Mechanical Train horn

Nature Bird tweet

Clip 4 Background Helicopter over neighbor-
hood

Foreground Mechanical Mechanical noise (2)

Mechanical Car brakes

Mechanical Drilling (1)

Mechanical Car horn (3)

Mechanical Car riding (2)

Mechanical Bus pneumatics

Mechanical Drilling (2)

Mechanical Mechanical (4)

Mechanical Mechanical (5)

Mechanical Drilling (3)

https://urbansounddataset.weebly.com/taxonomy.html
https://urbansounddataset.weebly.com/taxonomy.html
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Procedure
The audio set consisted of five different audio clips, and 
each stimulus was presented once. These audio clips 
were played randomly, with a 1-min interval. During 
the 1-min interval between two audio clips, the partici-
pants answered a questionnaire about the previous audio 
clip. They completed the practice task after receiving the 
instruction; after, they understood how to answer the 
questionnaire before starting the main task. The experi-
ment was conducted by the first and second authors.

To avoid the effect of top-down auditory attention 
resulting from an instruction, the assigned authors pro-
vided the following instructions to the participants 
[14]: “You will listen to an audio clip containing various 
sounds. While listening, please press the button imme-
diately if any sound captures your attention without you 
intentionally focusing on it.”

Behavioral paradigm
In this study, participants’ reactions were recorded using 
the PsychoPy software, which captured all sounds that 
prompted a response. Participants also identified their 
reaction sites by watching the video recording after the 
experiment to reconfirm their reaction sites. The study’s 
approach to categorizing responses was guided by an 
auditory saliency model referenced in the literature [14]. 
According to this model, responses were divided based 
on the level of inter-participant agreement. Sounds that 
were deemed more salient tended to draw a uniform 

response from many participants, indicating a predomi-
nance of bottom-up auditory attention—this refers to 
the instinctive reaction to sound stimuli. Conversely, less 
salient sounds captured the attention of fewer partici-
pants, suggesting a greater influence of top-down audi-
tory attention, which involves more cognitive processing 
of sounds. Thus, we categorized a response with broad 
intersubject agreement as dominated by bottom-up audi-
tory attention. Specifically, “salient sounds to which bot-
tom-up attention contributes” were defined as those that 
received a median level of agreement or higher among 
participants [15].

Acoustical setting
The experiment was performed in a soundproof room 
with a background noise level of ≤ 48 dB, and the mini-
mum volume of audio set was set to a signal-to-noise 
ratio of + 10 dB or higher [23]. All participants confirmed 
that the default volume was set at a comfortable listen-
ing level during the practice task. All sound effects on the 
loudspeaker audio output were turned off. The labora-
tory’s background noise level and maximum loudness of 
the audio clip were measured using a sound level meter 
(NL-27 K, RION, Tokyo, Japan) with a C-weighted maxi-
mum sound pressure level (Lmax). The maximum sound 
pressure level (Lmax) during a sound event is defined as 
the maximum loudness of that sound event. Then, all 
audio clips were then processed using a Fast Fourier 
Transform with a Hanning window to extract frequen-
cies from the maximum spectrum. The extraction of the 
maximum spectrum of each sound event and the sound 
waveform and spectrogram of each Audio clip were dis-
played in MATLAB version 23.2.0.2409890 (R2023b). In 
the sound waveform, the amplitude of each audio clip 
was displayed along the time axis. In the spectrogram, 
the normalized frequency of each audio clip was dis-
played along the time axis.

Verification of participant engagement with audio clip
After listening to each audio clip, participants completed 
a questionnaire assessing the accuracy of the content. 
Audio clips for which the questionnaire responses were 
incorrect were excluded from further analysis. For exam-
ple, after listening to an audio clip containing human 
speech, the participants were asked the following ques-
tion: “What sound did this audio clip contain?” They 
were then encouraged to select one of the following five 
sounds: “insect sound,” “ringtones,” “human speech,” 
“thunder,” and “wave sound.” The response “human 
speech” was the correct answer, and data regarding other 
choices (false answers) were excluded. In addition, to 
accurately identify the sound event to which the partici-
pants responded, we identified the response points by 

Token = Indicate whether each sound event is a background sound or a 
foreground sound placed in a background sound; Taxonomy = Sound class and 
name of each sound event based on the classification of USD [22]

Table 1 (continued)

Audio clip Token Taxonomy

Sound classes Sound events

Clip 5 Background High-technology generator

Foreground Mechanical Alarm (4)

Mechanical Air conditioner

Mechanical Jackhammer (1)

Mechanical Siren (1)

Mechanical Jackhammer (2)

Mechanical Siren (2)

Mechanical Mechanical noise (3)

Mechanical Mechanical noise (4)

Mechanical Jackhammer (3)

Mechanical Mechanical (6)
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checking the experimental video with the participants 
after the experiment. This approach helped ensure that 
only data from participants who accurately engaged with 
the audio clips were included in the analysis, thereby 
improving the reliability of the results [24].

Sample size calculation
In the linear multiple regression analysis, the sample size 
was calculated a priori using G*Power, version 3.1.9.2. 
The effect size was 0.26, the power (1-β) was 0.8, and the 
significance level was set at 0.05, based on previous stud-
ies using this research model [15]. We estimated that 47 
participants were required to detect the effects of dura-
tion, maximum loudness, and maximum spectrum on 
the response rate of the audio clip. The effect size was 
based on previous research [15], which reported moder-
ate effect sizes for associations between acoustic features 
and salience judgments.

Statistical analysis
We conducted independent sample t-tests to compare 
demographic characteristics between sexes. We con-
ducted a generalized linear mixed model (GLMM) analy-
sis to examine the relationship between sex and acoustic 
characteristics. The GLMM was chosen because of the 
binary (0 or 1) nature of the response data, the unbal-
anced data structure of repeated measures, and the need 

to account for variate effects (individual differences and 
differences in sound events). The model treated sex as 
a between-subjects factor and acoustic characteristics 
(duration, loudness, and spectrum) as a within-subjects 
factor. All acoustic characteristics were Z-standardized. 
We included sex and acoustic characteristics as fixed 
effects and participants and sound events as variable 
effects. The statistical analyses were carried out with EZR 
(Version 1.54). A p-value of < 0.05 was considered statisti-
cally significant.

Results
Participant characteristics
Fifty typical adults (25 males and 25 females) were 
recruited for the study. According to predefined exclu-
sion criteria, five males were excluded: four due to 
below-average hearing and one due to a misinterpre-
tation of the instructions. The incorrect interpretation 
of the instructions specifically involved participants 
responding to a sound that captured their attention and 
continuing to press the button even after the sound had 
stopped, although they were only supposed to press 
it once. In this study, the analysis included data from 
45 individuals (20 males and 25 females), after exclud-
ing 5 individuals who met the exclusion criteria (see 
Fig. 1). Statistical analysis was used to compare demo-
graphic characteristics between sexes. No significant 

Fig. 1 Participant enrollment and audio set
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differences were found between male and female 
groups in age (r = 0.06, p = 0.7), MMSE scores (r = 0.1, 
p = 0.489), hearing thresholds (right ear: r = 0.12, 
p = 0.43; left ear: r = 0.05, p = 0.728), or attention func-
tion tests (all p > 0.05). Table 2 shows the demographic 
characteristics of the subjects.

Participant enrollment and audio clips flowchart with 
the inclusion and exclusion criteria used for establish-
ing the audio clip datasets and the participant datasets; 
n, number of participants in the dataset.

Participant responses to audio clips
In this experiment, each of the 45 participants was pre-
sented with 5 audio clips, amounting to a total of 225 
audio clips. Out of these, 7 clips were excluded from 
the analysis due to incorrect questionnaire responses, 
leaving 218 clips (98 from male and 120 from female) 
for further analysis (see Fig.  1). The sound waveforms 

and spectrograms for each audio clip are displayed in 
Fig. 2.

Analysis of participant responses to audio stimuli
Participants’ responses to audio clips were plotted on 
the time scale of sound waveforms as shown in Fig. 2. A 
PsychoPy analysis of the responses to the 5 audio clips 
(a total of 218 clips) identified 77 sound events. The par-
ticipants’ response rates for these events ranged from 4.0 
to 100%. The median response rate was calculated to be 
33.0%. In this study, salient sounds—those to which bot-
tom-up attention primarily contributes—were defined as 
those with response rates of 33.0% or greater. The analy-
sis revealed 47 salient sounds. These are listed by sex in 
Table 3.

To evaluate the participants’ ability to distinguish 
between salient and non-salient sounds, we calculated 
key metrics including the hit rate, false alarm rate, and 
d-prime. In this study, the hit rate represents the propor-
tion of responses to sound events with a response rate 

Table 2 Participant characteristics

Statistical analysis; r = Effect size; Statistical analysis

SD Standard Deviation, SE Standard error, CV Coefficient of Variation, CI Credible Interval, dBHL Decibels Hearing Level
1) Mann–Whitney U-test
2) t-test

Variable Mean (SD) SE CV 95% CI r p value

Age1)

 Male 21.4 (0.99) 0.22 0.04 20.93–21.86 0.06 0.7

 Female 21.48 (0.5) 0.10 0.02 21.26–21.69

MMSE1)

 Male 29.70 (0.92) 0.20 0.03 29.26–30.13 0.1 0.489

 Female 29.84 (0.55) 0.11 0.01 29.61–30.06

Right ear (dBHL)2)

 Male 5.62 (4.12) 0.92 0.73 3.69–7.55 0.12 0.43

 Female 4.75 (3.08) 0.61 0.64 3.47–6.02

Left ear (dBHL)2)

 Male 5.25 (3.23) 0.72 0.61 3.73–6.76 0.05 0.728

 Female 4.92 (3.07) 0.61 0.62 3.65–6.18

Visual cancellation task correct answer (%)1)

 Male 99.73 (0.83) 0.18 0.008 99.34–100.11 0.01 0.927

 Female 99.78 (0.53) 0.10 0.005 99.56–100

Accuracy (%)

 Male 100 (0) 0 0 100–100 – –

 Female 100 (0) 0 0 100–100

Auditory detection task correct answer (%)1)

 Male 99.6 (0.82) 0.18 0.008 99.21–99.98 – 1

 Female 99.56 (1.00) 0.20 0.01 99.15–99.97

Accuracy (%)1)

 Male 99.7 (0.97) 0.21 0.009 99.24–100.15 0.24 0.109

 Female 100 (0) 0 0 100–100
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of 33% or higher, while the false alarm rate indicates the 
proportion of responses to sound events with a response 
rate of 33% or lower. The d-prime value, derived from 
the z-scores of the hit rate and false alarm rate, provides 
a measure of the participants’ discriminability between 
these sound categories. As shown in Table 4, the analysis 
yielded a hit rate of 0.61 and a false alarm rate of 0.38. 
The corresponding d-prime value was calculated to be 
0.56, indicating moderate discriminability. These find-
ings suggest that while participants were generally able to 
distinguish between salient and non-salient sounds, there 
remains some degree of overlap in their responses.

From the top row, the sound waveforms, response 
points by sex, and spectrogram are displayed for each 
audio clip. At the bottom of each sound waveform, the 
reaction points of the subjects are shown on a time scale. 
Males are indicated by blue plots and females by red 
plots.

Sex differences analysis of response rates to acoustic 
features
This analysis examined the relationship between 
response rates and acoustic features across all 77 sound 
events. The GLMM results showed that the main effect of 
sex was not statistically significant (β = − 0.04, SE = 0.06, 
r = −  0.11, p = 0.458), suggesting no significant differ-
ence in overall response rates between sexes. Regarding 

acoustic characteristics, duration had a significant posi-
tive effect on the response (β = 0.06, SE = 0.02, r = 0.28, 
p = 0.006). Spectrum also showed a significant negative 
effect (β = −  0.08, SE = 0.02, r = −  0.34, p < 0.001). How-
ever, loudness did not have a significant effect (β = − 0.03, 
SE = 0.02, r = − 0.16, p = 0.13).

Furthermore, we examined the interactions between 
sex and each acoustic characteristic. The interaction 
between sex and duration was not statistically significant 
(β = −  0.02, SE = 0.01, r = −  0.02, p = 0.103). However, 
the interaction between sex and loudness was signifi-
cant (β = 0.04, SE = 0.01, r = 0.05, p = 0.001), indicating 
that loudness may influence response rates differently 
depending on sex. The interaction between sex and spec-
trum was not significant (β = 0.009, SE = 0.01, r = 0.01, 
p = 0.489). The findings from these analyses are summa-
rized in Table 5.

Comparative analysis of acoustic features in Bottom‑up vs. 
Top‑down auditory saliency
The analysis revealed notable differences between bot-
tom-up and top-down auditory attention across various 
acoustic characteristics. For sound duration, bottom-up 
sounds had a mean duration of 2.00 s (SD = 1.33), while 
top-down sounds averaged 1.45  s (SD = 1.09). Although 
this difference approached statistical significance 
(r = 0.19, p = 0.091), it was not statistically significant. 

Clip 2

Male response point

Female response point

Clip 5

1.0

0.5

0

0.3

0

-0.3

60 (second)0

Clip 1

0.5

-0.5

0

1

0

-1

Clip 3

0.5

-0.5

0

Clip 4
0.5

-0.5

0

Fig. 2 Acoustical feature waveforms of all audio clips in the order of number
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Table 3 List of salient sounds by sex

Duration Duration of each sound in seconds, Loudness Maximum loudness of sound, Spectrum Maximum spectrum of sound, Response rate Percentage agreement of 
responses to sound events by sex, dBSPL Sound pressure level, Hz Frequency

Audio clip Token Taxonomy Duration 
[Second]

Loudness 
[dBSPL]

Spectrum [Hz] Response rate [%]

Sound classes Sound events Male Female

Clip 1 Foreground Nature Dog bark (1) 2.03 64.9 1370 83 75

Mechanical Car horn (1) 1.12 69.1 1000 89 67

Human Footsteps (1) 4.9 64.9 73 83 58

Human Dog bark (2) 0.14 71.2 511 39 54

Mechanical Car riding (1) 2.08 68.3 64 78 66

Nature Footsteps (2) 3.53 62.1 263 61 42

Mechanical Mechanical (2) 2.09 64.2 1603 67 50

Nature Animal tweet 3 60.7 5282 56 38

Clip 2 Background Noise Car noise 1.59 69.3 9105 – 45

Foreground Human Child shouting (1) 0.57 64.7 2962 39 39

Human Child shouting (2) 1.51 67.5 1233 33 30

Human Child shouting (3) 1.09 70 1053 33 26

Human Child shouting (4) 2.13 68.2 1090 – 39

Background Noise Car noise 3.48 77.9 9591 37 –

Foreground Human Child shouting (5) 1.39 69.4 1284 33 57

Human Child shouting (6) 2.43 63.6 1169 17 35

Human Child shouting (7) 2.01 70.1 1071 89 78

Background Noise Car noise 4.45 67.9 8421 84 64

Clip 3 Foreground Mechanical Alarm (1) 1.02 61.8 883 63 36

Mechanical Mechanical (3) 1.1 63.7 121 42 40

Mechanical Mechanical noise (1) 1.09 61.5 309 37 –

Background Noise Car noise 2 71.5 2177 35 –

Foreground Mechanical Car horn (2) 2.51 69.6 999 90 84

Mechanical Alarm (2) 1.54 69.2 610 58 52

Mechanical Alarm (3) 0.58 68.7 3064 60 56

Mechanical Police siren 5.02 71.4 1140 74 64

Music Music live 4.5 66.7 393 42 48

Mechanical Train horn 1.5 69.1 438 69 48

Clip 4 Foreground Mechanical Drilling (1) 2.45 61.5 30 69 48

Mechanical Car riding (2) 3.02 60.3 130 42 36

Background Noise Noise 0.18 67.4 6492 40 –

Foreground Mechanical Drilling (2) 1.21 66.1 122 90 68

Background Noise Noise 4.5 68.3 810 – 44

Foreground Mechanical Mechanical (4) 2.02 63 1617 100 76

Mechanical Mechanical (5) 1.41 65.3 1797 79 80

Background Noise Dog bark 0.47 65.5 5700 35 –

Foreground Mechanical Drilling (3) 2.46 66.5 130 79 72

Clip 5 Background Noise Noise 0.37 69.4 2898 35 30

Foreground Mechanical Alarm (4) 0.11 58.8 151 47 –

Mechanical Air conditioner 1.04 60.9 57 53 39

Mechanical Jackhammer (1) 3 61.7 100 58 48

Mechanical Siren (1) 1.16 61.4 1169 52 48

Mechanical Jackhammer (2) 3.59 60.8 97 68 57

Mechanical Siren (2) 2.03 59.3 487 42 –

Mechanical Mechanical noise (3) 0.55 63.5 483 47 35

Mechanical Mechanical noise (4) 0.45 56.2 487 58 –

Mechanical Jackhammer (3) 3.59 58.1 5097 79 52
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Regarding loudness, the mean loudness for bottom-up 
sounds was 65.55 dB (SD = 4.36), compared to 66.71 dB 
(SD = 5.29) for top-down sounds, with this difference 
not reaching statistical significance (r = 0.11, p = 0.316). 
The spectral analysis indicated a significant difference 
between the two attention types; bottom-up sounds 
had a lower mean spectral frequency (1811.34  Hz, 
SD = 2457.25) compared to top-down sounds (4164.5 Hz, 
SD = 4231.33), with this difference being statistically 

significant (r = 0.32, p = 0.005). These results suggest 
that spectral characteristics, in particular, play a crucial 
role in differentiating between bottom-up and top-down 
auditory attention. The findings from these analyses are 
summarized in Table 6.

Sex differences analysis of response rates to various sound 
classes
We conducted a Welch’s t-test to analyze response rates 
for the different sound classes. For Human, 43.77% of 
males and 46.22% of females (r = 0.16, p = 0.504), for 
Nature 66.66% of males and 51.66% of females (r = 0.43, 
p = 0.296), and for Noise 40.37% of males and 36.25% 
of females (r = 0.19, p = 0.459), with no statistically sig-
nificant differences among them. On the other hand, for 
Mechanical, 65% of males and 51.23% of females (r = 0.39, 
p = 0.005) found statistically significant differences. For 
Music, the analysis was inadequate. Overall, significant 
sex differences were found primarily in responses to 
Mechanical, with no significant differences found for the 
other sound classes. The findings from these analyses are 
summarized in Table 7.

Discussion
The purpose of this exploratory study was to investigate 
potential sex differences in bottom-up auditory attention. 
Our findings suggest that acoustic characteristics, par-
ticularly duration and spectrum, have a significant effect 
on the response rate, although no significant differences 
by sex were found.

Previous studies have extensively explored auditory 
saliency without adequately addressed sex differences, 
primarily focusing on characteristics of sound events 
(such as loudness, frequency, timbre, and duration) and 
elements of the overall soundscape (such as context, 
timing, and probability theory) [5–15]. In this study, we 
show that the effect of acoustic characteristics is more 
important than sex differences in determining auditory 

Table 4 Metrics for participants’ sound event discrimination 
ability

Hit = Number of responses to sound events with a response rate of 33% or 
above; False alarm = Number of responses to sound events with a response rate 
below 33%; H = Hit rate; F = False alarm rate

Metric Value

Hit 47

-Hit rate 0.61

- z-score (Hit rate) 0.28

False alarm 30

-False alarm rate 0.38

- z-score (False alarm rate) − 0.28

d-prime 0.56

Table 5 GLMM analysis results

Z Z standardization change number

Fixed effects Estimate (β) SE r p‑value

(intercept) 0.38 0.05 0.68  < 0.001

Sex − 0.04 0.06 − 0.11 0.458

Duration (Z) 0.06 0.02 0.28 0.006

Loudness (Z) − 0.03 0.02 − 0.16 0.13

Spectrum (Z) − 0.08 0.02 − 0.34  < 0.001

Sex*Duration (Z) − 0.02 0.01 − 0.02 0.103

Sex*Loudness (Z) 0.04 0.01 0.05 0.001

Sex* Spectrum (Z) 0.009 0.01 0.01 0.489

Table 6 Acoustic feature analysis: duration, loudness, and spectrum differences in auditory attention systems

Statistical analysis; 1) Mann–Whitney U-test, 2) t-test

Variable Mean (SD) SE CV 95% CI r p value

Duration1)

 Bottom up 2.00 (1.33) 0.19 0.66 1.6–2.39 0.19 0.091

 Top down 1.45 (1.09) 0.19 0.75 1.04–1.86

Loudness2)

 Bottom up 65.55 (4.36) 0.63 0.06 64.27–66.83 0.11 0.316

 Top down 66.71 (5.29) 0.96 0.07 64.74–68.69

Spectrum1)

 Bottom up 1811.34 (2457.25) 358.42 1.35 1089.86–2532.81 0.32 0.005

 Top down 4164.5 (4231.33) 772.53 1.01 2584.49–5744.5
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saliency. The negative spectral effects suggest that high-
frequency sounds are associated with lower response 
rates. While it is generally known that the human audi-
tory system is most sensitive to the mid-frequency range, 
this study did not specifically address this aspect. Previ-
ous research has shown that low-frequency sounds can 
cause discomfort and stress in humans, inhibiting cog-
nitive activity [25, 26]. Although there is no direct evi-
dence to date that low-frequency sounds specifically 
attract human attention, this study may have highlighted 
the potential for low-frequency sounds to draw atten-
tion due to their association with discomfort and other 
negative effects. The positive effect of duration suggests 
that longer sounds are perceived more prominently. This 
supports previous research findings that sound duration 
plays an important role in capturing auditory attention 
[1, 6, 27]. Interestingly, the effect of loudness was not sig-
nificant. This is in contrast to previous studies [6, 19, 27] 
that found loudness to be a major determinant of audi-
tory saliency. This discrepancy may be due to our experi-
mental design or stimulus characteristics and requires 
further study. Because previous study differs from previ-
ous studies in that it focuses on the interaction of bot-
tom-up and top-down attention in natural soundscapes. 
Previous simple studies have only examined competi-
tion for attentional resources in more constrained situa-
tions. This study, however, elucidates the mechanisms of 
attentional control in a more complex auditory environ-
ment. Similar to the present study, studies using natural 
soundscapes have shown that the relationship to back-
ground sounds plays a role in attracting bottom-up atten-
tion, especially because background sounds are powerful 

attention attractors [1]. In other words, the relationship 
between auditory saliency and acoustic features that has 
been demonstrated in simple auditory environments 
does not hold true for experiments on attentional control 
in complex auditory environments such as the present 
study. While our results provide initial evidence for these 
sex-based differences, they are preliminary and should be 
further explored through more extensive studies to con-
firm these trends and fully understand their implications.

In the paired t-test conducted earlier, the response 
rates to mechanical sounds differed significantly between 
males and females. This result was based on the spe-
cific data set analyzed and may have been influenced by 
particular sound classes and characteristics. The higher 
response rate of males to mechanical sounds might 
indicate greater sensitivity and interest in these stimuli, 
potentially related to evolutionary, cultural, and social 
factors. However, the GLMM results showed no signifi-
cant overall sex differences, indicating that while differ-
ences may occur in specific cases (as in our subset), these 
differences are not generalizable to all sound types and 
conditions. This underscores the importance of consid-
ering context and specific acoustic characteristics when 
assessing response rates.

Our assessment of auditory salience was grounded in 
behavioral measures derived from participants’ subjec-
tive evaluations. Some studies have measured auditory 
saliency by pupil dilation responses [19, 28], but this 
method does not necessarily correlate with auditory sali-
ency. Moreover, manual annotation method may not 
adequately capture the active, continuous scene scanning 
required to measure auditory saliency effectively [15]. In 

Table 7 Sound classes response rate statistical analysis

Data for Music class is based on a single observation, so statistics are not robust. Statistical analysis; 1) Mann–Whitney U-test, 2) t-test

Variable Mean (SD) SE CV 95% CI r p value

Human1)

 Male 43.77 (24.85) 8.28 0.56 24.66–62.88 0.16 0.504

 Female 46.22 (16.68) 5.56 0.36 33.39–59.04

Mechanical2)

 Male 65 (17.25) 3.38 0.26 58.03–71.96 0.39 0.005

 Female 51.23 (17.01) 3.33 0.33 44.35–58.1

Music

 Male 42 – – – – –

 Female 48 – – –

Nature2)

 Male 66.66 (14.36) 8.29 0.21 30.98–102.34 0.43 0.296

 Female 51.66 (20.3) 11.72 0.39 1.22–102.1

Noise1)

 Male 40.37 (18.15) 6.41 0.44 25.19–55.55 0.19 0.459

 Female 36.25 (14.25) 5.03 0.39 24.33–48.16
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our study, auditory salience was evaluated using partici-
pants’ manual annotations of sound events in response to 
1-min audio clips. Although manual annotation is com-
monly used [29, 30], it can be influenced by top-down 
attention. This limitation was addressed by adjusting for 
consistency in responses across multiple participants [5, 
14, 15]. Our study refines previous approaches by bet-
ter distinguishing between bottom-up and top-down 
auditory attention based on participants’ responses. 
The experimental paradigm minimizes the influence of 
top-down processes, allowing us to explore the cogni-
tive and subjective aspects of auditory attention through 
active tasks. However, incorporating passive paradigms 
could provide valuable insights into automatic bottom-
up attention mechanisms. Future research should com-
bine active and passive paradigms to compare subjective 
experiences with automatic responses, offering a more 
comprehensive understanding of auditory salience. For 
example, using passive measures like mismatch negativ-
ity could help capture unconscious responses to audi-
tory changes, further clarifying the interplay between 
bottom-up and top-down attention mechanisms. These 
differences highlight the need for further research in the 
auditory domain to fully understand these processes.

This study does have several limitations. Firstly, the 
acoustic analysis of the audio clips was confined to dura-
tion, maximum loudness, and maximum spectrum. 
Therefore, the results are applicable only to these spe-
cific acoustic features and their impact on auditory sali-
ence judgments concerning sex differences. Secondly, the 
audio clips used might be biased and may not adequately 
represent other types of auditory stimuli, such as human 
voices or natural sounds, potentially skewing the results. 
Lastly, the use of the GLMM has allowed us to uncover 
complex relationships between sex and acoustic charac-
teristics, but at the same time may complicate the inter-
pretation of the results. In addition, it does not account 
for interactions between acoustic characteristics, and 
future models that include these interactions should be 
considered. Future studies would benefit from testing the 
generalizability of our findings by including a wider range 
of age groups and subjects from different cultural back-
grounds. Exploring the neural mechanisms involved in 
processing acoustic characteristics using techniques such 
as functional brain imaging would further deepen our 
understanding.

Conclusions
Our results suggest that while there may be nuanced dif-
ferences in response rates between sexes in specific con-
texts or datasets, the overarching trend does not support 
a substantial sex difference. Instead, acoustic characteris-
tics like duration and spectrum play a more critical role 

in shaping responses. These findings may contribute to 
a better understanding of the mechanisms of auditory 
attention and to the development of sound environment 
design and auditory interfaces.
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