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Abstract
We discuss a novel method for recovering fundamental, perceptually
motivated structural features of a texture pattern: anisotropy, symmetry, and
regularity. The method is based on extended spatial grey-level difference
statistics which describe pairwise pixel interactions and yield an interaction
map used to assess the overall two-dimensional structure of interactions and
extract the significant short- and long-range interactions (intersample
spacings). The new approach extends, in digital images, the notion of grey-
level difference to arbitrary spacing vectors (i.e. any angle at any
displacement). This provides the necessary background for precise
anisotropy (or directionality) and symmetry analysis. Experimental results
are shown with a set of Brodatz images that range from highly regular to
patterns with weak regularity or anisotropy. A few especially interesting
examples of recovering hardly visible structural features are given. Finally,
the approach is applied to rotation-invariant texture classification.

Introduction

There is strong psychophysical evidence that the attentive texture perception by
humans relies on such fundamental properties as anisotropy (directionality), symmetry,
regularity and structural complexity. A recent paper by Rao and Lohse [1] reports on a
study of texture perception aimed at identifying those high level texture features that
account for most of the attentive texture discrimination capability of the human vision. It
is concluded that directionality and regularity are among those very few high level
texture features that guide the process of perceptual grouping (taxonomy) of textural
patterns. In spite of the recent doubts in the preattentive-attentive dichotomy (e.g. [2]),
the perceptional value of the fundamental texture features is not questioned.

Let us briefly discuss the current trends in the computer analysis of the
fundamental structural properties of textures grouping the papers around the high-level
features identified in [1]. More information on early approaches to structure can be
found in [3] and [4].
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Recently, there has been growing interest in the so-called oriented patterns such
as texture images originating from flow-like processes. Directionality has become a
popular topic of texture research. (See e.g. [5-11].) Practical motivations for
directionality assessment include, among others, flow research [7], image database
query [9] and orientation invariant texture classification [10]. Computer analysis of this
textural property usually involves (multiscale) orientation-sensitive filtering followed by
coherence evaluation of local orientation [5-10]. The analysis reveals the directionality
that stems from the dominating orientation of elongated texture elements. This is a
perceptually important component of anisotropy. In terms of texture elements, however,
both anisotropy and regularity may have at least three components: that of the placement
rules, that of the shape/orientation, and that of the intensity distribution of texels. These
components may interact producing more complex anisotropic patterns, while most of
the above approaches are aimed at detecting a single perceptually dominant direction
assuming an unidirectional pattern. To our best knowledge, anisotropy in general was
investigated in just a few early works including [12] and [13] where the notion of
anisotropy indicatrix was introduced and applied to rotation invariant texture
classification.

The relevance of anisotropy is mainly due to its relation to symmetry with its
universal role in nature in general and human and computer vision in particular. (See
[14] for an excellent collection of related papers.) Basic conservation laws of physics
follow from symmetry properties of space-time. Analysis of a physical process can often
be reduced to separable components if a proper co-ordinate system is set that complies
with the spatial symmetry and anisotropy of the process. Obviously, this also applies to
the processes that create natural and artificial textures, hence to simplify their analysis
one has to find the axes of texture anisotropy.

The increasing number of studies on symmetry of shapes and local intensity
patterns reflect the understanding of the importance of symmetry for computer vision.
Recently, symmetry has been applied to textures as well. Most of the related algorithms
(e.g. [2,15]) use a symmetry operator to detect local intensity symmetries in textures. An
example of perceptually motivated detection of global reflectional symmetry in texture-
like patterns can be found in [16]. In this study coherent groups of oriented local
elements are matched across a hypothesised axis of symmetry. A different, statistical
view of texture symmetry is advocated in our recent paper [17]: global texture symmetry
is revealed as the symmetry of a polar diagram called grey level feature based anisotropy
indicatrix. In the present study we will use the approach [17] as the starting point in
order to define a heuristic interaction map.

The necessity to analyse a pattern at both short and long ranges in a variety of
directions has been realised in early papers on statistical approaches to texture regularity
[18]. However in practice, due to the limitations of the co-occurrence matrix, the studies

were confined to the multiples of n/4 and pre-oriented patterns (e.g. [19]). Often, small
neighbourhoods were only used which excludes the possibility of discovering long range
regularity. In more recent attempts (e.g. [20]), finer angular search is combined with
longer distances that allow for the finer angular resolution. However, small distances
that can be important for anisotropy analysis are practically lost. This is related to
another typical drawback of the algorithms, namely their incapability to detect weak
structure and provide transition from regularity to anisotropy. Anisotropy is a lower
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level description of structure. Under gradual degradation of a pattern, one would expect
a structural analyser to give a continuous indication of going from the higher to the
lower level [12,21].

Among approaches to structure, a distinct group is formed by the so-called
structural methods that view texture as a spatial arrangement of small elementary
regions, or primitives. Since the methods proposed in this paper are pixel-based, we will
discuss neither region-based nor local intensity feature (e.g. edge) based structural
methods. The dramatic decrease since the mid-eighties of work on region-based
structural techniques illustrates the fact that many textural patterns cannot be represented
by elements. Even when the elements are perceived by humans, they are hard to extract
by computer without prior knowledge of their properties. The reader is referred to [4]
for a related survey and a description of one of a few implemented and tested structural
systems.

The main message of this paper is that the pairwise pixel interactions carry very
important structural information and, by investigating the spatial dependence of the co-
occurrence or grey-level difference features, this information can be accessed more
efficiently than by trying to select the "best" features for a limited number of pre-set
spacings. We present and experimentally study a heuristic method for recovering such
fundamental structural properties of textures as anisotropy, symmetry and regularity.
The approach uses the notion of the spatial grey-level difference based anisotropy
indicatrix [17] which is useful for precise anisotropy and symmetry analysis. A
sequence of indicatrices yields an interaction map which reflects the overall structure of
pixel interactions. The map facilitates the extraction of the characteristic spacing vectors.
The experimental analysis shows that it can be used to recover the pattern structure,
including weak regularity and anisotropy. The discriminative power of the map is
demonstrated by its efficiency in rotation-invariant texture classification.

Section 1 is devoted to the definition of the model based interaction map. More
technical details can be found in previous papers. In section 2, we demonstrate a variety
of characteristic examples of interaction maps and pattern orientation results computed
for a collection of the Brodatz images ranging from highly regular, multidirectional
textures to less regular unidirectional patterns. The results of the rotation-invariant
texture classification are shown in section 3. Finally, the advantages and the limits of the
proposed method are discussed in section 4.

1. The Interaction Map

Motivated by the discovery of the perceptual value of anisotropy and the
growing number of related computational approaches to pattern directionality we have
recently extended the notion of co-occurrence to arbitrary spacing [17]. The objective
was to make the magnitude of the spacing vector (the displacement) independent of the
vector angle thus providing the possibility of detailed anisotropy analysis at both short
and long ranges. The idea of the extended grey level difference histogram (EGLDH)
introduced in [17] is straightforward. If the spacing vector points at a non-integer
location, one can estimate the grayvalue in this location by interpolating the values of
the neighbouring pixels. In the image raster, we do this for each discrete position of the
origin of the spacing vector. The difference of the two grayvalues connected by the
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spacing vector is used to increment the corresponding entry of the EGLDH. The same
interpolation procedure can be used to extend the co-occurrence probability matrix as
well. See [17] for details.

Texture images may have both short- and long-range pixel interactions of
significant strength. The interaction map shows "at a glance" the significance of any
particular spacing. The relevance of different pairwise interactions (cliques) can be
measured in the framework of the Markov/Gibbs model with multiple pairwise pixel
interactions which has been recently introduced by Gimel'farb in [22]. The model-based
maps discussed in [22] are related to the EGLDH feature-based interaction maps we are
going to introduce now. The model [22] supports our feature-based approach by stating
that, under the model assumptions, the spatial grey-level difference histograms
considered by both approaches are the sufficient statistics for this model. The main steps
and definitions of the EGLDH feature-based interaction map approach are as follows:

Step 1. For a discrete set of spacing vectors dj; = ((Xj ,d,), CCJ e[0,27r],

d j e [ 1, dmax ], compute an EGDLH feature F ( a , , d ,•).

Step 2. Define polar interaction map as M p[(i,j) = F(aj,dj). Each column of

Mpi(i,j) is called anisotropy indicatrix describing texture anisotropy at the distance

d;: A^ (/) = Mpi (i,j) • AJ (/) is treated as a cyclical array, i.e. modulo z'max.

Step 3. Apply a reflectional symmetry transform to each indicatrix A^ ( /) ,

j = 1,..., j m a x , to obtain the corresponding symmetry indicatrix S^ (/).

Step 4. Define polar symmetry map as Sp[{i,j) - SJ (/).(The indicatrices form the

columns of the map.)

Step 5. Compute row projections of Sp[ (i,j) to find directions of dominant symmetry

and evaluate overall anisotropy and orientation.

Step 6. Transform Mpi(i,j) to XY coordinates to obtain Cartesian interaction map

Mxy (m,n). Use Mxy (m,n) to analyse texture structure.

In step 1, any of the standard GLDH features [3] can be computed for the
extended graylevel difference histograms. In this paper, we use the median as the

EGLDH feature F(GCj,d.). The median feature is defined as the median of the

absolute differences of a pair of gray levels separated by the spacing vector dy. The

range of the displacements d .• should be wide enough to include the expected
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characteristic values, e.g. the period of a regular pattern. The angular resolution depends
on the desired accuracy of anisotropy analysis.

In the initial study [17] we considered a sequence of anisotropy indicatrices

A-* (/) obtained for a range of displacements. An indicatrix was depicted as a polar
diagrams representing the magnitude of the EGLDH feature in each direction by the
radius, i.e. the distance from the origin. An interaction map is depicted as a grayscale
image where the magnitude of the feature is coded by intensity. A single map represents
a sequence of indicatrices and gives an overall view of structure and strengths of
pairwise interactions.

The idea of investigating a GLDH feature as a function of the spacing vector is
not new (see e.g. [18],[19]), but it had not been realised properly until the histogram was
extended to non-integer spacing vectors. Traditionally, the emphasis was laid on the
design or selection of particular features rather than on the mapping a feature onto the
spacing vector space. For the current approach, the choice of a particular feature is less
important than the mapping which reveals the structure of the pattern.

Given an anisotropy indicatrix, in step 3 we evaluate the reflectional symmetry

of the indicatrix with respect to a sequence of axes with the orientation a ; that pass
through the indieatrix origin. For this purpose, we match the two halves of the indicatrix
defined by each axis. The matching rate is used as a measure of reflectional texture

symmetry in the direction a;-. The polar diagram depicting the matching rate is viewed
as a symmetry-based anisotropy indicatrix. (See [17] for details and definitions.)

Figure 1 demonstrates the interaction maps obtained for a regular texture
pattern from the Brodatz album [24]. The angular resolution is 5 degrees, the maximum
displacement 30 pixels. The maps are presented as scaled intensity-coded images. The
relevant features of an interaction map are its dominant blobs (darks pots) and lines. The
blobs show the characteristic spacings, e.g. the strongest pixel interactions, while the
lines exhibit the pattern anisotropy. Pattern anisotropy and orientation are best expressed
by the polar symmetry maps as distinct light rows comprised by the maxima of
symmetry. An algorithm for computation of the pattern orientation using the polar
symmetry map of the pattern is given elsewhere [23]. The algorithm is based on the
analysis of the row projections of the map. An important feature of the algorithm is that
for structured patterns it yields the orientation of the structure assessed via the directions
of maximum symmetry, as opposed to the traditional local filtering based methods
which are incapable of grasping the structure.

Figure 1. (a) A regular texture pattern; the polar interaction (b) and symmetry (c) maps;
the Cartesian interaction (d) and symmetry (e) maps;(f) the blobs of (d);(g) the row
projections of(c). The polar maps and the projections are enlarged.
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2. Experimental Analysis of Structure, Symmetry, and Orientation

In this section we experimentally demonstrate that the indicatrices and the
interaction maps can be used to recover the fundamental structural features of texture
patterns. When selecting the images we tried to test the power and the limits of the
proposed solutions by including weak regularity images taken at random orientations.
The interaction maps have been computed for most of the Brodatz images, but only
those of the results that we believe are most illustrative are presented here. More
examples will be given in a forthcoming journal paper.

Figure 2 illustrates the capabilities of the proposed method in recovering the
structure and orientation of texture patterns. Each entry of the figure (except the last
one) shows a texture sample with the orientation analysis results overlaid and the blobs
of the interaction map displayed separately. Any of the anisotropy (symmetry) axes
depicted can be used to orient the pattern. Examples (a) and (b) are directional non-
regular textures whose orientation is easily detectable by both traditional filtering
techniques and the proposed approach. In this case, the interaction maps themselves are
shown because the maps have linear rather than blob structure. Examples (c)-(f) are
rectangular structures. Some of them (e.g. (e), see [4]) are likely to pose problems to the
existing methods. The handmade paper (d) has structure so weak that is perceived only
with effort. To test this result, e.g. to check if it is not an artefact of the method due to
the regularity of the raster, we rotated the original photograph in front of the camera and
obtained the same (rotated) rectangular structure as shown. When the structure is a
square grid, the diagonal axes have the same degree of symmetry as the principal ones.
To select the principal axes, further analysis of the structure is needed.

Examples (g)-(i) demonstrate the recovery of hexagonal structures. The last of
them (plastic pellets) is hard to perceive. The orientation of the (g) is easier to find
because the cells are elongated. The last two examples (j) and (k) show more
sophisticated structures. Straw matting (j) exhibits in a non-orthogonal combination
(interference) of two anisotropies: that of the geometry (placement rules) and that of the
intensity distribution (painting function). Both anisotropies have been detected. The final
example (k) is a hierarchical pattern where most local approaches tend to detect only one
component of directionality. Our approach is able to detect and separate both, at short
and long ranges. (See [23] for details of the method.) In general case, however, the
problem of hierarchical textures is still open.
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Figure 2. Examples of texture samples with the orientation analysis results overlaid and
the blobs of the interaction maps shown separately.

3. Rotation-Invariant Texture Classification

To demonstrate the texture discriminating power of the proposed approach, we
carried out classification experiments, both with fixed and varying pattern orientations.
The experimental protocol was as follows. Thirty textures from the Brodatz album were
selected and digitised to 512x512x8 resolution test images. Each image covered the
whole original album photograph. Small samples of the test images are displayed in
figure 4. The experimental texture set contained patterns with different degree of
regularity as well as non-regular directional patterns. No isotropic, non-regular textures
were included since they do not have characteristic interaction maps suitable for
discrimination. This is a basic limitation of the proposed approach as far as classification
is concerned.

Figure 3. Samples of the texture images used in the classification experiments.

Each of the M test images (M - 30) was divided into K non-overlapping
subimages (K was 4 or 9). A sample patch was randomly selected from each of the
subimages and the polar interaction map of each of the MK samples was computed. For
rotation-invariant classification, the orientation of the patch was random. Then the
distance between each pair of the MK maps was obtained for a set of relative
orientations of the two maps. (In polar maps, rotation means permutation of the rows.)
The distance between two maps was defined as the mean absolute gray level difference
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between the corresponding points. The best match, e.g. the smallest distance was
selected within a specified set of orientations. In the case of rotation-invariant
classification, the relative rotation covered the whole possible range of angles. For fixed
orientation, we still applied a limited angular variation (±30 degrees) in order to
compensate for the spatial variations of some textures such as the second one in figure 4
(reptile skin). For the same reasons, slight spatial scaling of the maps would also be
desirable in order to achieve more flexible matching, and we plan to add it in future.

In each class, one patch was used as the training sample and the rest K - 1 ones
as the test samples. This was done for each patch of each class and the nearest neighbour
was selected in each case. Such classification procedure provides a simple but strict test
under unfavourable conditions: the within-class distances should be smaller than the
distances to the samples belonging to other classes, i.e. the classes should form distinct
clusters. No attempt to apply more sophisticated learning and classification schemes was
made, since we wished to test the "descriptive resolution" of interaction maps, not a
classification scheme.

The classification test was run 8 times. The results are summarised in Tables 1
and 2. The classification results were obtained under different conditions: fixed/arbitrary
rotation, patch size (110 or 165), image resolution (original or half), spacing vector
resolution (original or half). Arbitrary rotation means rotation-invariant classification.
The image resolution was reduced using a Gaussian pyramid. The resolution of the polar
spacing vector was modified by changing the increments from 5 to 10 degrees for the
angle and 1 to 2 pixels for the magnitude. The maximum displacement was 50 or 25
pixels, depending on image resolution. Since we are primarily interested in rotation-
invariant classification, the influence of the resolution parameters was tested only in this
case.

Table 1. Classification results (%) for patch size 110 pixels

Rotation-invar. Fixed rotation Rotation-invar. Rotation-invar,
original resol. original resol. half image resol. half spacing resol.

79 82 73 70

Table 2. Classification results (%) for patch size 165 pixels

Rotation-invar. Fixed rotation Rotation-invar. Rotation-invar,
original resol. original resol. half image resol. half spacing resol.

96 96 92 87

The classification results for large patches are a few percent better than those presented
in a recent study by Greenspan et.al. [25] where the best figure obtained for rotation-
invariant discrimination of 30 textures was 92%. However, it is hard to compare the
results of the two studies since they were obtained for different texture sets using
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different classification techniques. In [25], the learning/classification scheme is much
less strict (12 training and 4 testing samples, more elaborated classification algorithm),
but the patch size is smaller (64 pixels). In our case, a relatively large patch size was
important because to obtain a meaningful interaction map of a structured pattern the
method needs significant pixel statistics at spacings greater than the period of the
structure. This is not a deficiency of the proposed approach: long range order can only
be detected at long ranges. If the window "sees" less than one period, no method can
grasp the periodicity. Alternatively, one may try a multiresolution scheme, but then
important image details may be lost at lower resolutions.

The classification results show improvement for larger patch size when the
necessary statistics is gained. The growing patch size limits the number of samples,
especially in the case of rotation-invariant classification when an arbitrarily rotated
sample is selected in a subimage. To check the stability of the results, we ran an
additional test with fixed orientation, large patch size, and K = 9. The figure obtained
(92%) was reasonably close to that obtained for K - 4.

Most of the classification errors were caused by a small group of non-regular
patterns whose maps are not distinct enough. The detailed analysis of the classification
results, including errors, is outside the scope of this paper. It will be given in a
forthcoming journal paper.

4. Conclusion

We have presented a novel method for recovering fundamental structural
properties of a texture pattern. The methods applies the extended grey level difference
statistics to yield an interaction map that facilitates description of structure in terms of
most significant interactions (or spacing vectors). The experimental results demonstrate
that the method can be successfully applied to patterns having different degree of
regularity and anisotropy, including very weak structures but excluding random
isotropic patterns whose interaction maps are not distinct. The latter can be separated
and discarded. Due to its high angular resolution and the capability to evaluate the
symmetry of a structure, the approach is well suited for directionality and orientation
analysis. We plan to apply the proposed approach to image segmentation, detection of
objects, including texture defects, and to document image processing. On the other hand,
it is planned to proceed with the structural analysis of the interaction maps to obtain the
basic geometric parameters of structures.
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