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Few-shot guidance for semantic segmentations

• We can generate conditional samples from a small set of image-

segmentation pairs

• We use a pre-trained diffusion model on FFHQ-256 and adapt it to 

generate conditionally with just 20 examples

• DiffAE [1]: The latent representation over-compresses the image 

and fails to accurately reproject the per-pixel segmentation

• DDIM-I: Providing guidance with a network trained only on “clean” 

images does not work. The intermediate denoiser representations 

are more robust to the inaccurate estimates of the final image.

• We compare with ControlNet [3] which fails to work in low-data 

regimes.

• We exploit the fact that the information is highly correlated to the 

existing unconditional denoiser representations. This allows us to 

learn guidance even in these extremely constrained settings.

Mask GT DDIM-I DiffAE Ours

Mask GT ControlNet Ours

• We showcase our ability to work with large models; we condition a 

Stable Diffusion model on segmentations with 30 examples.

Mask Stable Diffusion Samples

Approach

A trained denoiser network can be interpreted as a learned score function

For some conditioning y we can express the score of the posterior as

We propose using intermediate denoiser representations to learn to map 

the estimate of the final image to the conditioning

and we can modify sampling as

Using the unconditional denoiser as a feature 

extractor:

• Can provide guidance that is robust to the 

initial inaccurate estimates of x0

• Allow learning the guidance directions from 

a small set of labeled samples.

Overview

• The internal representations of an unconditional denoiser network 

can be used to adapt to new conditions with limited examples.

• We verify the effectiveness of our approach on conditional 

generation tasks such as semantic mask-conditioned generation.

• Our approach allows us to cheaply augment with synthetic images to 

improve classification accuracy.

final image estimate "few-shot" learned likelihood

Few-shot guidance for image-level attributes

• We perform image-level conditioning with an unconditional CelebA-64 

diffusion model and training an attribute classifier with 50 positive and 

50 negative examples, e.g. blonde, male.

• DiffAE [1] and D2C [2]: Comparable FID without learning how to 

compress the entire image into a latent representation during training.

Synthetic Data Augmentation

• We fine-tune an unconditional ImageNet model as class conditional on 

the Tiny-ImageNet dataset.

• We extract features from the unconditional U-Net and train a rejection 

classifier.

• To sample, discard any class-conditioned image for which the classifier 

predicts a probability lower than a threshold of 0.2.

• We augment Tiny-ImageNet with increasing amounts of diffusion-

generated synthetic data.

• Training with our synthetic data improves accuracy of ResNet 

baselines by 9% on Tiny-ImageNet.

• Augmentation approach complements image-level augmentations 

such as Mixup and Cutmix.
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