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luminance, spatial frequency, and motion [10, 64]. This 
segregation is repeated at subsequent levels, giving rise 
to a diversity of processing paths where, at each level, 
components recombine or further divide. So how can the 
simultaneous perception of hundreds of visual objects 
operate when, for each of them, the pieces of information 
are disseminated in distinct areas of the cortex, sharing 
the same substructures? The mechanisms involved are 
multiple and complex. We will limit ourselves to identi-
fying the circuits producing synchronous bursts of acti-
vation for the components of the same visual object, and 
analysing the interaction modalities associated with these 
circuits. We will focus on the purely temporal aspects. 
The principles of sensory analysis and segmentation are 
not considered here.

1 Introduction
Driving in a big city at the busiest times of the day is a 
real challenge for the brain. Many visual objects are dis-
criminated and tracked, only a small proportion of them 
consciously, all to ensure a safe trajectory and anticipa-
tion of any potential danger: obstacles, erratic changes in 
the trajectory of another vehicle, etc.

From the very first level, V1, primary visual cor-
tex, a clear dissociation between visual components is 
established, based at this stage on color, orientation, 
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To analyze the timing of the sensory chain, we briefly 
review the facts reported on the structural and tempo-
ral levels regarding the cortical and thalamo-cortical 
interactions. Then, based on these elements, we propose 
a model for these interactions, production of gamma 
bursts, synchronization of related cortical columns and 
propagation to downstream cortical areas.

The thalamus is known to play a key role in the pro-
duction of gamma oscillations, acting like a cortical pace-
maker [25, 41, 45, 55]. We will focus here on the pulvinar, 
the thalamic structure associated to the higher-order 
visual areas. We will investigate the synchronous activity 
widespread over distant cortical areas, the role of the pul-
vinar is here fundamental.

Due to the crumpled structure of the cortex, the length 
of fibers linking the thalamus to the cortex is highly vari-
able. Despite this variability, it is observed a very low and 
nearly constant latency for these links, thanks to adapted 
myelination [44]. This aspect is fundamental in the 
capacity of the pulvinar to play the role of central coordi-
nator, in a tight temporal relationship with the associated 
cortical columns.

This central role of the pulvinar is ensured in mutual 
association with cortical layers 4 to 6 [4, 9, 41, 45]. Layer 
5 is unique in this respect, as it is the source of subcorti-
cal projections. Beyond this major role, we will analyze 
here the equally important contribution of this layer to 
the synchronization process.

If we consider the exchange of information within the 
cortex, the supragranular layers appear to be the real 
carriers of these exchanges, given the enormous volume 
of physical links they represent. The volume of signal 
exchanges mediated by the pulvinar is almost negligible 
by comparison. The pulvinar cannot be considered a 
node of information exchange. In contrast, we shall see 
that the pulvinar perfectly plays the role of a central syn-
chronization node, in close association with layers 4 to 6.

Based on the proposed model of interaction, we will 
analyze the global behavior, through the overall response 
time (RT). An interesting fact concerns the delay 
between the onset of a simple visual stimulus and the 
global activation of the frontal areas [7, 8, 48]. Even with 
simple cases, this delay is high, ~ 300 ms, but relatively 
deterministic, a surprising effect when one considers the 
variability of the latency introduced by each cell and the 
complexity of the sensory chain. There may be some link 
between RT and gamma frequency, whose rate is also 
deterministic in situation of observation. This proposi-
tion is analyzed here, completed by an experiment whose 
first results are consistent with the analysis outcomes. 
We will see that the statistics on RT make explicit the sta-
bility of the mean value.

Visual perception involves feedforward streams, pro-
cessing, and top-down interactions [10, 13, 28, 54, 62, 

69]. The way the information is processed at each stage to 
give rise to the activation of neurons assemblies will not 
be addressed here. We will mainly focus on the sequenc-
ing of the feedforward exchanges, in order to clarify their 
role in the timing structure of neuronal discharges. We 
will also partially address the top-down interactions as 
they have some influence on the timing of these feedfor-
ward streams even with such simple visual stimulus.

The term cortical stage (CS) will be introduced here 
to designate the set of cortical areas whose first bursts 
of activity are synchronous, following the occurrence of 
a visual stimulus. A wave of activation starts in V1, and 
gradually propagates to subsequent areas in the cortical 
hierarchy. Areas belonging to a same cortical stage are 
those whose activity starts in synchrony.

2 Terminology
CS Cortical Stage
CT Cortico-Thalamic
DM DorsoMedial thalamic nucleus
IPSP Inhibitory PostSynaptic Potential
LGN Lateral Geniculate Nucleus
M1 Primary motor cortex
MGN Medial Geniculate Nucleus
MT Middle Temporal area
PFC Prefrontal Cortex
PM PreMotor cortex
RT Response Time
RTN Reticular Thalamic Nucleus
SD Standard Deviation
VA Ventral Anterior thalamic nucleus
VL Ventral Lateral thalamic nucleus
VPM Ventral Posterior Medial thalamic nucleus

3 A technical analysis
Trying to understand the synchrony mechanisms under-
lying perception is a technical matter, based on the iden-
tification of each type of neuron involved, their temporal 
characteristics, and how they are coupled.

The propagation of visual signals is gradual, in the form 
of a relatively diffuse wave propagating within the visual 
cortex. This progression lasts ~ 300 ms before the massive 
activation of frontal areas in the case of conscious per-
ception [7, 8, 32, 48]. Although relatively long, this delay 
is rather deterministic. One might have expected a wide 
range of fluctuations, with an equally wide range of mean 
values, given that the latency introduced by each neu-
ron is itself highly variable. This is not the case. One of 
the main objectives here is to identify what justifies this 
travel time, starting with the analysis of the elementary 
module, referred to here as cortical stage (CS).

We will review the components of the cortical stage 
and analyze their particularities, dynamic behavior, as 
well as the interactions between the higher-order cortical 



Page 3 of 21Farineau and Lestienne Brain Informatics           (2024) 11:20 

areas and the associated thalamic structure, i.e. the pulvi-
nar. This analysis will be conducted via a review of litera-
ture, gathering the facts reported about these topics, and 
after that we will build a model which fits with the related 
facts.

The sensory chain is made up of a succession of corti-
cal stages (V1, V2, V4, and so forth for the visual percep-
tion). We will see how they are coupled, here mainly for 
the feedforward flow, and determine the links between 
the delay introduced by each cortical stage and the over-
all RT.

The last sections describe a simple experiment 
intended at characterizing the variability of the overall 
RT, and the first elements that we can draw from these 
parallel approaches.

4 Structural facts
The following considerations focus on those elements 
that serve the present concern, in this case everything 
related to thalamo-cortical interactions, and the propa-
gation of excitation and inhibition immediately follow-
ing the onset of a stimulus. We need to keep in mind 
each structural particularity that has an incidence on the 
dynamic behavior. Most of these aspects are commonly 
known, but there are several details that are not so fre-
quently evocated, although they do influence the physical 
interactions.

Each cortical column is composed of minicolumns 
mutually coupled through excitatory and inhibitory hori-
zontal projections. Orthogonal to the forward cortical 
propagation path, lateral connections between cortical 
areas terminate in patches, 200 to 500  μm wide, sepa-
rated by gaps of equal width [35].

The following facts were investigated by Thomson and 
Bannister [58], Thomson and Lamy [59], Thomson [60]; 
see also Markram et al., [33], Harris et al. [22].

For projections interconnecting pyramidal cells, layer 
3 axons target layer 5 via dense, focused projections, 
and extend laterally as horizontal projections. Long 

projections terminate in localized patches within the 
supragranular layers. The same organization applies to 
layer 5, with major implications as we shall see. Figure 1 
symbolizes these lateral projections.

While afferents to the pulvinar are collaterals of layer 
5 and 6, layer 5 collaterals do not innervate the RTN 
(Reticular Thalamic Nucleus). RTN inhibitory interneu-
rons innervate relay cells via their soma and proximal 
dendrites. These couplings are fast and precise in time. 
In contrast, the feedforward cortical projections are 
received by the relay cells through smaller, more distal 
inputs.

Regarding the long horizontal projections from layer 
6, the unmyelinated excitatory projections are doubled 
by inhibitory projections, which are myelinated. Conse-
quently, the horizontal propagation of inhibition is gen-
erally faster than the spread of excitation.

Thalamo-cortical projections connect to layer 4 stellate 
cells. Each of these excitatory interneurons projects to 
300–400 pyramidal neurons in layer 3, and symmetrically 
an equivalent number of these interneurons converge on 
each cell in layer 3. In addition, each stellate cell inner-
vates and is innervated by 200 of its peers. We will here 
refer to this organization as cluster of stellate cells, where 
excitatory signals are summed and diffused, within the 
cortical minicolumn and the neighboring ones.

Each layer 6 projection innervates a relatively narrow 
zone of the RTN and pulvinar, corresponding to the asso-
ciated thalamocortical projection but also overflowing it. 
The layer 6 projection is therefore not strictly limited to 
the relay cells which are connected to layer 4 of the same 
column; it also influences the adjacent relay cells [26]. To 
be also noted: inhibitory interneurons of layers 5 and 6 
project back to the upper layers.

Concerning the thalamic relay cells, while the first-
order cells (of the LGN) relay subcortical afferents, the 
higher-order cells relay cortical afferents, from layer 5 
[5]. Still regarding the structural facts, we must recall the 
important point mentioned in the introduction: despite 
the highly variable length of fibers linking the thalamus 
to the cortex, the latency is very low and nearly constant 
for these links (typically 2 ms), thanks to adapted myelin-
ation [44].

All these elements regarding layer 4, layer 6, and the 
links between the pulvinar and the associated cortical 
columns, indicate that this organization is not bound to 
exchanges of information. As developed by Saalman et al. 
(2012) [42], they are essential for the promotion of neu-
ronal synchrony between cortical areas.

Based on these elements, Fig. 2 illustrates the physical 
interactions within the cortical layers and with the pulvi-
nar. related to synchrony. We will follow on with the tim-
ing of each interaction.

Fig. 1 Symbolic representation of feedforward and lateral projections. 
CS1-3: simplified illustration of 3 successive cortical stages. Main green 
arrow: direction of feedforward propagation. Circular symbols: symbolized 
cortical patches, spaced as described by Mountcastle [35]. Green links: 
feedforward excitatory projections from one cortical stage to the next. 
Orange links: lateral projections (excitatory and inhibitory), with a strategic 
role in the synchronization process as we shall see
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4.1 Temporal facts
Timing is the key factor, whatever the angle from which 
cortical mechanisms are considered: the exchange and 
propagation of spikes, the coding of information, the pre-
cise phasing between excitation and inhibition, and the 
wave of activation that follows the occurrence of a stim-
ulus [7, 12, 16, 18, 26, 30, 31, 39, 41, 49–51, 55, 57, 66, 
70–72].

Within the cortical column, inhibitory interneurons are 
innervated by pyramidal cells. They fire ~ 3 to 4 millisec-
onds after the associated pyramidal cells (Fig. 3, inspired 
from Fries et al., [16] see also Wehr and Zador, [70].

Pyramidal cells respond to excitatory inputs received 
within a specific time window, until inhibitory actions 
override excitations, allowing the most salient features to 
be extracted from a stimulus [4, 16, 47, 61]. The weakest 

Fig. 3 Sketch of activity of pyramidal cells versus activity of the cortical inhibitory interneurons (inspired from Fries et al., [16]. Each excitation phase is 
immediately followed by an inhibition phase, due to inhibitory interneurons innervated by the pyramidal cells, resulting in a limited time window for 
excitation

 

Fig. 2 Basic diagram of main higher-order thalamo-cortical interactions and list of associated symbols. Green links: excitatory, red links: inhibitory, blue 
links: cortico-cortical projections, excitatory. This diagram presents the elements of the cortical column, their relationships and interactions with thalamic 
structures, aspects which will be progressively detailed
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afferents are ignored as their spikes, slightly delayed, 
exceed this time window.

Higher-order cortical exchanges follow two paths: the 
direct path, and the path mediated by the pulvinar [4, 36, 
42, 43, 45]. These streams are organized as cyclical waves, 
with a gamma rhythm.

The first active cells are those in layer 4. Due to the 
clustering effect described for the stellate cells, the affer-
ent spikes present in the time window are summed. Inhi-
bition starts within 3 ms, limiting the time window for 
integration of excitatory inputs [17]. Cortico-cortical sig-
nals synchronous with the spikes received by layer 4 are 
fed forward, and signals that are not in phase (moreover 
at a different frequency) are ignored [16, 17]. This scheme 
provides an important answer to the initial question 
of interweaving of signals in the cortex for each visual 
object. Any non-coherent signal, potentially related to 
another object, is ignored.

Returning to the analysis of time course within the cor-
tical column [71]:

  • Activation starts at layer 4.
  • Follows the activation of pyramidal cells in layers 3, 

then 5, and subsequently 2 and 6.

  • While the time window is narrow at layer 4 for the 
integration of excitatory inputs, the time window 
is wider for the supra- and infra-granular layers, 
enabling these layers to integrate inputs over a larger 
time window.

The timing is coherent between any cortical stage and the 
next one: if related to a same visual element, the incom-
ing spikes share a similar time structure as in Fig. 4. They 
are all active in phase.

5 The synchronization scheme
Based on these facts, a major question concerns now the 
way in which distant areas belonging to a same cortical 
stage are synchronized, and thus can operate in mutual 
synchrony for a same visual object.

This synchronization may result from the interactions 
just described, simply based on the signals received from 
the preceding cortical stage. However, with such scheme, 
the longest cortico-cortical projections from the preced-
ing cortical stage would result in excitation phases that 
would be delayed with respect to the shorter projections, 
to the detriment of synchrony and with a cumulative 
effect, from stage to stage.

Fig. 4 Sketch of activity of synchronous afferents and corresponding time windows (horizontal bars), based on Wilent & Contreras, [71]. The first signals, 
the most precise in time, are those relayed by layer 4. The activity of the other layers is slightly delayed and spread out over time. Time windows are consis-
tent with this temporal staggering, as inhibition precisely follows activation within each layer (horizontal bar, red: inhibition is active; green: no inhibition)
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We hypothesize that the lateral projections of layer 5 
could be the source of synchrony between distant areas. 
We have mentioned that inhibitory projections are faster 
than excitatory ones. Let us consider a set of cells which 
get active for a given stimulus, within a same cortical 
stage. The activation delay is not strictly identical for all 
cells. Thus, the fastest cells provoke first the inhibition of 
the slower ones, through the inhibitory projections. For 
a same stimulus, this effect is benefic as it avoids a time 
spreading for the spikes fed to the subsequent cortical 
stage.

Immediately after this phase of inhibition, the excit-
atory projections produce the depolarization of these 
slowest cells. Thus, these cells are facilitated, and they 
can trig precisely at the next cycle, this time in phase with 
the leading cells. The role played by the pulvinar for this 
effect of synchronization will be described just after.

This modality is compatible with long projection dis-
tances. This would result in a precise replication of the 
gamma cycle even for distant cortical columns, justify-
ing the role of central coordinator mentioned for the 
pulvinar.

These elements illustrate the complementarity between 
the two ways of synchronization [26]:

  • Local synchronization mediated by layer 6, with 
layer 6 CT projections extending locally beyond the 
thalamic source, and reciprocally through the layer 
4 clusters of stellate cells described by Thomson and 
Lamy [59], diffusing locally.

  • Synchronization by the horizontal lateral projections 
from layer 5 to distant patches, i.e. fast inhibitory 
links and slower excitatory links, described by 
Thomson and Bannister [58].

6 The pacemaker role of the thalamus
At Fig. 3, we can see a gap between the end of inhibition 
and the next activation: inhibition ceases at the cortical 
level, but the next activation does not immediately follow.

The pulvinar plays the role of cortical pacemaker [41, 
45]. According to this principle, the observed time gap 
may not be due to the inhibition produced within the 
cortical column itself, but to the inhibition effective at 
the pulvinar level. This is the point on which we will now 
focus.

We have described the projections from layer 6 to the 
RTN, and the role of thalamo-cortical interactions in cor-
tical synchronization. The effect of collaterals innervat-
ing the RTN could thus be at the origin of the time gap 
observed between the end of inhibition and the next acti-
vation. The advantage of such an organization is the cen-
tralized synchronization of the cortical columns involved 
in the same sensory event. The central position of the 
pulvinar and the low latency thalamo-cortical links sup-
port this, as does the mutual coupling between neighbor-
ing RTN inhibitory interneurons, based on fast direct gap 
junctions.

RTN cell clusters may therefore act as pacemakers, 
through their action on the associated relay cells for the 
synchronization of signals that are fed to cortical col-
umns: activity within the cortical column ceases under 
the action of the cortical inhibitory cells, and the next 
cycle cannot be initiated as long as the RTN inhibitory 
cells are active, resulting in the production of synchro-
nous gamma cycles (Fig. 5): as soon as inhibition ceases, 
it is like a set of gates that open in phase and give rise to 
synchronous activation of the cortical columns.

On this basis, is the gamma period identical for all the 
objects composing the visual scene? The typical cycle 
lasts 25 ms, the gamma frequency being typically 40 Hz 
in humans, for an attended visual task (e.g. [11, 55, 
56]). A visual scene is generally made up of many visual 
objects. We can focus our attention on one object; the 
associated gamma period is ~ 25 ms for this main visual 
object. However, the period associated with other objects 
in the same visual scene differs significantly.

A simple test consists in observing a small square, 
flashing 20 ms every 60 ms. When we focus our gaze on 
this central object, we do not miss any occurrence of the 
stimulus, but if we shift our gaze away from the target 
while keeping our full attention on it, perception loses 
its systematic character. The cause could be a slower 
burst cycle for the peripheral vision. It is likely that each 

Fig. 5 Illustration of the pacemaker role of RTN cells in the generation of 
gamma cycles. Activity is first suspended by the inhibitory cells within the 
cortical column, then by the RTN. The next cycle can occur only at the end 
of the inhibition phase imposed by the RTN (green arrow). Adjacent corti-
cal columns are associated with adjacent RTN cells, mutually coupled by 
gap junctions, enabling synchronous operation of the whole, at the same 
rhythm of gamma cycle
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perceived visual object has its own rhythm, not deter-
ministic due to mutual inhibitions between neighboring 
assemblies.

This digression on parallel asynchronous assemblies 
will be left aside. From now on, we will focus on a simple 
case, the perception of a single attended visual object, 
thus linked to the ~ 25 ms gamma cycle.

6.1 The cortical stages
To summarize the above considerations, there are two 
parallel paths linking two successive cortical stages: a 
time accurate path based on layers 4, 5 and 6 in associa-
tion with the pulvinar, for synchronization purposes, and 
a direct path linking layers 2 and 3 to the same layers of 
the next stage, carrying the massive signals that detail the 
specifics of the stimulus. We have also mentioned the 
primordial role of the gamma cycle, which enables dis-
tributed computations to operate on the same reference 
time frame, in synchrony.

As previously defined, the term cortical stage (CS) is 
used here to designate the cortical areas whose activa-
tion starts within the same gamma cycle, on occurrence 
of a simple, contrasted visual stimulus. Even in the case 
of simple visual tasks, the timing of cortical activation is 
flexible [23]. The notion of cortical stage depends on the 
nature of visual stimulus. In order to pursue the detailed 
analysis of sensory timing, we will consider the example 
of a simple stimulus, a bright square appearing at a fixed 
location, without transition, over a permanent dark back-
ground. This is also the type of stimulus on which we will 
base the experiment described later on. Activation within 
a cortical area can be very rapid for certain stimuli, but in 
the general case, activation is progressive, depending on 
lateral recruitment and top-down interactions. However, 
even for areas where activation is progressive, statistical 
analysis based on repeated sessions can give access to 
the precise instant of onset of activation, for any corti-
cal area significantly involved in the perception. Without 
such fast and contrasted stimulus, we could not mention 
the cortical stage as defined here, as the activation would 
be too much progressive, with blurred overlap of starting 
phases. We estimate that with this visual stimulus, EEG 
recordings and statistical analysis, it should be possible to 
discern the cortical stages, i.e. the nodes of cortical activ-
ity, and to identify their timing, the sequence of activa-
tion of these nodes. We shall come back on this future 
phase.

For the time being, can we get at least an idea about the 
number of cortical stages composing the visual sensory 
chain?

Thirty-two areas have been identified for the visual sys-
tem hierarchy, organized into 10 successive levels [63]. It 
is not certain that each of these 10 levels can be consid-
ered a cortical stage as defined here. The actual number 

of cortical stages is essentially linked to the general topol-
ogy of recruitment via the lateral interactions described 
here before.

A priori, areas belonging to the same cortical stage, i.e. 
areas where activation starts at almost the same instant 
for a simple and sudden stimulus, are areas mutually con-
nected by lateral projections (cortico-cortical projections 
of layer 5), whereas areas pertaining to the next cortical 
stage are areas where synchronization is mediated by the 
pulvinar, as illustrated by Fig. 6. Thus, let us consider the 
question from the standpoint of the pulvinar. Seven divi-
sions have been identified for the primate pulvinar [27, 
47]. There may be a link between this partitioning and 
the temporal progression of activation within the visual 
cortex.

Beside this, three time-clusters have been dissociated, 
centered respectively on ~ 100 ms, 125 ms and 170 ms 
after stimulation, based on EEG acquisitions associated 
with fMRI source localization [72], using a checkerboard 
pattern reversal condition. A similar study found the 
same number of clusters, using cortico-cortical evoked 
potentials and diffusion-weighted imaging: cluster 1 
between 0 and 55 ms, cluster 2 between 55 and 107 ms, 
cluster 3 between 107 and 200 ms [68].

Can we consider these time-clusters as the cortical 
stages present between V1 and the frontal areas, or are 
they only part of them? This is a major question, hence 
the need of an experiment using EEG, or MEG record-
ings, to discern each cortical stage and to determine its 
timing. Now that we have developed this notion of corti-
cal stage, we come back to the analysis.

6.2 Organization of coupling between successive cortical 
stages
The projections linking two successive cortical stages are 
essential for the sequencing of the information process-
ing. Everything is optimized within a cortical stage, as 
we have shown, to guarantee the best possible synchro-
nism between all signals linked to the same visual object. 
We will now analyze the coupling between one cortical 
stage and the next, i.e. between a population of active 
cells belonging to one stage, carrying all the details of 
information relating to a visual object at a given level of 
abstraction, and their axonal targets at the next stage.

Due to the crumpled cortical structure and to the rela-
tive location of source and destination, the length of 
cortico-cortical axons reaching a same target is highly 
variable.

Consider for example a parietal associative area that 
receives supragranular projections from a neighbor-
ing area belonging to the dorsal path, and from another 
belonging to the ventral path. Although synchrony 
ensures a contained time difference between the two 
populations of spikes at their respective source, the 
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difference in path length implies that spikes received 
from the ventral path are significantly delayed compared 
to those from the neighboring area. Conversely, this time 
difference does not affect the thalamo-cortical links, 
thanks to the myelination which compensates the length 
differences [44].

This aspect emphasizes the key role played by the time-
optimized network, made up of the lower layers (4 to 6) 
and the pulvinar, as opposed to the cortico-cortical links, 
of variable lengths (Fig. 7).

6.3 Sequence of activation within a cortical column
Now that we have developed the organization of cou-
pling between successive cortical stages, we analyze the 
scheme of propagation, this time along the vertical axis 
(cortical minicolumn and associated thalamic cells), for 
the feedforward stream (Fig. 8).

Numbers in yellow circles illustrate the sequence steps.
1: a set of synchronous spikes is received from the pre-

ceding cortical stage.
2: these spikes are propagated by the relay cells to layer 

4 of the associated cortical minicolumn.
3: in parallel, direct projections from the preceding 

cortical stage are received by the supragranular cells, 
via their apical dendrites; the depolarization of each cell 
depends on the activity of its afferents.

4: supralinear summation of active afferents from the 
pulvinar is carried out by the stellate cell cluster (layer 4).

Fig. 7 Coupling organization between successive cortical stages. Blue 
links: direct projections linking layers 2 and 3 to the same layers of the next 
cortical stage. Green link from layer 5 to the next cortical stage: low latency 
link for the synchronization signal

 

Fig. 6 Principle of breakdown into cortical stages (CS) based on topology of projections. Two successive cortical stages are shown here: CSn, and CSn+1. 
1: Local projections from layer 6 for local synchronization, restricted to neighboring columns within the same cortical stage. 2: Lateral projections from 
layer 5 for recruitment of distant localized patches, still within the same cortical stage. 3: Feedforward projections from layer 5, mediated by the pulvinar, 
for synchronization of localized areas pertaining to the next cortical stage
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5: supragranular pyramidal cells receive the spikes 
from layer 4 near their soma, producing the firing of the 
most depolarized cells, with selectivity thanks to mutual 
inhibition between competing cells (the winner-take-all 
mechanism).

6: activity spreads to layer 5, with the same effect of 
selectivity.

7: then to layer 6; activity spreads to neighboring mini-
columns via the lateral projections.

8: spikes from layer 6 reach pulvinar relay cells, with 
collateral innervation of the RTN; these signals affect, 
among others, the relay cells active in step 2; by target-
ing the distal endings of relay cells, these projections play 
a modulatory role, with the effect of reinforcing already 
active cells; this loop also influences neighboring relay 
cells: it induces the recruitment of cells related to the 
perception of the same visual element, allowing their 
synchronous activation at the next gamma cycle.

9: the RTN also receives spikes from layer 6; it produces 
a slightly delayed inhibitory signal, which acts as a spacer, 
as described before, the base of the gamma cycle.

This sequence restarts when inhibition by the RTN 
ceases.

6.4 Dynamic behavior of gamma frequency
The analysis is nearly completed, as we have built a 
coherent view between the structural aspects, links, 
and sequences. We must make a small aside about the 
dynamic behavior of gamma cycles, as it matters on the 
scheme adopted for the experiment.

Before this, we need to clarify which gamma oscilla-
tions we are talking about: those related to perception 
hence to synchrony. Signals in the gamma band are pres-
ent in V1 and V2 [37, 38, 40]; they are coded like the 
spikes from the ganglion cells, e.g. the higher the fre-
quency, the higher the local visual contrast. We do not 
address here this type of signal, but the bursts of synchro-
nous activations evoked by a same visual object, observed 
throughout the higher-order areas.

We can mention several examples regarding the behav-
ior of these synchronization signals.

The first example concerns cats exposed to stimuli 
composed of drifting sinusoidal gratings [4]. For the cor-
tical population analyzed, gamma oscillations are absent 
during the delay period, i.e. before the presence of the 
visual stimulus. As soon as the stimulus appears, gamma 
oscillations appear and their frequency is stable through-
out the duration of exposure, at ~ 50  Hz. In this case, 
there is no significant frequency increase at the start of 
the stimulus.

Similar behavior is observed with rodents exposed to a 
random dot kinematogram [21], with a stable frequency 
at ~ 40 Hz.

In two other examples, attention is maintained on a fix-
ation point and a sudden shift of attention is induced [20, 
43]. In these two cases, the ~ 50 Hz oscillation is present 
and stable, both before and after the shift of attention, 
but a significant frequency increase on attention shift is 
observed in such cases.

We could have quoted other similar examples. The gen-
eral rule is a stable gamma frequency when the stimulus 
is stable, at the attended location, and a brief increase in 
the observed frequency on attention shift. This observa-
tion leads us to prefer a scenario without attention shift, 
in the context of the present objective. Since we are ana-
lyzing time processes, anything that guarantees a simple 
and stable situation is preferable.

6.5 Experiment description and results
The elements developed here before focus on the gamma 
cycle and its incidence on the synchronous propagation 
of excitations from one cortical stage to the subsequent 
one. On each cycle, the activation progresses from one 
stage to the next one. We have also mentioned that the 
gamma frequency is nearly deterministic in observation 
conditions. The consequence of these observations is that 
the processing delay should be as much deterministic. To 
assess the viability of this hypothesis, we have built up an 
experiment to evaluate the determinism of the global RT, 
i.e. the sum of the elementary delays introduced by the 
succession of cortical stages.

We have mentioned the travel time of the activation 
wave propagating from V1 to the PFC, ~ 300 ms, followed 
by the massive activation of frontal areas in the case of 

Fig. 8 Activation sequence within a cortical minicolumn. (a) Reception of 
afferent spikes from the preceding cortical stage and sequence of activa-
tion in the cortical minicolumn. (b) Feedback loop through the pulvinar 
(excitatory) and RTN (inhibitory), leading as here explained to the spacing 
effect and to the synchronous excitation of adjacent minicolumns
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conscious perception, with a rebound of activity of the 
earlier activated centers [7]. Such delay was surprising. It 
could have been highly variable, depending on many fac-
tors, a sum of individual latencies, with wide variations 
around a largely fluctuating mean value. In contrast, the 
EEG recordings show that for the same type of stimulus 
and the same subject, the timing of activation is almost 
identical over the trials (as shown by results, refer to [7, 
8, 32]. We have also pointed out the relative stability of 
gamma frequency, for a same subject and under similar 
conditions.

This double relative determinism was unexpected, con-
sidering the huge complexity of the sensory chain, and 
the fact that the latency of each individual cell is highly 
variable. It seems to confirm that within this complex 
organization, a specific process is present, one that could 
be described as quasi-mechanical, simple but with a 
deterministic effect.

To assess the determinism of delay, an experiment was 
set up, based on a bright square (2 cm2) displayed after 
a random time interval (flat random distribution, from 
1.2 to 2.4 s, in 60 ms steps), the duration of which is lim-
ited to a single video frame (20 ms) on a permanent dark 
background (illustrated by Fig.  9). The subject strikes a 
key at each occurrence, and statistics are calculated for 
the response time.

The intention here is purely related to the assessment 
of the travel time, meaning that we have chosen the sim-
plest visual stimulus, excluding any need of analysis or 
interpretation. The shape of the visual object does not 
matter, the subject has just to strike any key as soon as 
the target is perceived. So, this is not a processing delay: 
we analyze here the time needed for the wave of activa-
tion to travel from the retina up to the physical reaction. 
It matters to note that even with such a simple visual task 
and stimulus, the RT is high. There is no real visual pro-
cessing, especially no segmentation (one single object, 
small) and no need to recognize the nature of this object. 
Despite this, the RT is significant, around 280 ms. This 
justifies the present intention to try to understand the 

causes of such latency, i.e. to identify the contributors to 
this value of RT and their incidences.

Statistics are here based on over 1,000 trials, split as 6 
sessions of 5-minute, randomly distributed over 6 days. 
Refer to the experimental protocol (appendix) for a 
detailed description of the set-up and analysis process.

The histogram obtained in such conditions clearly 
shows a peak between 245 and 300 ms (Fig. 10). The aver-
age response time calculated on the recorded values is 
281 ms, based on 1018 trials (samples < 200 ms have been 
ignored, refer to appendix) (See Fig. 11).

To take a closer look at synchronization mechanisms, 
the initial paradigm was extended, adding a cyclic flashed 
target, smaller than the random target (1 cm2, vs. 2 cm2 
for the random target), with a different color (faded gray, 
whereas the random target is bright red). The main tar-
get is displayed with the same random process as in the 
initial experiment. The cyclic target flashes once every 3 
video frames, i.e. 20 ms every 60 ms. When displayed, the 
main target replaces the cyclic target, ensuring that there 
is no phase shift in relation to the cyclic target (Fig. 12).

Under these conditions, a time-lag appears on the 
cumulative distribution (Fig.  13, red curve, compared 
with the black curve, obtained with the initial scenario). 
The conditions for the random target are unchanged, 
allowing a direct comparison of results.

The same paradigm was repeated, this time with a 
period of 80 and then 100 ms for the cyclic targets. In 
all cases, the random target is displayed strictly in phase 
with the cyclic targets, meaning that the gap between 
random targets in these cases is extended to a multiple of 
80 and 100 ms, respectively.

It should be noted that all sessions were randomly 
interleaved over more than one week: the baseline sce-
nario and the scenarios with the 60, 80 and 100 ms cyclic 
targets. The aim of this interleaved planning was to avoid 
that results could be affected by altered conditions, 
habituation effect or a possible boredom effect: all sce-
narios were randomly shuffled, with the same duration. 
The variations observed throughout these sessions are 

Fig. 9 The basic scenario: zoomed-in visual stimulus, flashed after a random interval. The random target appears over a single video frame (20 ms). Ran-
dom target spacing: 1.2 to 2.4 s, in steps of 3 video frames. The actual size of the random target on the screen is 2 cm2. Target position is fixed, centered. 
Background is uniform dark gray
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mentioned in the experimental protocol, confirming the 
absence of long-term effects.

An unexpected fact concerns the time-lag observed 
between the four plots, which seems almost determin-
istic: the shift of each colored plot, respectively with 
a cyclic target of 60, 80 and 100 ms, versus the plot 
obtained with the initial scenario, seems almost linearly 
linked to the period of the cyclic targets, time-lag mea-
sured at 20, 27 and 34 ms respectively.

Thus, the addition of the cyclic target is not without 
effect on the perception of the random target, since the 
response appears shifted in time, the observed delay 
increasing with the period of these cyclic distractors. 
Once again, the relative determinism of this effect seems 
surprising in such a context.

We shall now analyze what lessons we can draw from 
these results, inferences which of course remain to be 
confirmed.

6.6 Analysis of the stimulus-response delay and its 
implications
We have seen that by adopting the same scenario based 
on random targets, the addition of the cyclic target 
slightly increases the overall response time, and that this 
additional delay is related to the period of the cyclic tar-
get. We also mentioned that in this scenario, the random 
target always replaces an expected appearance of the 
cyclic target. There is therefore no phase shift between 
the random target and the cyclic target, as shown in 
Fig. 12.

Fig. 11 Cumulative distribution, beyond 200 ms (refer to Appendix - Experimental protocol). Statistics on 1018 valid samples (> 200 ms): mean = 281 ms, 
SD = 38 ms. Thin lines indicate 95% confidence intervals

 

Fig. 10 Histogram of response delay measured over 1,090 trials, with 5 ms bins. Null delays have been eluded as irrelevant, effects of erratic strikes
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These elements may be useful in analyzing the mecha-
nisms of perception. To do this, we need to digress for 
a moment and consider the example of a synchronous 
digital processing chain, as illustrated in Fig. 14, referred 
to in electronic engineering as a pipeline structure. Of 
course, we do not identify the cortical system with such 
an idealized structure: they belong to completely dif-
ferent worlds. The aim is simply to describe the effects 

produced by a succession of stages operating synchro-
nously, something purely physical.

In such a processing chain, individual signals are trans-
mitted in parallel from one stage to the next. The syn-
chronization frequency, F, is generally common to the 
entire chain. This frequency is set in such a way that all 
unitary signals transmitted to the next stage are effec-
tively stabilized before being used by that next stage: a 
guard time is systematically guaranteed.

Fig. 13 Cumulative distributions obtained with cyclic targets, compared with the initial results. Respectively without cyclic target (black plot), with cyclic 
target added every 60 ms (red plot), 80 (green plot) and 100 ms (orange plot). Statistics: mean = 281 ms, 301 ms, 308 ms, 315 ms, on 1018, 1161, 1089, 
1025 valid samples (> 200 ms); SD = 38 ms, 39 ms, 42 ms, 43 ms. Thin lines show 95% confidence interval

 

Fig. 12 The extended scenario: a flashing cyclic target is added to the basic scenario. The period is 60 ms. The red random target is strictly in phase with 
the gray cyclic target. The actual size of the cyclic target on the screen is 1 cm2, while the size of random target is 2 cm2. Positioning is identical for both 
targets. This second scenario is strictly identical to the basic scenario, except the addition of the cyclic target
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In such a chain, the delay introduced by each step is: 
θ = 1 / F.

The total travel time is n x θ, where n is the number of 
synchronization stages.

This analogy, on which we propose to base ourselves, 
concerns a domain very far from our current subject, but 
it is nevertheless relevant in the sense that the underly-
ing problem is the same in both cases, a problem related 
to timing constraints and synchronization. This problem 
is even more acute in the case of a cortical chain, where 
the propagation of individual signals is strongly influ-
enced by the significant lengths of axonal projections and 
the diversity of these lengths, while synchronization is 
strategic.

We have seen in the previous developments, particu-
larly those relating to structural and temporal aspects, 
that the balance between excitation and inhibition plays 
a critical role for each projection, that many signals are 
involved in parallel and that all signals relating to the 
same visual component must be received by the next 
cortical stage within a delimited time window. This is the 
same type of situation as for a digital processing chain, 
with the timing aspects constituting the core of the prob-
lem in both cases, purely physical constraints.

The only way to deal with this type of problem for a 
digital processing chain is to optimize synchronization, 
by systematically incorporating safety delays. The equiva-
lent principle in the case of cortical mechanisms involves 
RTN and gamma cycles. We have described the role of 

RTN, which imposes a time lapse before the next gamma 
cycle.

The gamma cycle can therefore ensure that all signals 
relating to the same visual component are taken into 
account by the targeted cortical area at the right moment, 
materialized by the signals transmitted by the pulvinar to 
the cortical columns. It should be stressed that these sig-
nals are the most precise in time of all the projections we 
have detailed.

The pulvinar plays a coordinating role [42,  45]. The 
term coordinator seems appropriate, as the pulvinar syn-
chronizes numerous cortical assemblies that operate in 
parallel, for the simultaneous processing of the observed 
visual object and its visual environment. This is not 
something intentional, intelligent or anything else; this 
is a mechanical function, for which we have detailed the 
principle of dependencies. Other functions are attached 
to the pulvinar, notably everything relating to attention. 
Here, we consider one specific aspect of the pulvinar, 
its important role as cortical coordinator in the sensory 
context.

In the case of a digital processing chain, the propaga-
tion of a set of signals takes place in a single step, a cycle 
at synchronization frequency F. When a set of signals is 
present at the input of the chain, it is processed by the 
first stage, then propagated to the second stage at the 
next synchronization cycle, and so on from stage to stage, 
at each cycle.

Conversely, in the cortical system, propagation is pro-
gressive. A first population of neurons is activated, and 

Fig. 14 Sketch illustrating a synchronous digital processing chain, a basic structure found in electronic systems. The analogy with the cortical synchroni-
zation scheme is important, as the same type of problem is present in both cases, a purely physical problem, linked to timing constraints. Digital signals 
are sampled and held over the cycle of duration θ. Each processing step produces a specific operation, e.g. summation, subtraction, filtering, etc. At each 
cycle, the samples processed by the first stage are passed on to the second stage, and so on till the last stage. The complete running time is n x θ, where 
n is the number of synchronization stages
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then, through a recruitment effect, at the next cycle, 
other sets join the initial population, and so on over a 
number of cycles that depends on the complexity of the 
object to be isolated within the visual scene. Both lateral 
and feedback projections contribute significantly to this 
recruitment effect. Response time is therefore highly 
dependent on the nature of the visual object. For exam-
ple, the detection of an animal in a visual scene is faster 
than that of a man-made object such as a vehicle [6], a 
notable case that would be interesting to investigate in 
future steps, using the method described hereafter.

For these reasons, we insisted on an experiment based 
on a very simple visual object. With such a visual stimu-
lus, lateral recruitment is still required, but the activa-
tion process of the cortical areas involved in perception 
is faster and more deterministic than for most visual 
objects. Moreover, object recognition is not necessary in 
this case, as the shape of the target (a simple square) is 
fixed and non-significant. Here, this is essentially a feed-
forward processing.

We noted that here, the response time histogram 
(Fig. 10) is rather narrow. This histogram can be related 
to the moderate fluctuations of gamma frequency with 
such visual scenario.

This may indicate a direct link between these two 
parameters, similarly to a digital processing chain, 
although the comparison does not go beyond this 
observation.

If confirmed, this indication might mean that the delay 
introduced by the cortical chain would be N times the 
gamma period for a given visual object, like the effect 
described for a synchronous processing chain, although 
here the activation is progressive, i.e. not instantaneous. 
N would be the number of cortical stages as defined here, 
i.e. the number of stages whose activity starts at the same 
instant following the occurrence of the visual stimulus. 
This assumption remains to be validated.

On this same purpose, we can mention the results 
produced by Schmolesky et al. [46] showing the average 
delay introduced at successive stages of the visual sensory 

chain (in this case, V1 to V2, V2 to V4) on occurrence of 
visual flash, is close to the gamma period. This is not the 
case for the areas fed by the extragenicular pathway, as 
commented later.

So, a possible approach to go forward in the present 
investigation would be to repeat the experimental pro-
tocol based on flashed targets, this time with the addi-
tion of EEG recordings and high-resolution analysis, as 
defined by B. Burle [3]. If the stimulus duration of one 
video frame produces a signal too weak for reliable tim-
ing analysis, the stimulus can be maintained over 2 or 3 
video frames.

Evaluation of the gamma frequency and its variations 
over each session is necessary, for example by holding the 
target for a slightly longer time, every minute.

6.7 V1 and LGN
The whole sensory chain is schematized in Fig. 15. This 
diagram symbolizes the dissociation process that starts in 
area V1 and continues throughout the cortical chain.

A side effect observed here is that the addition of cyclic 
target has led to a slight increase in response time, about 
one third of the period of this cyclic target (Fig. 13): 20 
ms, 27 ms and 34 ms respectively for 60, 80 and 100 ms 
cyclic targets (the third of period is 20, 26.66 and 33.33 
ms, respectively).

This additional delay may not be introduced at each 
stage of the sensory chain for a simple reason: any addi-
tional delay would in this case be multiplied by N, the 
number of cortical stages, for the reasons developed 
above (total delay = N x unitary delay), whereas here we 
observe a submultiple rather than a multiple effect. One 
possibility is that this slight additional delay be induced 
by an extra processing time at the first cortical stage, V1 
associated with LGN. The LGN, like the MGN (Medial 
Geniculate Nucleus) for audition, are nuclei that differ 
significantly from other thalamic structures.

It is conceivable that the frequency of synchronization 
may differ between the sensory chain, associated with the 

Fig. 15 The complete chain, from LGN up to the primary motor area. This diagram illustrates the successive cortical stages and their frequency of syn-
chronization, for the perception of an object present in the visual scene
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pulvinar, and the first stage, V1, associated with the LGN, 
for the reasons just mentioned.

As previously developed, these frequencies, in the 
gamma band, might serve as a synchronization base for 
each stage of the cortical chain. This is also the case of 
frequencies f3 and f4 mentioned in this diagram, respec-
tively for the PFC and for the motor areas: there is no 
reason to consider that they are identical to f2.

Conversely, f2 frequency would be identical throughout 
the sensory chain for a given visual object, which is con-
sistent with the observed facts: localized evoked poten-
tials are phase-locked to the visual stimulus [7, 11, 12, 
56].

Regarding f1, it seems relevant to refer to interesting 
results obtained by Fakche and Dugué [14] who have 
analyzed the perceptual cycles induced with a flicker-
ing stimulus, a disk whose luminance oscillates at a fre-
quency set between 4 and 10  Hz. A low contrast target 
is added. Results show that the probability of detection 
of this target depends on the instant of its occurrence 
within the inducer period. Furthermore, EEG record-
ings show a clear modulation of cortical activity, match-
ing the frequency of the inducer. This activity is localized, 
precisely at the occipital cortex, [14], hence at the level of 
V1.

In a similar way, although we use a very simple visual 
stimulus, the top-down interactions seem to influence 
our results precisely when the cyclic targets are inter-
leaved with the random target. A rapid focus on this 
aspect is necessary.

6.8 The effects of top-down interactions
A key aspect of the experiment commented here is the 
type of visual stimulus: a simple bright figure popping 
up pseudo-randomly over a dark background. No mask 
in this case, no distractor, just a simple visual element, 
free of any ambiguity, thus avoiding any detailing of the 
target. With such stimulus, the progression is straightfor-
ward, almost flawless, but can we really exclude any form 
of top-down interaction?

Interesting publications address the field of top-down 
interactions, among them: [11, 14, 15, 24, 25, 29, 52–54, 
65, 67]

The first type of top-down interaction is the feedback 
from higher cortical stages, via direct cortico-cortical 
projections. They actively contribute to the analysis of 
the visual scene. Through a re-entrant interaction, they 
facilitate the activation of the targeted cells, allowing the 
emergence of coherent assemblies of active neurons. So, 
this first mechanism is based on a facilitating influence, 
lowering the spiking threshold of the targeted cells.

The stimulus used for the experiment does not need 
any kind of interpretation. Other scenarios may require 
a specific reaction of the subject, according for example 

to the color, shape, or type of the displayed object. Here, 
this is not the case. The shape is constant, a square; the 
color is fixed, bright red, over a permanent dark back-
ground. So, there is no need of iteration in the process-
ing course of the visual stimulus, there is no ambiguity to 
be resolved. There is only a wave of activation that pro-
gresses through the sensory cortex. Activation would be 
sustained if the visual stimulus was persistent, but this 
is not the case here as the stimulus is just flashed, over 
one single video frame (20 ms). The feedback interactions 
are probably present even in such simple case, but the 
leading wave of activation, on which depends the sub-
ject reaction, does not seem to depend on such type of 
influence.

This is not the case for the second type of top-down 
interaction, related to attention. Instead of direct cor-
tico-cortical coupling, this second mechanism involves 
the thalamic circuitry. This process is not facilitating. 
It is instead based on inhibition, but this question goes 
beyond the present work (see for instance Maunsell, [34].

We have noted the additional delays observed with the 
cyclic targets. These targets are similar to the random tar-
get used for the RT evaluation, but they flash periodically, 
at a rate within or close to the alpha band, here at 10, 
12.5–16.66 Hz. The scheme applied is such that the ran-
dom target exactly replaces one cyclic target. The original 
intention was to reduce the response time by optimiz-
ing the sampling rate. The opposite effect is observed: 
response time is increased, with additional values of 34, 
27 and 20 ms respectively.

It seems that this delay is linked to attention mecha-
nisms. We will restrain the description to the present 
situation. When two or more objects are present in the 
observed scene, alpha oscillations (8–13 Hz) rhythmically 
modulate perception. Unattended objects are filtered out 
by the inhibition process based on alpha oscillations. 
Assemblies of neurons are alternatively inhibited, allow-
ing the concurrent perception of each object. Gamma 
spikes are alternatively enabled for each object. In the 
case of two competing objects, one object is ignored 
while the other is effectively perceived. We can give an 
example of such effect, a situation we have all noticed one 
day. When a building is under construction, it is gener-
ally protected by a fence made of vertical wooden planks, 
with a small space between them. If we are static, we just 
see the planks. As we walk by, we can see rather clearly 
the scene behind the fence. This capacity results from the 
cyclical sampling at the optimal instants, like with an old 
cinematograph.

In the present case, the distractor is the cyclic target, 
and the attended object is the random target. The addi-
tional delay in response time might be due to the inhi-
bition process. The fact that this delay increases with 
the period of the cyclic target might indicate that the 
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frequency of the alpha oscillation is influenced by the 
frequency of the cyclic targets, and therefore that these 
targets play the role of inducer. This aspect is important, 
because this way of manipulating the attention cycles 
could be useful for further investigations of the percep-
tion mechanisms.

6.9 Generic organization of signal propagation
Based on these considerations, we can now focus on 
the first cortical stages and thus build a generic scheme 
(Fig. 16).

Projections from layer 5 (dark green arrows) carry the 
fast, time-accurate synchronization signals associated 
with the direct projections from the supragranular layers 
(gray arrows).

In line with previous comments, T1 delay introduced 
by the first cortical stage seems related to the nature of 
the visual stimulus (here: without, or with cyclic targets). 
Conversely, T2 delay is constant, related to the stable 
gamma frequency f2: T2 = 1 / f2.

For a given visual stimulus, the overall delay is con-
stant, varying only with the moderate fluctuations of 
each gamma frequency, a situation that corresponds to 
the phase-locked evoked potentials [7, 11, 12, 56].

6.10 The extrageniculate pathway
Throughout this paper, we have considered visual paths 
as a succession of cortical stages, where a visual stimulus 
elicits a wave of synchronous activity, which propagates 
step by step. To analyze the underlying mechanisms, we 
insisted on the choice of a simple visual stimulus to pro-
duce a deterministic behavior.

In contrast, the visual situations of everyday life do 
not follow such simple dynamics. They involve a parallel 
pathway that reach the area MT (Middle Temporal area) 
directly via the superior colliculus and pulvinar [1, 2, 27, 
41, 47]. This direct pathway offers the capacity to quickly 
shift the attention to any potentially critical element 
appearing in the visual periphery.

With the onset of a visual stimulus involving a shift in 
attention, cortical dynamics are completely affected, due 
to the shortcuts mentioned. While area MT is located 
midway along the visual sensory chain identified by Van 
Essen [63], it can be activated nearly at the same instant 
as V1 if the superior colliculus-mediated pathway is 
involved (such case is illustrated in Schmolesky et al., 
[46]. This aspect underlines the influence of these alter-
native circuits.

Fig. 16 Generic organization of signal propagation. This diagram illustrates the fact that the first cortical stage (V1) operates at a specific frequency, f1, 
for the reasons detailed here, a frequency linked to the visual stimulus observed, while higher-order areas operate at a different frequency, f2, common 
to all cortical stages for a given visual object. This diagram also illustrates the particularity of the first cortical stage, where afferent signals transit via the 
LGN, while massive projections beyond V1 progress directly to the next cortical stage. According to the proposed analysis, pulvinar relay cells guarantee 
the synchrony of L5 projections prior to their application to the associated cortical columns, making a major contribution to the overall synchronization 
pattern
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Analysis of sensory circuits and mechanisms must 
therefore avoid such situation, by opting for a fixed stim-
ulus position, adopting a dark, uniform background, and 
avoiding any possible cause of distraction, even non-
visual ones.

7 Discussion
To assess the mechanisms of sensory synchronization 
and the role of pulvinar in this matter, two complemen-
tary approaches have been followed here. The first is 
based on a review of the literature related to pulvinar-
cortex interactions, the second is related to the results 
obtained with a simple experiment. The first was carried 
out starting from the elementary structural level, the sec-
ond considered behavior at the global level, and we have 
shown that both approaches lead to a convergent point 
of view.

The literature review addressed the components 
involved in thalamo-cortical interactions and the produc-
tion of gamma cycles. From these elements, we have built 
a model illustrating the sequence of events related to the 
gamma cycle. Finally, using this model, we have analyzed 
the propagation of activation over the sensory chain, up 
to a physical reaction via the motor areas.

The central aspect of cortical progression is synchrony, 
first locally for events related to the same visual element, 
then laterally as several cortical areas get simultaneously 
active for the same object. Perception of a given visual 
object in a complex scene is the result of this synchrony, 
which federates the different areas spread over both path-
ways, ventral and dorsal, despite the distance between 
them. Without this principle of synchronization, the 
signals relating to all objects present in the visual scene 
would be totally mixed up, and no effective perception 
would be possible.

Exchanges are based on two complementary networks. 
For the higher-order visual areas, the first array is made 
up of direct, massive cortico-cortical projections. The 
second network connects the same sources and destina-
tions, but transits via the pulvinar. This second network 
is time-optimized, with latencies contained despite the 
variability in projection lengths [44]. The pulvinar occu-
pies a central position, with tight temporal coupling to 
the associated cortical columns, enabling it to play a fed-
erative role in the synchronization process. It acts like 
the conductor of a symphony orchestra, enabling all its 
members to play exactly in phase.

We were intrigued by the delay observed between the 
occurrence of a visual stimulus and the massive activa-
tion of frontal areas in the case of conscious perception, 
~ 300 ms [7, 8, 48]. A rather deterministic value in such 
context is surprising, considering the high variability of 
latency introduced by each neuron. The model defined 
here for the mechanisms of sequencing helps to analyze 

the causes of this determinism. The fact that the gamma 
cycle is also deterministic in observation conditions, 
~ 40  Hz [11, 19, 55, 56] seems to confirm the relevance 
of the proposed model, a succession of discrete stages 
where each step introduces a deterministic delay related 
to the gamma period.

We have set up an experiment to start assessing the 
validity of this model, through the statistics of response 
time to a simple bright figure flashed over a dark uniform 
background. We also observe a rather sharp histogram, 
centered at ~ 280 ms. We have noted that we can influ-
ence this global delay by the addition of cyclic targets 
interleaved with the random target. Based on the col-
lected elements, we propose that this additional delay 
is limited to the very first stage, V1 associated to the 
LGN, through the alpha oscillations related to attention 
mechanisms.

As some of this work is the result of interpretation and 
cross-checking, further work is needed to validate the 
proposed elements. The paradigm described here will be 
useful, this time with EEG or MEG recordings. The size 
of the random target can be increased to obtain more 
contrasted responses, as can the target duration. With 
such a visual stimulus, it will be possible to discern each 
node of activity in the cortical space and to evaluate the 
delay introduced by each stage.

Here, we used a single type of target, a square, thus 
avoiding the need to analyze its shape to react appropri-
ately. It would be useful to progressively use more com-
plex targets, in order to involve other cortical areas, in 
particular temporal and frontal areas.

By involving different subjects, healthy but at differ-
ent ages, it will be possible to construct a map of active 
zones, as well as to build timing statistics according to 
age, for example. This will provide a set of references, 
helpful for the comparative analysis of cases of sensory 
deficiencies.

8 Appendix - experimental protocol
The time measurements must be done with the best pos-
sible accuracy, ideally 1 ms.

The configuration used to obtain the present results 
consists of a high-end desktop computer, gamer type, 
ensuring the best possible reactivity. This computer is 
equipped with a wired keyboard. Wireless keyboards 
should be avoided, as some models can introduce erratic 
latencies. Network connections were disabled during 
testing, and unnecessary applications were systematically 
closed, to reduce software interruptions.

All possible distracting elements are avoided, even 
auditory elements.

The video monitor is set for comfortable viewing con-
ditions, with medium contrast. Ambient light is dimmed. 
Viewing distance 55 cm.
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Target duration = one video frame. The video frequency 
was set at 50 Hz. A comparison was made with trials at 
60 Hz; the results were somewhat less accurate, probably 
because the targets displayed only 16.6 ms produced a 
weaker visual perception.

A simple software was developed for this experiment, 
displaying a dark permanent background (RGB = 160, 
160, 160), 40 cd/m2, and the targets:

  • Cyclic target, centered square, light gray (RGB = 210, 
210, 210), 75 cd/m2, viewing angle ~ 1°.

  • Random target, centered square, red (RGB = 255, 0, 
0), 90 cd/m2, viewing angle ~ 1. 4°.

The target cycle can be set to any value, multiple of the 20 
ms video frame. It must be noted that no synchronization 
of the visual stimulus onto the video frames was possible 
due to the software platform used for these experiments. 
This situation produces a random jitter of one video 
frame, 20 ms, resulting in a spreading of the histograms 
peak, non-negligible as it is 1/3 of the peak width at 50% 
(~ 60 ms, Fig. 10). Hence, the reality is even better than 
shown here, the real RT variations are a little bit more 
restrained.

For the baseline scenario, the cyclical targets are 
masked. For the extended scenarios, the cyclical targets 
are enabled, with a selectable period: 60, 80, 100 or 120 
ms.

The random targets are spaced by an equiprobable gap 
between 1.2 and 2.4 s, multiple of the selected cyclic tar-
get period, and multiple of 60 ms without cyclic targets. 
The same timing is applied for the random target that 

replaces the cyclic target, strictly in phase with the cyclic 
targets.

The response time is measured by a click on the key-
board. The response time is recorded, as well as the gap 
from the previous random target.

The software application is short and simple, to guaran-
tee the best possible timing accuracy. Statistics are evalu-
ated using a separate and dedicated tool.

All scenarios were randomly interleaved over more 
than one week: the baseline scenario, and the extended 
scenarios, alternating the 4 selectable periods. Figure 17 
shows the variations of the average response time over 
6 sessions, for the baseline scenario. The variations are 
similar for the other scenarios, with no correlation effect 
in these fluctuations, which means that throughout these 
trials, no habituation effect for example was observed. 
The duration of each session was 5  min. This duration 
was initially determined to ensure that there was no deg-
radation of results during the session, due to a progres-
sive loss of attention.

The interval between random targets was optimized. 
Too short a gap leads to automated responses, too long 
a gap to a gradual effect of degraded attention. Neverthe-
less, Fig. 18 shows a residual bias: longer intervals result 
in a shorter response time, and vice versa, over a notice-
able range, close to 100 ms for the extreme cases, consid-
ering the average values. This effect cannot be avoided; 
it is even more important if a smaller range of random 
intervals is adopted. The range of intervals adopted, 
from 1.2 to 2.4  s, is a compromise without significant 
impact, since the main objective is to compare the results 
obtained with the four scenarios, all of which are affected 
by the same bias.

Figure 18 shows that many samples stand below 200 
ms, range outlined by the blue rectangle. These samples 
were not considered in the cumulated distributions, as 
they are considered purely erratic, unrelated to an actual 
perception of the target, just erroneous clicks, some 
of them even before the random target appeared. No 
other filters were applied. The statistics for each scenario 
were performed with more than 1000 samples after this 
screening.

An additional scenario was interleaved with the other 
scenarios, with a period of 120 ms. The results are 
reported in Fig. 19, blue curve. We note in this case that 
the monotonous progression obtained with the 60–100 
ms scenarios (thin gray curves) is not maintained. 
Although based on the same number of samples, this 
additional plot is less regular than the first 4 plots. A pos-
sible reason would be that the effect of locking onto the 
cyclic targets features a limited range. This fifth curve is 
relatively unstable, while the first four plots are quite sim-
ilar, just affected by an offset.Fig. 17 Variations of the measured average response time. Mean value 

compared over 6 sessions, with the same scenario, here the basic scenario 
(before < 200 ms screening)
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This might be considered as further evidence that the 
LGN + V1 pair introduces the slight additional delay 
when comparing the results obtained with the differ-
ent scenarios, with a less accurate locking effect when 
the frequency exceeds a given ratio between the gamma 
rhythm and cyclic targets. Analysis of EEG-acquired 
evoked signals in the occipital area might confirm, or not, 
this hypothesis. Trials with even longer periods of cycli-
cal targets show the same type of effect.

This experimentation can be easily reproduced. The 
results provided here have all been obtained by the first 
author himself, with normal vision, age > 60.

The set-up can be improved by using a simple micro-
computer with minimized operating system, and LEDs 
instead of a video monitor to suppress the lag due to the 
video frequency. Time accuracy for the measurement of 
the response time could be better than 1 ms with such a 
platform.

Fig. 19 Cumulative distribution with 120 ms cyclical targets. Refer to blue curve, compared with results presented in Fig. 13. Statistics: mean = 313 ms, on 
1053 valid samples (> 200 ms); SD = 42 ms. Thin blue lines show 95% confidence interval

 

Fig. 18 Response time vs. interval between random targets. Both axis in seconds
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