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Abstract—Architectures should aim to maximize parallelism
within a machine’s finite memories, but prior designs tend to
extremes, either maximizing parallelism or minimizing state. In
particular, prior unordered dataflow architectures suffer from
a parallelism explosion that creates unbounded state, requires
prohibitively large associative memories, and risks deadlock. The
few architectures that successfully navigate the parallelism-state
tradeoff are limited to embarrassingly parallel programs.

TYR is a new, general-purpose unordered dataflow architecture
that achieves high parallelism with bounded state. The key
insight is that prior unordered dataflow architectures are overly
conservative, unnecessarily allocating tags from a single, global
tag space. TYR exploits program structure to break up tags into
local tag spaces that operate independently. Local tag spaces
eliminate tag competition between co-dependent parts of the
program, provably guaranteeing forward progress with only two
tags per local tag space. TYR thus opens the door to an efficient,
scalable implementation of unordered dataflow. Simulation of
parallel programs demonstrates that TYR achieves parallelism
nearly identical to a naïve unordered dataflow architecture with
orders-of-magnitude less state.
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I. INTRODUCTION

THERE IS A FUNDAMENTAL TRADEOFF in computing be-
tween parallelism and live state. The more work done

in parallel, the more state is required to track it. Too much
live state can lead to a loss of locality, so more parallelism is
not always better. Generally, the optimal operating point is a
middle ground with sufficient parallelism to keep a processor
busy, but not so much that state overwhelms on-chip memory.

Limitations of existing architectures. Unfortunately, even
though the parallelism-state tradeoff has been recognized
for decades [4, 17, 32], no existing architecture satisfactorily
navigates this tradeoff. At one extreme, sequential architectures
like von Neumann CPUs reduce state by severely constrain-
ing parallelism. Recovering parallelism from a sequential
architecture is challenging, and these architectures are hard
to scale. At the other extreme, unordered dataflow architec-
tures [52, 58] suffer from “parallelism explosion,” as some
parts of a computation run far ahead of others. Dataflow’s
unbounded state is a longstanding unresolved challenge with
the architecture, which complicates implementation and risks
deadlocking the machine. Existing techniques to limit state in
dataflow are not general [52] or impose arbitrary orderings,
losing parallelism [22, 66, 73].

†This work was done while the author was at Carnegie Mellon University.

Other approaches to trade off parallelism and state have
limited scope. Data-parallel architectures (e.g., GPUs [11, 39],
TPUs [37], scalable vectors [64, 71], and stream dataflow [54,
62]) assume a large amount of identical, independent work,
allowing the microarchitecture to choose how much work to
execute in parallel. Data-parallel architectures can thus dynam-
ically throttle parallelism to fit live state within the machine’s
finite memories. While highly effective, this approach requires
an SPMD programming model that does not suit all programs,
and these architectures also impose other inessential constraints
on parallelism (e.g., due to branch divergence in GPUs [80]).

Goal: Taming parallelism to improve locality. This paper seeks
a general-purpose architecture that balances parallelism and
live state. Fig. 1 depicts our goal and approach, sketching a
dataflow graph (DFG) of instructions and their dependencies in
a mock program. A sequential architecture like a CPU executes
the DFG in “depth-first” fashion, limiting execution to a narrow
slice of the program at a time and frequently backtracking for
independent work that could have been executed in parallel.
By contrast, the dataflow architecture executes the DFG in
“breadth-first” fashion, eagerly expanding work as it becomes
available and thus having to track an exponentially increasing
amount of state. Our architecture, TYR, explores a wide, but
bounded, segment of the DFG at a time to saturate parallelism
without blowing up the amount of live state.

(a) Seq. von Neumann (b) Dataflow (c) TYR

Figure 1: How architectures execute a dynamic dataflow graph (DFG).
Sequential von Neumann architectures have too little parallelism,
exploring the DFG “depth-first”. Dataflow architectures have too
much parallelism, exploring the DFG “breadth-first” and exploding
live state. TYR seeks a general-purpose solution that balances both,
maximizing parallelism within a machine’s finite resources.

Problem: Dataflow cannot safely limit parallelism. Given the
well established difficulty of extracting parallelism from a
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sequential architecture, our starting point is dataflow. Dataflow
architectures use tags to disambiguate values from, e.g.,
different loop iterations. Naïvely, a simple way to throttle
parallelism in a dataflow machine would be to limit the tag
space, e.g., the number of loop iterations that can be active at
once. However, limiting the tag space leads to deadlock, e.g.,
when an earlier loop iteration cannot proceed because all tags
have been allocated to later, dependent loop iterations. Unable
to safely limit the number of tags, prior dataflow architectures
have been forced into large token stores, which have proved
impossible to implement efficiently.

Key insight: A global tag space is unnecessary. We observe
that this problem arises because all prior dataflow architectures
allocate tags from a single, global tag space. Allocating tags
from a global tag space guarantees that all tags are unique, but
this is overly conservative. It is not a problem if the same tag
is used by different parts of a program, so long as one can be
sure that the tags will never interact.

TYR: A dataflow architecture with local tag spaces. TYR1

is a new dataflow architecture that assigns each concurrent
block in a program (i.e., function or loop body) its own local
tag space. TYR exploits program structure to guarantee that
the local tag spaces are disjoint, i.e., that their tags will never
interact. Each local tag space can be tiny (two tags is enough)
without risking deadlock. TYR can thus be implemented with
small, private token stores and opens the door, for the first time,
to a practical, scalable implementation of unordered dataflow.

TYR is general-purpose. We compile programs from C to
TYR’s dataflow ISA, breaking the program into local tag spaces
at loop and function boundaries. TYR introduces new tag-
management instructions to manage the local tag spaces. We
describe the semantics required of allocate and free to
guarantee forward progress on arbitrary programs, and we
prove that TYR is deadlock-free and bounds the number of
live tokens. TYR achieves high parallelism on arbitrary loops
and acyclic call graphs, and it enables designers to trade off
parallelism and state by scaling the number of tags.

Contributions. TYR is the first general-purpose architecture to
bound state without artificially constraining parallelism or risk-
ing deadlock. This paper focuses on the high-level architectural
primitives to navigate the parallelism-state tradeoff:
• We characterize the parallelism-state tradeoff in prior

architectures and show that they all either limit parallelism,
suffer from unbounded state, or have limited scope.

• We observe that global tag spaces in unordered dataflow
architectures are overly conservative and are the root cause
of parallelism explosion.

• We present local tag spaces, a general-purpose technique
that exploits program structure to tame parallelism and
improve locality.

• We introduce TYR, a new dataflow architecture and com-
piler, that implements local tag spaces.

• We prove that TYR is deadlock-free and bounds live state.

1After the Norse god who slayed the monstrous wolf Fenrir [1, 72].
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Figure 2: Results for sparse matrix multiplication (spmspm). Un-
ordered dataflow suffers from parallelism explosion that exponentially
increases live state. Sequential and ordered dataflow have poor
performance. Only TYR achieves high performance with low state.

Summary of results. We evaluate TYR in high-level simulation
against several prior architectures (Sec. II): sequential, ordered
dataflow, and unordered dataflow. Our results show that TYR
achieves the best of all worlds: it achieves nearly the same
performance as a naïve unordered dataflow architecture with
orders-of-magnitude less live state. Fig. 2 shows a representative
execution trace of total live state (y-axis, log-scale) over
timesteps (x-axis) for sparse matrix-matrix multiplication. Each
trace ends when the program completes. Sequential and ordered
dataflow architectures have little state, but also poor perfor-
mance. Meanwhile, tagged dataflow architectures complete the
program quickly, but have orders-of-magnitude more live state
than other designs. Only TYR balances parallelism and locality,
keeping state bounded while completing the program quickly.

II. BACKGROUND AND MOTIVATION

A. Resurgence of dataflow for programmable acceleration

Our work is motivated by the need for an efficient, general-
purpose architecture. The end of Dennard scaling has made
processors power-limited [26, 76], and sequential CPU ar-
chitectures are horribly inefficient, wasting upwards of 99%
of their energy [28, 36]. Some foresee a future of “dark
silicon,” where systems feature a wide variety of specialized
accelerators [26,40,76]. Such accelerators have already gained
traction in industry for some workloads [13, 37].

However, specialized accelerators have serious drawbacks
and deliver lower benefits than generally advertised. Amdahl’s
Law tells us that specialization is at odds with efficiency [29,35],
since an application is quickly limited by whatever runs
least efficiently. Custom hardware requires large and growing
non-recurring engineering (NRE) costs [40], which only a
few applications can justify. Specialized hardware is very
disruptive to software, and there is no scalable and maintainable
solution for integrating an increasing variety of accelerators
into existing software development flows. Finally, the cost
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and carbon footprint of idle silicon is considerable, meaning
dark silicon is not the free lunch it initially appears [9, 33].
These considerations will limit specialized accelerators to a
few high-value domains, like deep learning [12, 13, 37].

Most applications will rely on general-purpose (i.e., software-
programmable) architectures. Recent spatial architectures, like
coarse-grained reconfigurable arrays (CGRAs) and reconfig-
urable dataflow architectures (RDAs), are increasingly general-
purpose and easy to program [6,14,15,19,25,28–31,38,44–49,
54,59,60,62,65–67,70,74,75,77,79,81,84,85]. They have led
to a resurgence of interest in dataflow [18,19,22,28,29,53–56,
62, 79, 82].

B. Dataflow basics

Dataflow architectures represent programs as graphs of
instructions, with edges denoting producer-consumer relation-
ships. Each instruction follows the dataflow firing rule [22,52],
executing once all its inputs are available. There is no program
counter or global order on instructions. Data is communicated
between producers and consumers in packets called tokens.

Fig. 3 shows pseudocode and a corresponding dataflow
graph for dense matrix-vector multiplication (dmv). The
yellow circular nodes represent classic arithmetic and memory
instructions, while the red triangles represent control-flow
instructions. In a dataflow machine, control flow takes the
form of steer instructions, not branches, that conditionally
route a data token depending on a boolean decider token. For
example, in Fig. 3b, a steer routes w around the loop based on
the for-loop comparison (i.e., so long as i != m), and another
steer routes w to the store after the loop (i.e., once i == m).

Figure 3: A running example:
dense matrix-vector multiplication.
We zoom in on the innermost loop
body (green box) to demonstrate
dataflow execution.

def dmv (A, B, Z, m, n):
for i = 0..m:
w = 0
for j = 0..n:
w += A[i,j] * B[j]

Z[i] = w

(a) Pseudocode.
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(b) Dataflow graph (DFG).
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(c) Execution trace of innermost loop.

Fig. 3c illustrates tokens flowing through the innermost
loop body of dmv. Tokens are shown as diamonds, and their
color represents a tag that indicates, in this example, which

loop iteration they belong to. Initially, tokens from iteration 0
(cyan) arrive at the two loads and at w+= at the bottom. The
loads immediately fire, since they have all inputs ready, but
the add must wait for its remaining input. The load from B
completes first, followed by the load from A. Once both return,
the multiply is ready and fires, at last enabling w+= to fire.
Finally, the updated value for w is sent back to the top of the
loop, with a new tag representing iteration 1 (orange). Note
that w+= does not fire after step 4 because, although input
tokens are available, their tags do not match (green vs. cyan).

C. Surveying the parallelism vs. state tradeoff

To characterize how prior architectures balance parallelism
and state, we introduce the notion of token synchronization.
A running program spawns many dynamic instances of the
same instruction(s) (e.g., across iterations of a loop). For
correct execution, architectures must route values (tokens)
to the appropriate dynamic instruction (e.g., the right loop
iteration). Token synchronization is merely how an architecture
does this, i.e., how it disambiguates between dynamic instances
of an instruction, either by ordering them or giving them
unique names (or both). For example, a sequential architecture
disambiguates loop iterations by serializing them, whereas a
dataflow architecture assigns each iteration a unique tag.

Token synchronization is the lens through which we un-
derstand how prior architectures balance parallelism vs. state.
We consider a wide range of sequential, ordered, unordered,
and data-parallel architectures. This section surveys how each
balances parallelism and state, using an execution trace of dmv
to drive the discussion.

Figure 4: Partial execution trace of dmv.

Fig. 4 zooms into a trace of dmv. We show the dynamic
execution graph, unrolling execution to show realized con-
trol flow and communication. Purple nodes are outer-loop
instructions, and yellow nodes are inner-loop instructions. Black
edges are communication, and red edges show other orderings
required by the execution model. The width of the graph
corresponds to time steps; height corresponds to parallelism.
Parallel instructions running in the same time step are vertically
adjacent, and the number of black edges crossing a vertical
cut is the number of live tokens in the program at that point
in time. The graph is simplified to show only necessary edges,
i.e., redundant orderings are removed.

Sequential von Neumann (vN). At one extreme, vN archi-
tectures (i.e., CPUs) impose a sequential program order on
instructions; sequential ordering is vN’s token synchronization
scheme. Fig. 5a illustrates this as red edges between pairs
of subsequent instructions. These extra edges enforce a total
ordering on instructions, modeling the program counter. In a
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...
(a) Sequential von Neumann (execution continues past the edge of the page).

Figure 5: Execution traces for
dmv on prior architectures. Trace
width indicates execution time,
and trace height indicates paral-
lelism. The number of black edges
along a vertical cut is the number
of live values, which increases
in proportion to parallelism. Red
edges are additional orderings en-
forced by the architecture, accord-
ing to its token synchronization
scheme, that limit parallelism.

(b) Out-of-order superscalar von Neumann with instruction window = 4.

(c) Sequential dataflow (e.g., WaveScalar [73]).

(d) Ordered dataflow (e.g., RipTide [29]).
(e) Unordered tagged dataflow (e.g.,
TTDA [52]).

sense, vN’s sequential ordering restricts execution to a “depth-
first” traversal of a program’s full dynamic execution graph
(Fig. 1). The result is minimal parallelism, so that program
execution takes a long time (the graph is wide) but live state
is minimized (the graph is short).

Parallelism can be increased by having multiple vN execu-
tion streams, i.e., multithreading. Token synchronization now
includes a token’s thread id, in addition to its vN ordering.
Multithreading punts all of the problems of parallelism,
including balancing parallelism and state, to the programmer.

Unordered (tagged) dataflow. At the other extreme, an un-
ordered dataflow machine uses the most permissive token
synchronization. Unordered dataflow architectures assign each
dynamic instance of an instruction a unique name, or “tag.”
Instructions fire whenever inputs with matching tags are present.
Tag matching is unordered dataflow’s synchronization scheme.
Data dependencies are the only constraint on parallelism,
unleashing parallelism across the entire program. Examples
include TTDA [52], Monsoon [58], and the Manchester
Dataflow Machine [34]. Fig. 5e illustrates unordered dataflow.
Execution is much different from sequential vN: all five inner-
loop iterations execute in parallel, and execution is short (the
graph is narrow) but with much more live state (the graph is tall).
As the number of outer-loop iterations increases, parallelism
explodes along with live state.
• Problem #1: Parallelism explosion. The abundant paral-

lelism in unordered dataflow architectures is both a blessing
and a curse. A longstanding problem with these designs is
parallelism explosion, where runaway parallelism exhausts
the machine’s finite memory, hurting performance or even
causing deadlock [4,17]. Parallelism explosion arises as the
architecture greedily explores available work (Fig. 1). Prior
unordered dataflow architectures recognized this problem
but offered ad hoc solutions: e.g., TTDA limits the number
of outstanding innermost loop iterations [52]. Parallelism
cannot be constrained without risking deadlock (Sec. V).

• Problem #2: Implementation complexity. Unordered
dataflow machines require an associative memory to match

(f) Data-parallel (e.g., vector, GPU).

tags for instruction scheduling, which grows with paral-
lelism because it must track all live tokens. Token stores are
expensive to implement in hardware and scale poorly. Thus,
as a corollary to Problem #1, the inability to bound the
size of token storage is a major unsolved implementation
challenge in unordered dataflow architectures.

Prior work has recognized these problems and has explored
limiting parallelism by constraining tags. Unfortunately, prior
work on constrained tag spaces is not general-purpose. TTDA
targets innermost loops of scientific applications, limiting the
number of tags available to some bound k (Sec. VIII). But
k-bounding only applies to affine loops. By contrast, TYR’s
techniques are general-purpose, targeting, e.g., arbitrary loops
and function calls.

Because they are unable to constrain tags, other unordered
dataflow architectures are forced to track unbounded state.
For example, the Manchester Dataflow Machine provides an
“overflow unit” that spills tokens to main memory, delaying
deadlock from unconstrained parallelism at the cost of extra
data movement [34]. Deadlock is still possible if parallelism
exhausts main memory.

Out-of-order vN. In between these extremes are architectures
that trade off parallelism and state. The obvious hybrid of vN
and dataflow is the out-of-order (OoO) superscalar processor.
These architectures synchronize tokens through a combination
of ordering and naming, executing instructions from within a
window of the vN order and renaming values to disambiguate
duplicates of the same instruction. Fig. 5b illustrates dmv on
OoO with a window of 4 instructions; red edges now order
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instructions 4 or more apart in vN order. Parallelism increases
by nearly 4×, and live state is kept small. However, OoO is
still fundamentally vN: reordering is limited to a small region
of the vN execution order, preventing the OoO processor from
discovering parallelism across, e.g., outer-loop iterations. The
scaling, efficiency, and implementation challenges of OoO
processors are well documented [36, 73] and, despite decades
of effort, remain unresolved.

Ordered dataflow. From the other direction, ordered dataflow
machines impose a partial ordering on dataflow execution.
These architectures synchronize tokens by having instructions
communicate through FIFO queues. FIFO queues sequentialize
execution of the same instruction but allow parallel execution
of different instructions [28, 29, 31, 62, 69, 86]. Since tokens
are ordered, there is no need for a tag, other than the
instruction itself. The queue size also limits the number of
dynamic instances of each instruction, applying back pressure to
upstream instructions. Similar to vN, back pressure does not risk
deadlock due to the global order enforced at each instruction.2

Ordered dataflow thus avoids parallelism explosion.
However, ordered dataflow loses parallelism and perfor-

mance. While ordered dataflow allows instruction-level paral-
lelism and fine-grained pipelining, it is prone to stalls as long-
latency operations block later instances of the same instruction
from executing. Fig. 5d illustrates ordered-dataflow execution.
Instructions within a single loop iteration run in parallel, but
across loop iterations are serialized because they share a FIFO
queue — see the red edges in the graph. Moreover, outer-loop
instructions are pulled far forward in the execution (vs. the vN
order) because there is no data dependence to prevent their
execution earlier. The result is a middle ground between vN
and unordered dataflow, both in performance and live state.

Ordered dataflow promises more parallelism than OoO,
with simpler hardware than OoO or unordered dataflow. Most
CGRAs are thus ordered-dataflow architectures. However,
simplicity comes at increasing loss in parallelism with, e.g., the
number of outer-loop iterations in dmv. Hence, unordered (i.e.,
tagged) dataflow has recently re-gained interest in CGRAs for
irregular programs with unpredictable latency, e.g., in sparse
workloads, or with multiple threads [43, 68, 79, 81].

Sequential dataflow. Sequential dataflow architectures impose
orderings even stricter than ordered dataflow. These archi-
tectures implement global ordering points, corresponding to
the vN ordering at basic- or hyper-block boundaries, that
limit parallelism from spanning code regions. Sequential
dataflow processors use the dataflow firing rule within small
regions, but this is not their main token-synchronization scheme.
Rather, sequential dataflow’s token synchronization scheme is
its total ordering on the basic- or hyper-blocks. Examples
include WaveScalar [73] and TRIPS [66]. WaveScalar orders
instructions via a monotonically increasing tag, or “wave
number.” The wave number is advanced (incremented) at the
end of each loop iteration or function call.

2Sec. VIII discusses deadlock in functional vs. imperative languages.

One might think that, by using tags, WaveScalar unleashes
the unconstrained parallelism of unordered dataflow. How-
ever, because wave numbers must increase monotonically,
instructions must wait until their wave number is resolved,
which depends on the dynamic control flow of all earlier
hyperblocks. In other words, instructions must wait for their
“turn” in the global block-order. In fact, all live values must
replicate the control flow of all preceding blocks to arrive
at the right wave number [61]. Fig. 5c illustrates dmv in
WaveScalar. Inner-loop iterations execute in parallel, but all
tokens must advance alongside these inner loops to synchronize
wave numbers. Outer-loop iterations (purple) are thus ordered
globally between inner-loop nests, unlike in ordered dataflow.
The result is closer to wide-issue OoO vN than to unordered
dataflow, but implemented in a fully distributed fashion. Indeed,
WaveScalar’s (and TRIPS’s) original motivation was to create
a more scalable superscalar vN core. Accordingly, sequential
dataflow architectures’ parallelism is limited to the current
block, akin to OoO’s instruction window.

Data-parallel. Finally, data-parallel architectures like vector
machines and GPUs apply the same sequence of instructions
to many data concurrently. These architectures require that
programs have an “embarrassingly parallel” structure to make
this possible, corresponding to, e.g., some loop or map. Fig. 5f
illustrates a data-parallel execution of dmv. First, there is a
section of sequential code, in this case to compute the usable
vector width and the offset of each row in the matrix. Then
data-parallel execution starts wherein vectorized operations act
on multiple data simultaneously, ending with a vectorized store
for the entire output. Several recent dataflow architectures have
adopted a similar approach, executing a data-parallel program
as many independent streams [19, 54, 62, 65, 67, 69, 78, 79, 81].

The embarrassingly parallel program structure is essential
to data-parallel architectures. Like unordered dataflow, data-
parallel is not limited to a small instruction window; in dmv,
data-parallel exploits parallelism across entire loop iterations.
But unlike unordered dataflow, a data-parallel architecture is
free to choose as much parallelism as it wants to maximize
performance while staying within the machine’s resources.
This strategy is only safe for embarrassingly parallel programs,
where each thread is doing independent work, and would
otherwise risk deadlock.

Summary. Architectures seek to maximize parallelism within
a machine’s finite resources. Unordered dataflow architec-
tures look promising, but parallelism explosion necessitates
impractically large token stores to avoid deadlock. Other
architectures (vN, OoO, ordered/sequential dataflow) add
artificial orderings to the program execution that limit state
at a severe cost in parallelism, usually limiting execution to a
small window around a “program counter.” Existing techniques
that successfully navigate parallelism and state, e.g., TTDA’s k-
bounding and data-parallel architecture, are not general-purpose
and only apply to embarrassingly parallel programs. TYR’s
contribution is to generalize these techniques across other
program structures.
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III. LOCAL TAG SPACES

TYR is a new unordered dataflow architecture that achieves
high parallelism with bounded state. As shown in Fig. 6,
TYR breaks the tag space into several local tag spaces that
correspond to program structure. Local tag spaces allow TYR
to tame parallelism to fit token state within a machine’s finite
memories without risking deadlock, unlike prior unordered
dataflow architectures. Moreover, TYR is fully general-purpose
and makes no assumptions on program structure, unlike data-
parallel approaches to parallelism.

Tag Space

Allocated Free

(a) Unstructured DFG.

Outer Loop

Inner 
Loop

(b) Structured DFG.

Figure 6: Local tag spaces allow TYR to balance parallelism and state,
shown with DFGs of dmv. (a) Prior unordered dataflow architectures
allocate tags from a global tag space, failing to exploit structure
or bound tag usage. (b) TYR allocates tags from local tag spaces
corresponding to program structure, allowing TYR to scale parallelism
by tuning the number of tags. TYR ensures forward progress with
just two tags per local tag space.

Insight: Unordered dataflow architectures over-synchronize.
Fig. 6 shows the dataflow graph of dmv (pseudocode in Fig. 3a).
Prior unordered dataflow architectures (Fig. 6a) execute an
unstructured dataflow graph and allocate tags from a single,
global tag space. By contrast, TYR (Fig. 6b) leverages program
structure to break the dataflow graph into subgraphs, each with
its own local tag space.

A global tag space is sufficient to ensure that there are no tag
collisions, but we observe that it is far more conservative than
necessary. A new tag is allocated whenever entering a loop,
so tags from inner and outer loops can never interact. Prior
designs are synchronizing tokens that were never at risk of
collision to begin with. The inner and outer loops can allocate
tags completely independently — in fact, it is safe for them to
simultaneously use the same tag.

TYR leverages program structure via local tag spaces. TYR
breaks the program into concurrent blocks, which allocate
tags independently. A concurrent block is a group of static
instructions that may have multiple instances executing con-
currently, but has no internal concurrency. Each concurrent
block thus requires a distinct tag, but requires no internal tag
changes. In other words, concurrent blocks are the natural
unit of tag management, akin to basic blocks or activation
frames [50, 58]. Concretely, a concurrent block is a directed
acyclic graph (DAG), i.e., straight-line or forward-branching

code. Within a DAG, instructions are not reused, so there is no
possibility of concurrency. Concurrency naturally arises across
loop iterations or function calls, so TYR breaks the program
into concurrent blocks at loop and function boundaries.3

Concurrent blocks communicate through transfer points,
which cut the dataflow graph at concurrent-block boundaries to
translate tags between the local tag spaces. Tags from different
concurrent blocks can never meet without having first been
translated by a transfer point, and so aliasing across local tag
spaces is impossible.

Local tag spaces in action. Fig. 7 shows the detailed dataflow
graphs for dmv in naïve unordered dataflow and TYR. In naïve
unordered dataflow (Fig. 7a), tags are allocated along every
backedge (T nodes) from a single, global tag space. Thus, the
inner and outer loop nests compete for tags, and a large number
of tags are needed to avoid deadlock. By contrast, TYR (Fig. 7b)
breaks dmv into two concurrent blocks (CBs) corresponding
to the outer and inner loop. Each concurrent block gets its
own local tag space, and the loops do not compete for tags.
Forward progress can be guaranteed with minimal tags — as
little as two per concurrent block.
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(a) Elaborated unordered DFG.
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(b) TYR’s structured DFG.

Figure 7: Unordered dataflow programs produce a large number of
Tag Change (T) operations that compete to allocate tags from a single
global tag space. TYR breaks dmv into two concurrent blocks (CBs),
each with its own local tag space. CBs are connected by transfer
points (XPs), which transfer between tag spaces. Tags are allocated
independently across CBs, and TYR ensures that a tag will always be
available when needed to ensure forward progress.

Each concurrent block (CB) is guarded by transfer points
(XPs) at its boundary. dmv has two transfer points per block:
e.g., CB2XP1 from the outer loop to start a new inner-loop
nest, and CB2XP2 along the backedge for each new inner-
loop iteration. (Loops always have exactly two transfer points,
unlike functions, which have one per caller.) A transfer point
is responsible for allocating a new tag in the child’s tag space

3Interprocedural analysis could allow for larger concurrent blocks, but using
loop and function call boundaries is simple and safe. goto statements that
transform into natural loops are supported, but gotos which create irreducible
control flow [3], such as by jumping into the middle of a loop, are not [24].
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for all incoming tokens (e.g., arguments), and resetting back
to the parent’s tag for all outgoing tokens (e.g., return values).
In dmv, CB2XP2 allocates a new tag and assigns it to i, j, and
w, and restores w’s tag on exiting the inner loop.4

Local tag spaces allow TYR to always make forward progress.
Forward progress cannot be guaranteed in prior unordered
dataflow architectures because of unconstrained competition
for tags — there is no way to prevent the last tag from being
claimed by work that will later stall, waiting for something
earlier to finish. TYR structures the tag space, enabling us to
reason about the interactions between program regions and
ensure that a tag will be available when it is needed (Sec. V).

Local tag spaces enable smaller, simpler, and more scalable
hardware. For decades, unordered dataflow architectures have
been hamstrung by large, associative memories needed to
implement their unbounded global tag spaces. By contrast, TYR
distributes tag management across many, independent, bounded
local tag spaces. Thus, although an implementation is outside
the scope of this paper, TYR is far more amenable to simple,
scalable hardware than prior unordered dataflow architectures
(Sec. VIII). Moreover, local tag spaces give systems a new
knob to trade off parallelism and locality (Sec. IV-D).

IV. TYR ARCHITECTURE

TYR is a general-purpose unordered dataflow architecture
that implements local tag spaces. TYR introduces new instruc-
tions to manage local tag spaces (Fig. 8) that prevent the system
from running out of tags, even with only two tags per block.
TYR is agnostic to programming language, is highly parallel,
and guarantees forward progress with bounded state.

A. TYR instruction set
TYR has no program counter. Instead, instructions follow

the dataflow firing rule, executing whenever their inputs are
available (Sec. II-B). TYR’s ISA, summarized in Table I, has
four categories of instructions: arithmetic, memory, control
flow, and token synchronization. TYR provides a standard set of
arithmetic instructions. TYR implements control flow via steer
instructions that conditionally route tokens to the taken path
of a branch [22, 29, 73]. TYR supports conventional, mutable
memory via loads and stores, converting memory ordering
into explicit data dependencies in the dataflow graph [2, 29].
TYR’s main contribution is its token-synchronization instruc-
tions, which allow it to bound token state. We first describe
these instructions and then demonstrate them in an example.

Table I: TYR’s instruction set.

Category Instruction(s)

Arithmetic +, −, ×, ÷, <<, ̸=, etc.
Memory load, store

Control flow steer, join
Token synchronization allocate, free, changeTag, extractTag

4Alternatively, one could forward the parent context’s live values to match
the child, like WaveScalar [73]. But this strategy requires a global tag space
and a much larger number of tag-management operations (Sec. VIII).

< t  , ∅ >

ET

extractTag
< t  , ∅ >

FR

free
<t , d1> … <t , dN> 

join

JN

< t  ,d1 >

< t  , t' >
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changeTag
< t  ,  d >

< t  , ∅  > < t',  d >

< t  , ∅  >
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allocate
< t  , ∅  >

< t  ,t >< t  , t'> < t , ∅  >

req rdy

Figure 8: TYR’s new instructions for token synchronization. Inputs
and outputs are tagged tokens, denoted as <tag, data> = <t, d>. Control
tokens are denoted with data = ∅.

Definition. A context is a dynamic instance of a concurrent
block, e.g., a single loop iteration or function invocation.

join is an n-input barrier that waits for all inputs to arrive and
then produces a copy of its left input. join has two roles in
token synchronization: (i) join checks if a context will make
forward progress, which is equivalent to waiting until all inputs
are ready (Sec. V); and (ii) join checks if it is safe to free a
tag, which is equivalent to waiting until all instructions have
completed (see free below).

allocate generates a new tag when a context is spawned. All
allocate instructions into the same concurrent block share the
same free list. When tags are plentiful, allocate simply pops
a tag from the free list. But, to guarantee forward progress,
allocate will pop the last tag only if the context is ready.

allocate takes two zero-bit inputs, request and ready,
with a special firing rule: request carries the parent context’s
tag and no data payload, <t, ∅>. If the free list has more than
one tag, allocate immediately pops and returns the new tag,
<t, free_list.pop>, and the ready input is consumed without
effect when it eventually arrives. Otherwise, to guarantee
forward progress, allocate waits for ready before popping
and returning, consuming both inputs.5

Tail-recursive allocations (e.g., loops) are a special case for
allocate because the parent and child are in the same tag
space. A tail-recursive context cannot finish until it allocates
its child, so a “spare tag” is required for forward progress. Thus,
allocates on the “external” (i.e., not-tail-recursive) edge only
pop from the free list if there are at least two tags remaining.

free returns a tag to the local tag space’s free list. free
consumes a single zero-bit input, <t, ∅>, and adds t to the
free list. In order to safely free a tag, free must ensure that
no other tokens exist with that tag. The compiler inserts a
join before the free whose transitive fan-in reaches every
instruction in the concurrent block.

The free barrier requires that all instructions create an output
token with the same tag as their inputs. Most instructions satisfy
this constraint automatically, but there are exceptions: store
normally produces no output, so TYR adds a control output
<t, ∅> for the free barrier, which is also used for memory
ordering. changeTag (see below) normally generates a token
with a different tag t’, so TYR similarly adds a <t, ∅> output.
steer conditionally generates a token on its primary output,

5allocate could return even earlier by tracking if any active context is
ready, at the cost of additional complexity.
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(a) Two tags.

(b) Four tags.

(c) Eight tags.

Figure 9: Traces of dmv on TYR with different
numbers of tags per local tag space. TYR lets users
trade off parallelism and live state. (d) ∞ tags.

so TYR adds an unconditional <t, ∅> output. And allocate’s
special firing rule means it can execute before ready arrives, so
allocate generates <t,∅> when the ready input is consumed.
Correctly generating the free barrier for all cases was non-
trivial, and required in any unordered dataflow architecture,
yet we are unaware of any detailed discussion in prior work.

Finally, token synchronization in TYR requires two further
instructions to manipulate tags, similar to TTDA [52]:

extractTag returns a tag as data: <t, ∅>→ <t, t>.

changeTag replaces the tag and, for the free barrier, produces
a control token: (<t, t’>, <t, data>) → (<t’, data>, <t, ∅>).

When the token’s destination is not statically known (e.g.,
function pointer or return to arbitrary caller), changeTag must
also route the token to a dynamic location (i.e., instruction
pointer and operand index) [52]. Loops and local functions
can route tokens with ordinary control flow (i.e., steers).

B. Putting it all together: Concurrent block linkage in TYR

Fig. 10 shows how TYR uses these instructions to synchro-
nize tokens from two transfer points into a single concurrent
block. The transfer points are identical and share the block’s
free list. Each transfer point has an allocate (AL), which feeds
n changeTag (CT) instructions to pass arguments to the child
block [52]: The first are the parent’s tag and return instruction,
and the remaining are the program’s arguments. The allocate
is requested by the arrival of the first argument (a1),6 and it
is ready when all arguments arrive (see the join above the
allocate). Note that, if multiple tags are available, the context
starts executing as soon as a1 arrives, even if a2 has not yet
arrived.

The context then executes normally, using the tag allocated
by AL. Any exiting transfer points use changeTag to reset the
tokens’ tags and route them back to the parent context. Finally,
the callee’s join waits until all instructions have completed,
whereupon the tag is freed back to the child’s local tag space.

C. Compiling to TYR

TYR’s compiles programs with LLVM [42] into the UDIR [2]
intermediate representation, and then lowers UDIR to TYR.
UDIR is a high-level dataflow IR that converts imperative

6The first is arbitrarily chosen; any argument suffices.
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a1

a1

a1

a2

a1

a1
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ret ret
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a1CT
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CT CT
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CT

ALAL

JNJN

JN
JNJN CT

ETET

FR

FR

FR

Caller1CB Caller2CB

CalleeCB
XP1 XP2

Figure 10: TYR’s concurrent-block linkage. All communication
between concurrent blocks happens through changeTag instructions,
ensuring tags never escape from their concurrent blocks.

code (C/C++) into dataflow graphs, e.g., transforming branches
into steers and memory-ordering dependencies into data
dependencies. UDIR marks the boundaries of concurrent blocks
with abstract enter and exit instructions, which can be
lowered to many dataflow ISAs. We implement compiler passes
to transform UDIR into TYR by converting enter and exit
into the concurrent-block linkage shown in Fig. 10.

D. Trading off parallelism and live state

TYR gives architects a new knob to trade off parallelism and
locality: the size of the local tag space. Fig. 9 demonstrates
this feature by varying the number of tags per local tag space
in dmv. With unlimited tags (Fig. 9d), TYR behaves identically
to naïve unordered dataflow. However, TYR can tune the size
of the tag space (Fig. 9a-c) to tame parallelism and save state.
Even with few tags (e.g., eight in Fig. 9c), TYR achieves much
higher parallelism than other architectures (Sec. II).

Local tag spaces unlock additional opportunities for fine-
grained resource allocation. By independently sizing local
tag spaces of different program regions, TYR can selectively
control parallelism across a program. For instance, TYR can
aggressively parallelize “hot code” (e.g., an affine innermost
loop) by increasing its tags, and can reduce tags for outer-loops
that stall waiting for earlier work to finish (Sec. VII-E).

V. DEADLOCK FREEDOM AND BOUNDED STATE

TYR achieves high parallelism with bounded state, unlike
prior unordered dataflow architectures that produce an un-
bounded number of live tokens. Limiting the tag space in
prior architectures can lead to deadlock when all tags are
allocated to stalled work. Fig. 11 shows a simulation trace of
dmv deadlocking on a naïve unordered dataflow architecture
with 8 tags. As the system eagerly explores parallel work, all
of the tags are allocated to outer loop iterations, so that the
first iteration of the inner loop cannot finish because no tag is
available for the second. Since outer-loop iterations are waiting
for the inner loop to finish, the system deadlocks.

We now prove that TYR is deadlock-free and bounds live
state. Intuitively, our proof shows that small pieces of TYR
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Figure 11: Deadlock seen in sim-
ulation: Unordered dataflow dead-
locks on dmv with 8 tags. Nodes
with green edges are successful tag
allocations, while nodes with red
edges are tag allocations which
were pending when the system
deadlocked. The number of tags
required to successfully complete
grows quickly with input size.

programs are deadlock-free and then composes them into larger,
deadlock-free programs. Without loss of generality, we assume
that cycles in the call graph (i.e., general recursion) have been
transformed into tail recursion with an explicitly managed
stack. This approach moves the unboundable state of general
recursion from dataflow tokens into memory, but introduces
memory ordering that may limit parallelism. We discuss an
alternate strategy for recursion in Sec. VIII-B.

A. Proof of deadlock freedom

We first consider a program consisting of a single concurrent
block, and then build up towards more complex programs.

Definition. A leaf block is a concurrent block that does not
contain any calls to other concurrent blocks.

Assumption 1. Once inputs are ready, a leaf block will
eventually produce all outputs and free its tag.

In other words, TYR’s compiler is correct.

Lemma 1. Leaf blocks are deadlock-free in TYR.

Proof: For programs consisting of a single leaf block, the
lemma follows immediately from Assumption 1. Concurrent
blocks are DAGs, so tokens flow through the block in finite
time, eventually reaching the output and the free.

By the same argument, for arbitrary programs, we only need
to show that a ready context for the block will eventually receive
a tag. TYR only allocates the last tag for a concurrent block
to a ready context, so there is always either (i) an available
tag or (ii) a ready context already executing, which will finish.
Thus, if a tag is not immediately available, one will become
available eventually, guaranteeing forward progress.

Definition. A tail-leaf block is a concurrent block that contains
exactly one call, which is tail-recursive.

Lemma 2. Tail-leaf blocks are deadlock-free in TYR.

Proof: A tail-leaf block context is guaranteed to complete
so long as it can allocate a tag for its child context (i.e., the
next loop iteration). TYR’s allocate instruction ensures that
at least one tag in a tail-leaf will always be available for the
tail-recursive self edge by not allowing an external (i.e., not-tail-
recursive) allocate to consume the last tag (Sec. IV-A). Thus,
a tag will eventually be available for any tail-recursive child
call, so by the same argument in Lemma 1, ready tail-recursive
contexts will eventually complete.

Theorem 1. TYR is deadlock-free.

Intuitively, deadlock-free concurrent blocks should compose
to make deadlock-free programs. As long as a concurrent
block’s children do not deadlock, and it cannot internally
deadlock, it must finish. Arbitrarily large programs can be
proven deadlock-free by induction.

Proof: Per above discussion, the program is in a tail-
recursive form. The call graph is, thus, a rooted DAG where
the root is the entry point of the program (e.g., main). We will
show by induction that every node in the graph is deadlock-free.

Base case: Consider a leaf node in the call graph. This node
is either a leaf block or a tail-leaf block. By Lemma 1 or 2, it
is deadlock-free.

Inductive step: Consider a concurrent block with calls to
deadlock-free concurrent blocks. A context in this concurrent
block will eventually produce all the inputs for any transfer
point it contains. Because these callees are known to be
deadlock-free, they will eventually produce return values. Once
all return values have been received, Assumption 1 ensures
that the context will finish and free its tag.

Thus every concurrent block in the call graph is deadlock-
free, including the root, as is the entire program.

TYR’s local tag spaces are necessary for deadlock freedom.
Note that both lemmas rely on TYR having local tag spaces
for each concurrent block. Without local tag spaces, it is not
possible to guarantee that a tag eventually becomes available for
a ready context, as contention for tags across blocks can always
starve a transfer point. Prior unordered dataflow architectures
cannot even ensure that leaf blocks are deadlock-free.

TYR builds on prior deadlock-avoidance work. It is well known
in networking that cycles present deadlock hazards, and the
same is true in dataflow machines. TYR takes special care to
handle loops by reserving one free tag to only be used by
tokens already in the loop. Tokens waiting to be injected into
the loop must wait for multiple available tags. This is similar
to how bubble flow control prevents deadlock, where routing
nodes refuse to accept packets from outside of a cycle in order
to ensure the existence of a “bubble” in the cycle [10, 63].

B. Proof of bounded state

Prior unordered dataflow architectures have been unable to
bound state because they are unable to bound the number of
live tags. TYR can choose any number of tags greater than
one and successfully execute all programs, which allows it to
bound the total number of live tokens.

Theorem 2. TYR bounds the number of live tokens.

Proof: Consider a program with N static instructions and
no more than M inputs per instruction. In all unordered (tagged)
dataflow architectures, the number of tokens in flight with a
single tag is bounded by the number of inputs to all instructions
— there cannot be more than one token on an input with the
same tag. Thus, any limit on the number of live tags T ensures
that there are never more than T ·N ·M live tokens.
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Figure 12: Execution time across all apps and systems. TYR vastly outperforms von Neumann, sequential dataflow, and ordered dataflow,
and is nearly identical to unordered dataflow.

Note this bound applies to all tagged dataflow architectures.
But, unlike TYR, prior unordered dataflow is unable to bound
the number of tags T for fear of deadlock. Thus, there is no
bound on the total number of live tokens in these architectures.

VI. EXPERIMENTAL METHODOLOGY

Applications. We evaluate TYR on seven common, highly
parallel benchmarks (Table II). These benchmarks were chosen
to cover a variety of code patterns. The dense applications
feature regular computation and simple control flow, while
the sparse applications contain more complex, data-dependent
control flow. They were compiled from unmodified C to DFGs
for all dataflow architectures (including TYR’s ISA) using
UDIR (Sec. IV-C). Input sizes were chosen such that all systems
executed between 50M and 1B dynamic instructions. TYR’s
advantage grows with increasing input size.

Dense applications were run on random inputs, as their
execution is not data-dependent. smv and spmspv were run
on real-world data from SuiteSparse [41]: smv on DNVS/trd-
heim [20,21] and spmspv on a subset of DIMACS10/M6 [5,21].
tc was run on a navigable small world graph [83].

Table II: Applications and their input sizes.

Application Parameters

Dense matrix-vector (dmv) Size: 4,096×4,096
Dense matrix-matrix (dmm) Size: 256×256
Dense convolution (dconv) Image: 512×512, filter: 11×11
Sparse matrix-vector (smv) Size: 22,098×22,098,

Non-zeros: 1,935,324
Sparse matrix-sparse vector (spmspv) Size: 32,276×32,276,

Matrix non-zeros: 74,482,
Vector non-zeros: 1,638

Sparse matrix-sparse matrix (spmspm) Size: 256×256, density: 5%
Triangle counting (tc) Nodes: 16,384, edges: 206,107

Systems. We compare TYR against: (i) sequential von Neumann,
(ii) sequential dataflow, (iii) ordered dataflow, and (iv) un-
ordered dataflow (Sec. II-C). The size of the tag space(s) differs
across architectures. TYR’s local tag spaces each contain 64
tags. To ensure completion, unordered and sequential dataflow
runs with unlimited tags. Ordered dataflow’s FIFOs contain
up to 4 tokens, which empirically minimizes peak state with
minimal loss in performance [29].

Simulation. We evaluate TYR using an in-house simulator,
which directly executes compiled DFGs. We model idealized
execution to explore the ISA tradeoffs of dataflow architectures.
Simulation assumes single-cycle execution for all instructions.
We deliberately refrain from detailed microarchitectural timings,
as doing so would risk clouding the ISA-level tradeoffs explored
in this paper behind inessential microarchitectural assumptions.
The systems can execute up to 128 instructions per cycle,
including multiple instances of the same static instruction. We
study sensitivity to these parameters below.

Metrics. We compare architectures on their parallelism and
locality. We use execution time and IPC as measures of
parallelism. Execution time is simply the number of cycles
it takes to run a benchmark from start to finish. IPC and the
number of live tokens are sampled each cycle during simulation.

VII. EVALUATION

We evaluate TYR to show that it is near-optimal in both
parallelism and locality. TYR achieves similar performance to
unordered dataflow with orders-of-magnitude less state.

A. TYR is fast

Fig. 12 shows the execution time for every app on each sys-
tem. By gmean, TYR is 68× faster vs. vN, 22.7× vs. sequential
dataflow, 21.7× vs. ordered, and 0.77× vs. unordered.

Fig. 13 explains the speedup by showing the distribution
of IPC, plotted as a cumulative distribution function (CDF).
The graph shows how frequently each system achieves a given
IPC, so an ideal system would be an “⌟” shape. Unordered
dataflow is nearly ideal, almost always saturating the machine’s
issue width, whereas sequential and ordered dataflow perform
poorly, rarely executing more than ten instructions per cycle.
vN is the worst, always executing one instruction per cycle.
TYR’s bounded tags slightly reduce IPC vs. unordered, but it
still vastly outperforms vN, sequential dataflow, and ordered
dataflow.

B. TYR reduces live state

Fig. 14 plots the number of live tokens during program
execution on each system. Each bar shows both the maximum
(unhatched) and mean (hatched) the y-axis in log scale. TYR
reduces peak state by 572.8× vs. unordered dataflow on
average, reducing peak tokens from over 15 M to just over
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Figure 13: Cumulative distribution function (CDF) of the measured IPC of each system across all apps. TYR achieves high IPC, sometimes
identical to unordered dataflow (e.g. spmspv and spmspm), but with much less state (Fig. 14). The other architectures run at much lower IPC.

dmv dmm dconv smv spmspv spmspm tc
100

102

104

106

108

P
ea

k
S

ta
te

an
d

M
ea

n
S

ta
te

(l
og

)

Figure 14: State during program execution, measured as number
of live tokens (log scale). Each bar height shows the peak and the
hatched region shows the average. TYR achieves peak state orders-
of-magnitude lower than unordered dataflow while maintaining high
performance (Fig. 12).

2 K on dconv. TYR increases state vs. vN, sequential dataflow,
and ordered dataflow (by 98.4×, 136× and 23×), but this
is tunable in TYR (see below) and all are well within the
constraints of a hardware implementation.

Comparing maximum and mean state, TYR is much closer
to its peak on average, indicating that TYR is more consistently
busy and achieves better resource utilization.

Fig. 2 (on page 1) shows a trace of state over time
while executing spmspm. Unordered dataflow increases state
exponentially as it greedily expands work and then slowly
drains it at as the machine instruction width permits. By
contrast, TYR’s state quickly reaches its peak as local tag
spaces are emptied and tag allocation is intentionally stalled,
and TYR finishes in nearly the same execution time. Sequential
and ordered dataflow also quickly reach their peak state, but
thereafter are bottlenecked by a lack of parallelism and so their
performance suffers.

C. TYR is scalable

Fig. 15 compares systems’ performance and live state on
spmspm while varying issue width. As expected, unordered
dataflow and TYR see reduced performance benefits on
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Figure 15: Execution time (top) and state (bottom) for TYR running
dmv on a 512×512 inputs across issue widths from 16 to 512. TYR
reduces execution time as issue width increases while maintaining
consistent peak state.

narrow issue-width machines. Unordered dataflow achieves
15× speedup vs. sequential dataflow, and TYR achieves 10×.
Unordered dataflow and TYR’s performance improves steadily
as issue width increases, but sequential and ordered dataflow see
negligible gains due to their limited parallelism. The number
of live tokens is fairly insensitive to issue width.

D. TYR’s parallelism can be tuned to match system resources

Fig. 16 plots a trace of live tokens over time on spmspm
in TYR as tag width varies from 2 to 512 tags per concurrent
block. (Other applications show similar results.) TYR completes
successfully, even with only two tags per concurrent block.
Increasing the number of tags allows TYR to expand parallelism
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aggressively and therefore achieve better performance, reducing
the width of the trace. With issue width of 128, performance
peaks at around t = 64 tags per block. On the same program,
unordered dataflow would require multiple orders-of-magnitude
more tags to complete without deadlocking.

t = 512
t = 256
t = 128
t = 64
t = 32

t = 16
t = 8

t = 4 t = 2

Figure 16: State vs. execution time for TYR across tag widths (t)
from 2 to 512 on spmspm. TYR correctly executes even with 2 tags.
Execution time improves until t = 64, showing that TYR can achieve
high parallelism with few tags.

The number of tags required to extract maximum perfor-
mance varies with issue width. Fig. 17a shows spmspv on a
128×128 matrix, measuring IPC as both issue width and tags
per concurrent block are varied. Performance is bottlenecked
when either issue width or tag spaces are too small. Fig. 17b
shows the corresponding peak state, which increases as more
tags are added. For a given issue width, performance increases
with tags until the number of tags is half the issue width.
Fig. 17c plots IPC and peak state with tags fixed at half issue
width. At an issue width of 128, parallelism is saturated, and
both performance and peak state stop increasing. Interestingly,
once issue width is plentiful, peak state actually drops slightly
because tokens no longer stall.

E. TYR can tune parallelism across program regions

Thus far, we have assumed that all concurrent blocks should
have equal-size local tag spaces, but this is not a requirement
in TYR. Compilers or runtime systems could scale the tag
space in each block to trade off parallelism and state. In some
cases, reducing the number of tags can lower peak state without
adversely affecting performance.

Fig. 18 plots a trace of live tokens over time on dmm
for a baseline with 64 tags per concurrent block, and an
optimized version with only 8 tags in the outermost loop.
Because there is so much inner-loop parallelism available,
few outer-loop iterations are needed to saturate the machine.
Reducing the unnecessary outer-loop iterations reduces state by
28.5% without negatively affecting parallelism or performance.

VIII. DISCUSSION

A. Roads not traveled

Prior work has recognized the parallelism explosion problem
and proposed techniques to mitigate it. Generally, prior dataflow
architectures observe that parallelism explosion makes tagging
unscalable and expensive, and they try to mitigate this cost by

2 4 8 16 32 64 128256

Tag Count

1024

512

256

128

64

32

16

8

4

2

1

Is
su

e
W

id
th

10

20

30

40

50

60

P
er

fo
rm

an
ce

(I
P

C
)

(a) TYR requires both sufficient
issue width and tags to achieve
peak performance.
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(b) TYR’s peak state increases with
more tags but not with issue width.
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(c) Performance vs. peak state
when scaling tag count with issue
width.

Figure 17: IPC and live state
in TYR on spmspv. High IPC
requires many tags, which in-
creases peak state. Sensible
systems will scale issue width
and tag count together, as
shown by the gray line in (a)
and (b). In that regime, perfor-
mance and peak state scale pro-
portionally until all available
parallelism is exploited.
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Figure 18: State vs. execution time for TYR with and without limiting
the number of tags for the outermost loop in dmm. TYR enables
the system to selectively scale parallelism across program regions.
Reducing tags in the outermost loop from 64 to 8 reduces peak state
by 28.5% with minimal performance impact.

reducing or simplifying tag management. Before arriving at
TYR, we first tried building on these existing techniques, but we
concluded that they left the root problem unresolved. Ultimately,
tagging is expensive because there are too many tags. We thus
realized that a true solution to parallelism explosion must cut
the problem off at the source, i.e., by preventing unbounded
parallelism from being generated in the first place.

The MIT Tagged Token Dataflow Architecture (TTDA). As
discussed in Sec. II, TTDA introduces a k-bounding technique
for affine loops that allocates a contiguous block of tags to the
loop, instead of a tag per loop iteration. Within the loop tags
are allocated simply by incrementing, and only k iterations
can be live at a time. Culler’s PhD dissertation [16] extended
this approach to nested loops, reserving k1 tags for innermost
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loops, k2 tags for the next loop, etc., and analyzed the impact
on state for different {ki}s.

k-bounding both bounds parallelism and simplifies tagging,
and it is a highly effective solution to parallelism explosion —
but only for nested affine loops. Naïvely applying the technique
to other program constructs leads to deadlock.

In a sense, TYR generalizes k-bounding. However, we
initially attempted this by generalizing k-bounding’s block-
allocation, not its parallelism bounds. Our “TTDA+” scheme
supports functions and arbitrary loops by, e.g., allowing callers
to donate a partially used block to a callee. Instructions only
need to allocate a new tag once the entire block is exhausted.
TTDA+ amortizes tag management and thereby improves
scalability, but we eventually realized it is a bandaid. It is
far more important to reduce the number of tags by bounding
parallelism.

Monsoon. Monsoon introduces the explicit token store, where
space is allocated in units of activation frames that store tokens
for entire function bodies. Tags identify the activation frame
and include a frame offset that is determined statically for each
instruction, similar to conventional registers. When a function
executes, most instructions can just use the frame offset and
require no associative tag match.

Like Monsoon, TYR breaks programs into logical regions
and manages tags per region. (TYR’s concurrent blocks are
analogous to Monsoon’s activation frames.) However, whereas
TYR leverages this structure to safely bound parallelism,
Monsoon uses it to amortize tag management. In that sense,
Monsoon is more similar to TTDA+ than Tyr.

Monsoon and TYR are complementary. We envision that an
efficient microarchitecture for TYR would implement an explicit
token store for concurrent blocks to amortize tag management,
like Monsoon (see below).

WaveScalar. WaveScalar simplifies all tag management to
increments (i.e., the WaveAdvance instruction) and, by lim-
iting execution to a hyperblock in the vN order, also limits
parallelism. WaveScalar thus seems like a promising solution
to parallelism explosion.

However, WaveScalar must keep tags up-to-date for all live
values, requiring an absurdly large number of WaveAdvances.7

Follow-on work proposed far-hoisting to “fast-forward” values
at the end of a loop [61]. But, like TTDA’s k-bounding, far-
hoisting is limited to simple loops.

We investigated a “WaveScalar+” architecture that general-
ized far-hoisting to nested loops and function calls. WaveScalar+
represents the wave number as an input to each code block and
provides simple, composable rules for how to update the wave
number across program constructs. We developed compilation
passes akin to constant-folding that could completely eliminate
WaveAdvances in many cases, e.g., on loops with known
trip counts. By removing the WaveAdvance dependencies,

7As originally proposed, WaveScalar cross-compiles from a vN ISA, where
register spilling limits the number of live values. As a general compilation
target, WaveAdvance overhead is prohibitive.

WaveScalar+ can also significantly improve parallelism, i.e.,
by executing multiple hyperblocks at once.

However, we ultimately moved away from sequential
dataflow architectures like WaveScalar. These architectures
neither strictly bound live state nor exploit all available
parallelism, as they are limited to the vN block-order. Moreover,
although WaveScalar+ reduced WaveAdvances substantially,
their overhead remained significant.

Functional languages ⇎ parallelism explosion. TTDA and
Monsoon were designed for functional dataflow languages like
Id [51]. The conventional wisdom was that functional languages
were uniquely prone to parallelism explosion and deadlock.
Unlike imperative languages, their declarative nature allowed
unintuitive iterative structures like:

def fib(N):
for i in 1 ... N:

if i > N-1:
x[i] = 1

else:
x[i] = x[i+1] + x[i+2]

where, in order to make forward progress, the last iteration of
the loop must execute first.8 Hence, by bounding parallelism
to k < N iterations, the program deadlocks [52].

This paper demonstrates that parallelism explosion and
deadlock are, in fact, independent of language choice. First,
we have shown that parallelism explosion can lead to deadlock
even in an imperative program (Fig. 11). TYR provably avoids
these deadlocks.

Second, we observe that these “backwards executions” are
not, in fact, unique to functional languages. They naturally
arise in imperative languages through recursion:

def fib(N):
if N <= 2:

return 1
else:

return fib(N-1) + fib(N-2)

Here, the stack depth corresponds to k, precluding correct
execution if k < N. One can code in a pure functional style
within an imperative language like C, even emulating “pure
dataflow” constructs like write-once memory (Id’s I-structures).
For such programs, the challenge is to support recursion with
high parallelism, but without exploding token storage.

B. The path ahead

Parallel general recursion in TYR. Theorem 1 begins by
transforming general recursion into tail recursion with an
explicitly managed stack. This transformation is necessary
because general recursion is inherently unbounded, requiring
memory somewhere (i.e., the stack) for parent contexts in any
implementation. With general recursion, our goal is not to
bound state to some finite value, but to limit its growth (e.g., to
call-tree depth, like vN), which a stack-based implementation
does. Unfortunately, a stack-based implementation precludes
parallelism between sibling calls because they share the
same stack frame. Ideally, an implementation would enable
parallelism across sibling calls while still bounding live state.

To improve parallelism, one could allocate a tree of activation
frames [52,58], but, done naïvely, this reintroduces parallelism

8In Id, the loads to x[i+1] and x[i+2] stall until a value is written.
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explosion. In future work, we will investigate a solution
inspired by work stealing [7,8,27,57] that expands parallelism
when resources are idle, but prioritizes ongoing work to
avoid parallelism explosion, limiting live state to O(T )× the
serialized execution peak state, where T is the number of tags.

Critically, by building on TYR, the amount of token state
required remains strictly bounded, whether using a stack or tree
of activation frames. The state in memory (i.e., for the stack or
activation frames) may grow without bound, if required by the
program, but the number of live tokens still follows Theorem 2.

An efficient microarchitecture for TYR. This paper has ex-
plored the architectural tradeoffs between parallelism and state,
but leaves a detailed implementation to future work. Fortunately,
TYR creates many opportunities to simplify tagged dataflow
and improve its scalability.

Most importantly, TYR strictly limits the number of tags per
concurrent block. TYR enables practical and efficient hardware
to perform tagged dataflow execution, similar to an issue
queue in an out-of-order superscalar. Moreover, execution
is distributed across many concurrent blocks, enabling a
clustered implementation with much smaller issue queues than
a monolithic superscalar.

TYR’s local tag spaces localize tag management to a small
number of instructions, enabling distributed, scalable tag
management in hardware. Given the large size of real programs,
techniques must be developed to spill local tag spaces to and
from memory, caching those used most frequently.

Finally, it is important to emphasize that TYR is an
architecture, not a microarchitecture. Like other architectures,
TYR’s semantics admit many possible implementations. For
example, we have described TYR as performing a tag match for
every instruction, but TYR’s concurrent blocks have no internal
tag changes. TYR thus admits a hierarchical implementation
where entire blocks are scheduled at once, like TRIPS [66], or
where tags are matched only at the concurrent-block boundary,
like Monsoon [58]. TYR also encodes all orderings as explicit
dependencies in the DFG, but an implementation is free to
speculate around dependencies (e.g., memory orderings or
steers) to increase parallelism [23, 73]. We intend to explore
this large design space in future work.

IX. CONCLUSION

We have presented TYR, a dataflow architecture that
is deadlock-free, general-purpose, highly parallel, and has
bounded state. TYR exploits program structure to distribute
tag allocation across local tag spaces, and introduces new
tag-management instructions that guarantee forward progress.
TYR compiles programs from unmodified C code, and our
evaluation shows it nearly matches the performance of the
best prior architecture with orders-of-magnitude less state. We
have proven that TYR is deadlock-free and has bounded state.
By defusing parallelism explosion, TYR unblocks the path for
dataflow architectures in high-performance applications.
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