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Abstract

In E-learning systems, where both helpers (tutors) and
learners are separated geographically, finding a reliable
helper is one of the most important challenges. Al-
though helpers could have a lot of useful information
about courses to be taught, many learners fail to un-
derstand their presentations. A major part of this paper
deals with the following challenges: do helpers have in-
formation that the learners need? Will helpers present
information so that learners can understand? And can
we guarantee that these helpers will collaborate effec-
tively with learners? A new technique is filtering ac-
cording to helpers’ credibilities. We define ”credibil-
ity” as the dependability degree of the learners on the
information presented by helpers during a learning ses-
sion. We propose a guide agent, based on the pyramid
model, which can group helpers. This makes it possible
to recommend reliable ones. Furthermore, we devel-
oped a new statistical metric called Precision Probabil-
ity Value. We have used this metric to measure statisti-
cal accuracies rather than the mean absolute error.

Introduction
Confidence Intelligent Tutoring System (CITS) (Razek,
Frasson, & Kaltenbach 2002) is an E-learning system for
computer supported intelligent distance learning environ-
ment. To elucidate the scenario supported by the CITS, sup-
pose that learner A needs to discuss a specific concept, say
”queue,” in a course on data structure. To achieve this, the
CITS tries to find a second learner, B, with similar interests
but more knowledge. Suppose also that A prefers to begin
with a written concept, lots of explanation, and does not like
drawing. B, on the other hand, prefers to begin with drawn
figures, lots of examples, and does not like written concepts.
The problem comes when B explains something to A. He or
she discusses it from his or her own point of view, which is
less dependent on written concepts. Consequently, A will
find it hard to understand. In this situation, the CITS, based
on a machine learning technique, would predict their learn-
ing styles and thus adapt the presentation to suit both A and
B.

To implement these solutions, we need an autonomous
recommender agent. It must observe conversation, rate the
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inputs from learners, and calculate the credibility of each
learner. In that case, it could identify a reliable learner to
interact with Diaa. We describe a Guide Agent (GUA), one
that observes discussions during a collaborative learning ses-
sion and rate the inputs from learners. We represent inter-
actions among a community of online learners as a social
network problem. Based on the solution of this problem, the
GUA can group learners according to their credibilities and
thus recommend a reliable helper. The GUA has been fully
implemented and integrated into the CITS.

The GUA tries to overcome the following challenges:
Does the helper B have information that A needs? Will he
or she present information as A can understand? And can
we guarantee that he or she will collaborate effectively with
A? We propose a new Filtering framework called a Pyramid
Collaborative Filtering Model (PCFM) to gradually dimin-
ish the number of helpers to just one. The proposed pyramid
has four levels. Moving from a level to another de-pends
on three filtering techniques: domain model filtering; user
model filtering; and credibility model filtering.

To answer the first question, we represent domain knowl-
edge as a hierarchy of concepts. Each concept consists of
some dominant meanings, and each of those is linked with
some chunks to define it. Moreover, this concept is associ-
ated with learners who have visited it. Knowing the concept
of the learner A, we can get a list of helpers.

To answer the second question, we create a new filtering
method. Based on helpers’ common learning styles, domi-
nant meanings, and behaviours, this method can divide the
list of helpers into subgroups. Each group includes people
who might have behaviours and learning styles like that of
A. As a result, we can identify the subgroup to which A
belongs, and they can present information in a way that A
understands.

To answer the third question, we filter this subgroup, in
turn, to recommend the best collaborator for A. There are
two well-known methods of doing this: Collaborative Fil-
tering (CF) and Content-Based (CB) systems. CF systems
build user profiles of user ratings of available concepts(Paz-
zani 1999). They would use similarities among users’ pro-
files to figure out which one is similar to A’s. It recommends
this user to A. CB systems would compare the concept con-
tent of A with those of other users to find who has the most
similar one and then recommends him or her to A.



These methods rely on ratings from users, however, and
do not consider their credibilities. As a result, when unre-
liable users recommend bad concepts; therefore, it pushes
the system to recommend incorrect items. The greater the
credibility and knowledge of helpers, the more successful
the collaborative learning will be. We define ”credibility” as
the dependability degree of the learners on the information
presented by helpers during a learning session. It would be
changed according to the helper’s level of knowledge, learn-
ing styles, and goals. Our goal is to find an efficient way
of calculating credibility. For that, we represent the inter-
actions among a community of online learners as a social
network problem.

The rest of this paper is organized as follows. Section
2 gives a brief introduction to previous work. Section 3
briefly describes the characteristics of the guide agent. Sec-
tion 4 discusses the role of the classifying learners. Section
5 presents the results of experiments conducted to test our
methods. And section 6 concludes the paper.

Related Work
A great deal of work has been done on building systems that
use filtering to recommend an item or a person. Two ap-
proaches are particular important in this context: collabora-
tive filtering and matchmaking systems.

Two approaches to collaborative filtering systems, in turn,
are prevalent: Collaborative Filtering (CF) and Content-
Based (CB) methods. CF systems build user profiles of
user ratings of available concepts. They use the similar-
ities among user profiles to figure out which one is most
similar to that of the requester. Using positive training ex-
amples, Pazzani (Pazzani 1999) represented user profile as
a vector of weighted words. For predicting, he applied CF
to the user-ratings matrix. In Fab (Balabanovic & Shoham
1997), the relevance feedback of user is used to classify a
personal filter. Moreover, another filter is related to this
topic. Each document is classified by the topic filter. It is
sent to a personal filter of a user ; therefore, it classifies it
related to the user relevance feedback. In another approach,
Cotter et al. (Cotter & Smyth 2000), CB and CF approaches
are allowed to create distinct recommendations and there-
fore to merge their prediction directly. Horting (Aggarwalet
al. 1999) is an alternative, graph-based technique in which
nodes are users; edges between nodes indicate the degree of
similarity between two users. Predictions are produced by
walking the graph to nearby nodes and combining the opin-
ions of the nearby users. Our method differs from these by
using the credibilities of users rather than the ratings from
users.

Match (Paolucci, Niu, & K 2000) is a matchmaking sys-
tem that allows users to find agents for needed services. It
can store various types of advertisement coming from vari-
ous applications. Sycara et al. (Paolucci, Niu, & K 2000)
proposed an agent capability description language, called
Language for advertisement and Request for Knowledge
Sharing (LARKS), which allows for advertising, requesting,
and matching agent capabilities. LARKS produces three
types of match: exact match (most accurate), plug-in match

(less accurate but more useful), and relaxed match (least ac-
curate). The matchmaking process of LARKS has a good
trade-off between performance and quality.

In LARKS, comparisons apply on words in the context
slot of considered specifications. In contrast, the comparison
in our approach depends on the dominant meaning words by
which the filter can recognize that there is a semantic dis-
tance between the word in a pair (computer, notebook), and
that there is no closer distance between the words in a pair
(computer, book). For effective filtering, we have created
a new classification method called a Pyramid Collaborative
Filtering Model (PCFM). It depends on three classification
techniques: domain filtering; user model filtering; and cred-
ibility filtering. The next subsection sheds light on the CITS
system and its functions.

Guide Agent Framework
To elucidate the scenario supported by the CITS, we need to
specify a reliable helper who can meet Diaa’s needs. In fact,
we must find a way answer the following question: What
type of knowledge is useful in calculating credibility? A
diagrammatic summary of the guide agent is shown in Fig-
ure 1. The framework of GUA has three components:

• Communication between user profiles and learning styles
to save any changes in the learner behavior.

• Calculation credibility value.

• Interaction with CITS user interface to post recommended
helpers.

We turn now to learner classification roles and how we can
represent social activates in a community of online learners.

Figure 1: Guide Agent Framework

Classifying Learners
Learners’ collaboration is the key to learners’ classifica-
tion. To represent the collaboration problem, suppose that
group of on-line learnersΠ participates in the CITS. This
group containsN learnersΠ = {Li}N

i=1. It is often hard
to recognize who knows whom, who prefers to collaborate
with whom, how learners collaborate, and how they come
to know each other. This work suggests three questions.



We claim that answering them can overcome the difficul-
ties of collaboration. These questions are so follows: Does
the helper have the information that a learner needs? Will he
or she present information that the learner can understand?
And can we guarantee that this helper will collaborate effec-
tively with the learner?

We propose a four layers classification as shown in Fig-
ure 2. Moving from one layer to another depends in turn, on
three classification techniques:
• domain model Filtering,

• user model Filtering,and

• credibility Filtering
The next section illustrates how to do that.

Figure 2: Pyramid Collaborative Filtering Model

Domain Model Classification
In this section, we show how the GUD finds a helper who
has information that the learner needs. We use a hierarchical
classification technique in order to classify learners accord-
ing to their domain knowledge.

Figure 3 shows a course of Data Structure associated
with learners. The hierarchy has three top-level cate-
gories (”List”, ”Stack”, and ”Queue”) and from four to
five subcategories within each (”List/Head”, ”List/Length”,
”List/Array-Based”, ”List/Linked”, ”Stack/Array-Based”,
”Stack/Linked”, and so on). In our hierarchical model,
the word ”List” would be very discriminating at the first
level. At the third level, more specialized dominant mean-
ings could be used as features within the second ”List” cat-
egory. The same features could be used by more than one
category, such as ”Array-Based” might be a useful feature
(dominant meaning) for the categories ”List/Array-Based”,
”Stack/Array-Based” and ”Queue/Array-Based”, however,
each feature might have one or more definitions. These def-
initions are associated with the features by a link to a docu-
ment in the knowledge base.

Figure 3: Hierarchical Domain Classification

For an effective classification of the helper’s knowledge
level, we associate each of them with their visited concepts.
If any user studies a concept, to be more precise, he or she
will be linked with it. Moreover, the dominant meanings of
that concept will be associated with his or her user profile.
As a result, whenever the guide agent knows the concept that
a learner needs, it can predict a list of users. The prediction
depends on similarity to the active learner. This similarity is
calculated according to the common dominant meaning ap-
pearing in user profile. Using this similarity, we implement
a domain classification algorithm to group the helpers.

Dominant Meaning Filtering We use the dominant
meaning space between a concept and a user profile to mea-
sure the closeness between them. At the moment, the prob-
lem is to evaluate users that their profiles have the highest
degree of similarity to conceptCh. Here is how we can eval-
uate the dominant meaning similarityS(Lv, Ch) between
userLv and conceptCh:

S(Lv, Ch) =
1
s

s∑
i=1

1
m

[ m∑
j=1

Θ(wi, vj)
]

(1)

where

Θ(wi, vj) =
{

1 if wi = vj

0 if wi 6= vj

whereCh is a concept that learnerLv is trying to under-
stand. Also,{w1, ..., wm} is the set of the concept’s dom-
inant meanings, and that the dominant meaning set of the
Lv ’s user profile is{v1, ..., vs}.

User Model Filtering In e-learning, where both helpers
and learners are separated geographically, user modeling is
one of the most important challenges. Through a learning
session, the discussion is derived according to the helper’s
own point of view, which depends on his or her learning
styles and behaviors. As a result, the learner will find it hard
to understand. To avoid this situation, we classify helpers in
according to their learning styles and behaviors. We must
know the learner’s style, his or her behavior, and the course
contents to establish learning level, propose, or capability.
The next section shows how we can do that. The purpose of
this section is to group helpers according to user modeling.
The algorithm we use can be summed up as follows:



• Calculate the similarity between users’ learning styles
LSu,v.

• Compute the similarity between user behaviorsBk
u,v.

• Compute the User Modeling Degree (UMD) between
two usersu, v with respect to the conceptCkas follows:

UMD(u, v) = (λLSu,v + (1− λ)Bk
u,v), (2)

whereUMD(u, v), LSu,v, andBu,v represents the similar-
ity degree between the user’s modeling, learning style, and
behavior respectively. To simple the experimental results,
we chooseλ = 1/2. the calculation of these degrees are
showed in details at (Razek, Frasson, & Kaltenbach 2004).

Credibility Model Filtering If we observe communica-
tion among learners, we can represent the problem of how
to calculate the credibility of each learner as a collaboration
network problem. Using this representation, we can repre-
sent the credibility problem as a matrix (Razek, Frasson, &
Kaltenbach 2004):

CM =

 L11 L12 . . .
L21 L22 . . .

...
... LNN

 (3)

where, linkLij gives the collaboration space from learner
Li to learnerLj , andLii represents the learner’s level of
knowledge. In other words, it represents the amount of in-
formation that learnerLi has. Therefore, we can use col-
laboration valueLij as the number of questions, answers,
and other forms of help that learnerLi has offered to learner
Lj plus the number of questions that learnerLi has received
from learnerLj . Using this matrix, we can calculate the
credibility of learnerLi as follows:

Ωv = Lvv +
N∑

f=1,f 6=v

Lvf −
N∑

f=1,f 6=v

Lfv (4)

In the next section, we present our experiments and re-
sults.

Experiments and results
In this section, we illustrate the data set, metric, and method-
ology for evaluating variants of our pyramid filtering algo-
rithms.

Data Set
We use IFETS Discussion List1 to collect a set of mes-
sages in order to evaluate the performance of our algorithm.
The IFETS discussion is provided by International Forum
of Educational Technology& Society, which is a subgroup
of IEEE Learning Technology Task Force2. There are two
kinds of discussion in the IFETS: formal and informal ones.
Formal discussions are topic-based and occur for one to two
weeks. There are moderators who conclude and summarize

1http://ifets.ieee.org/discussions/discuss.html
2http://lttf.ieee.org/

Table 1: Collection used for experiment

Collection Description

Number of messages 502
Number of users 95
Number of topic (concepts) 5
Average messages per week 15

most of the individual estimations about the suggested topic;
their summaries become visible in the forum’s electronic
journal3. Informal discussions happen daily. Any partici-
pant can submit new topics or questions to the forum. Each
day, users discuss several topics related to educational tech-
nology. We accumulated a collection of messages from 27
Feb 2002 to 31 July 2003 and considered users who had sub-
mitted 2 or more messages. Table 1 presents the collection
features and indicates the number of messages, the number
of users, the number of topics discussed, and the average
number of messages per week. We used80% of the collec-
tion as a training set and20% as a test set. All messages
have already been classified manually into 5 concepts.

Evaluation Methodology
To evaluate the accuracy of a prediction algorithm, re-
searchers used two main approaches: statistical accuracy
metric and decision support metric (Herlockeret al. 1999).
Furthermore, we suggested a new statistical metric called
Precision Probability Value. To measure statistical accuracy,
we used the mean absolute error (MAE) metric-defined as
the average absolute difference between predicted and actual
provide list. We used MAE and PPV to account prediction
experiments, because they seem to be a simplest measure of
overall error.

Mean Absolute Error We used Mean Absolute Error
(MAE), a statistical accuracy metric, for evaluating the ac-
curacy of our filtering algorithm. This metric assesses the
accuracy of a prediction by comparing predicted users with
actual provided users. In our experiments, we computed the
MAE on the test set for each concept and then averaged the
results over the set of test users. Suppose that the total num-
ber of users who have participated in experiments isN , and
the predicted and actual provided users list are{Li}Ns

i=1 and

{Lj}
Np

j=1 respectively. The MAE function for the concept
Ch is given by:

MAE(Ck) =
‖Np −Nc‖

N
(5)

where

Nc =
Ns∑
i=1

[ Np∑
j=1

Θ(Li, Lj)
]

, and

3http://ifets.ieee.org/periodical/



Θ(Li, Lj) =
{

1 if wi = vj

0 if wi 6= vj

Precision Probability Value Precision Probability Value
(PPV) evaluates the accuracy of a system by finding the nu-
merical scores of the corrected users predicted compared to
the actual provided users. Moreover, it takes into consider-
ation the entire number of the filtering list, which contains
correct and incorrect usersNs. The PPV is computed for
each conceptCh .

PPV (Ck) =
Nc

Ns
× Nc

Np
(6)

whereNc represents correct predicted list, andNp repre-
sents the actual provided list.

Experimental Procedure The experiments were con-
ducted in two stages: training and test. For the former, we
built a hierarchical domain classification of80% of the col-
lection, using the method proposed in (Razek, Frasson, &
Kaltenbach 2003).

Training Stage In the training stage, our hierarchy con-
sisted of 5 concepts: the future of learning; theory of learn-
ing; teaching strategies; e-learning; and capturing knowl-
edge. For the comparative experiments, we constructed
the dominant meanings of these concepts. We associated
users with each concept that they used in its discussion. In
the same sense, we applied the same technique at (Razek,
Frasson, & Kaltenbach 2003)on the collection to find the
threshold of dominant filtering (µ) and credibility filtering
(ν)respectively. The algorithm is summed up as follows:
Training Stage Algorithm :

• Build concepts of the hierarchical domain classification.

• Build dominant meanings vectors of these concepts.

• Compute dominant meanings vectors for each user.

• Associate each user with the corresponding concept.

– Calculateµ andν as needed.

Test Stage
The test stage was to conduct three tests. We implemented

three methods as mentioned before, and tested them on our
data sets. For each similarity algorithm, we implemented
the algorithm to generate the prediction. The first test was
applied on the bases of the pyramid model. Our purpose
was to clarify the effectiveness of using a dominant meaning
rather than keywords in predicting a group of users who have
in common some specific concepts.

We could not apply the second level filtering on the IFETS
list, because we could not find a way to evaluate learning
styles and behaviors. Consequently, we tested only the im-
provement of applying credibility filtering on the predicted
list coming from the previous test.

Experimental Results
In this section, we discuss a series of experimental results
conducted on the first and third levels of the pyramid filter-
ing model. As mentioned above, we ran these experiments

Figure 4: Experiments Results

Figure 5: MAE for First level vs. Credibility Filtering

on our training data and used a test set to compute Mean Ab-
solute Error (MAE) and Precision Probability Value (PPV).
Figure 4 shows the results. It indicates for each concept the
number of users on the actual provided list (i.e. those who
actually participated on the concept discussion); the entire
predicted list, using dominant meaning approach (including
correct and incorrect users); the correct predicted list, using
dominant meaning approach (including correct users only);
and so on.

The average percentage of correct users predicted by both
experiments is directly proportional to the number of the
users who participated. The following subsections try to
clarify and analyze our conclusions.

In the next subsection, we present another experiment for
validating the third level performance of our pyramid model.

The Effectiveness of the Credibility Filtering To the best
of our knowledge, none of the currently used filtering algo-
rithms takes into consideration the credibility of users. They
are based only on the rating capabilities of users. Based on
user credibility, we conducted an experiment to illustrate its
effectiveness on prediction task. The plot of the MAE and
PPV of the first filtering and the credibility of the filtering
algorithm are depicted in Figure 5 and Figure 6 respectively.

The figures show that our credibility method yields
more performance improvement according to both mea-



Figure 6: PPV for First level vs. Credibility Filtering

sures: MAE and PPV. The level of improvement changes
at two measures. This changing depends on the number of
users. According to the MAE, the error increases directly
with respect to the number of users.

Although, the MAE gives a clear explanation, it fails to
explain why the average percentage of correct users pre-
dicted by both experiments is directly proportional to the
number of users who participated. On the other hand, preci-
sion is directly proportional to the number of users.

Conclusions

In this paper, we present the methodology and functionali-
ties of the guide agent. based on the pyramid collaborative
filtering model, it can gather helpers and recommend reli-
able helpers.

Furthermore, we developed a new statistical metric called
Precision Probability Value. We have used this metric to
measure statistical accuracies rather than the mean absolute
error. The experimental results testify to the significant po-
tential of our approach. These results show that filtering us-
ing dominant meaning and credibility significantly outper-
forms current filtering algorithms.

Even though the pyramid collaborative filtering model
performs consistently better than others, the difference in
performance is not very large. The performance of our sys-
tem can be raised, however, by using the methods described
above. We need more experiments that compare ways of
combining learning styles and user behaviors, which are de-
scribed above.
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