Proceedings of the Thirteenth International Conference on Principles of Knowledge Representation and Reasoning

Paraconsistent Hybrid Theories*

Michael Fink
Institut fiir Informationssysteme
Technische Universitat Wien, Austria
fink @kr.tuwien.ac.at

Abstract

We consider the problem of reasoning from inconsistent hy-
brid theories, i.e., combinations of a structural part given by
a classical first order theory (e.g., an ontology) and a rules
part as a set of declarative logic program rules (under answer-
set semantics). Paraconsistent reasoning is achieved by defin-
ing an appropriate semantics, so-called paraconsistent semi-
equilibrium model semantics for such hybrid theories. Ap-
propriateness of the semantics is established with respect to
desirable properties attesting design objectives, such us to
generalize the underlying semantics in case of consistency,
as well as to generalize existing paraconsistent semantics for
the individual parts. A complexity analysis of corresponding
reasoning tasks complements these results.

Introduction

Paraconsistent Reasoning is an important means to tol-
erate inconsistencies in knowledge representation (see
e.g., Hunter 1998; Bertossi, Hunter, and Schaub 2005;
Arieli, Avron, and Zamansky 2011a). In providing non-
trivial semantics to contradictory pieces of knowledge, it
not only allows to analyze reasons for inconsistency: rea-
soning systems also stay operable in case of contradictions,
in the sense that they still can provide reasonable answers
to queries. Therefore, developing paraconsistent semantics
and studying their logical and computational properties for
prominent knowledge-representation and reasoning (KRR)
formalisms received considerable attention. Recent develop-
ments include, for instance, paraconsistent semantics for De-
scription Logics (DLs) (Ma, Hitzler, and Lin 2008; 2007), as
well as for nonmonotonic formalisms like Answer-Set Pro-
gramming (ASP) (Eiter, Fink, and Moura 2010; Odintsov
and Pearce 2005; Alcantara, Damasio, and Pereira 2004;
Sakama and Inoue 1995).

Another line of research pursued actively in KRR is the
combination of conceptual knowledge bases with rule-based
formalisms, in order to establish powerful reasoning rea-
soning systems utilizing semantic domain information (of-
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ten from the Web) beyond classifying data. In particular,
combinations of DLs with rules under declarative nonmono-
tonic semantics have been studied intensively, both under
so-called tight semantic couplings (de Bruijn et al. 2007;
Rosati 2006; Motik and Rosati 2010; Kifer 2005; Grosof
et al. 2003), as well as loose couplings (Eiter et al. 2008;
Heymans et al. 2010; Lukasiewicz 2007). Such combina-
tions have applications in various application domains, e.g.,
steel product management systems and quality control sys-
tems for automobile design are two applications addressed
within the EU FP7 project ONTORULE!.

In this paper, we focus on tight combinations under ASP
semantics, tackling the issue of developing a paraconsistent
semantics for this setting, based on its prevailing logical un-
derpinning by the so-called logic of Here-and-There (see,
e.g., Pearce and Valverde 2008). In general, combining dif-
ferent pieces of knowledge is more prune to cause contra-
diction than inconsistency occurring in the individual repre-
sentations. For instance, consider the following example.

Example 1 Consider a hybrid theory (T, P) consisting of
a structural part T representing information about cars and
persons designing and engineering them:

Va car(x) — product(x)

YV engineer(x) — person(x)
VaVy designs(x,y) — engineer(x)
person(p) car(c)

The rules part P takes into account information on car as-
sembly at a certain plant (here) of the company under con-
sideration, making use of the structural predicates:

Va (product(x) A —built(xz, here)) — ~ car(z)

VaVy (person(x) A product(y) A —assembles(x,y)) —
designs(z,y)

VaVy (engineer(x) A car(y)) — assembles(x,y)

Intuitively, the first rule expresses that all cars built by the
company are built here. This is done by applying the closed
world assumption to the information on products built here,
i.e., products not known to be built here are not a car.
Moreover, the local information for the plant includes that
persons not known to assemble a product are designers of
the product (second rule), and that engineers assemble cars

'www.ontorule-project.eu



i

(third rule). Also note the use of two types of negation: =’
for default negation and ’~’ for strong negation.

While both parts taken individually are consistent pieces
of knowledge (the rules part also if the concrete instance
data is taken into account, i.e., that c is a car, and p a per-
son), their combination is both inconsistent (wrt. ¢ being a
car or not) and incoherent (wrt. p assembling c, or not).

The above example illustrates important aspects to be
taken into account when analyzing inconsistency of hybrid
theories. First of all, there may be different reasons for in-
consistency, which is reflected in the distinction between in-
consistency and incoherence (terms otherwise mainly used
synonymously). We use ‘inconsistency’ in case a theory
does not allow for a consistent model because this would
require an atom and its strong negation to be true. E.g., this
is the case for car(c) in our example, due to the fact that cars
are products (first formula of 7"), and since the first rule of
‘P applies for c. In the presence of nonmonotonic rules, a hy-
brid theory may also lack a (consistent) model due to cyclic
dependencies through default negation. In this case, we say
that the theory (or a program) is incoherent. For instance, in
our example assembles(p, ¢) depends on —assembles(p, c)
via engineer(p) and designes(p, ¢) (cf. the second and third
rule of P, and the second formula of 7).

Since both parts in the example are consistent when con-
sidered separately, it also shows that methods of consistency
maintenance on the individual parts are of no avail. Simi-
larly, solving inconsistency and incoherence separately does
not solve the problem in many cases, due to logical depen-
dencies. Furthermore, approximative semantics—usually
geared towards efficiency in computation—intuitively treat
all atoms involved in inconsistency as undefined, making
them less attractive for inconsistency analysis.

Despite the fact that dealing with inconsistency in such
cases is an important problem for applications, the prob-
lem has been unexplored to the best of our knowledge (with
the single exception of recent work on MKNF knowledge
bases (Huang, Li, and Hitzler 2011), i.e. a tight coupling in
a different syntactic and semantic setting, however:? see the
final section for further discussion).

Our work addresses this open problem, aiming at a para-
consistent semantics for tight couplings under ASP seman-
tics. Thereby, one objective is to retain answer sets in
case of consistency. Moreover, in case of inconsistency or
incoherence, the semantics should generalize paraconsis-
tent (Alcantara, Damasio, and Pereira 2004; Sakama and In-
oue 1995) and paracoherent (Eiter, Fink, and Moura 2010)
ASP semantics on the rules part, as well as the paracon-
sistent semantics underlying (Ma, Hitzler, and Lin 2007;
2008) on the structural part.

Our respective contributions are summarized as follows:

e We consider a general setting of hybrid knowledge bases,
so-called hybrid theories, and define paraconsistent semi-
equilibrium model (pseq-) semantics on semantic struc-
tures reflecting the reasons of inconsistency (i.e., without

2 Although originally based on the stable model semantics, by
resorting to the logic of minimal knowledge and negation as failure
(MKNF) it is based on a nonmontonic modal logic.
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intermingling the concerns of paraconsistency and para-
coherence).

e We study semantic properties, and corresponding formal
results also establish our objectives: that the semantics
generalizes (1) existing paraconsistent semantics on the
individual parts in case of inconsistency, and (2) the un-
derlying ASP semantics. By retaining benign properties
of paracoherent ASP semantics, pseq-semantics is more
accurate for inconsistency analysis than potential alterna-
tives tailored to efficient query answering, such as gener-
alizing well-founded semantics.

e We report complexity results for predominant paraconsis-
tent reasoning tasks including consistency (model exis-
tence), as well as brave and cautious reasoning. The study
encompasses combined as well as data complexity, rely-
ing on usual assumptions that guarantee decidability.

In summary, our results assure that pseq-semantics is a
faithful extension and combination of recent work on para-
consistent reasoning in DLs with paracoherent and paracon-
sistent ASP. It thus provides a paraconsistent semantics for
hybrid theories with intuitive computational properties.

Preliminaries

Throughout the paper, let us consider function-free first or-
der languages £ = (C, P) over a set C' of constant sym-
bols, and a set P of predicate symbols. The notions of well-
formed L-formulas, atomic £-formulas, £-sentences and £-
theories are as usual (including the symbol ‘L’ for falsity).
We will sometimes drop the prefix £ if this is unambiguous,
i.e, when the language is clear from the context or arbitrary.

Given a non-empty set D of domain objects, by
At(D, P) we denote the set of ground atomic sentences
of L' = (D, P). Any subset of At(D, P) is called an L-
interpretation over D. We consider classical L-structures as
tuples M = ((D, o), I), where I is an L-interpretation over
D and o is an assignment, i.e., a mapping o: CUD — D
such that o(d) = d foralld € D.If D = C and 0 = id,
then M is called a Herbrand structure. Let o|c be the re-
striction of o to constants from C', then the parameter names
assumption (PNA) applies if o|¢ is surjective, i.e., there are
no unnamed individuals in D; the unique names assumption
(UNA) applies if o|¢ is injective; and if both PNA and UNA
apply, then the standard names assumption (SNA) applies,
i.e. o|c is a bijection.

Four-valued Logic. A four-valued classical L-structure
is a tuple M = ((D, o), Iy, It), where both substructures,
((D,0),I}) and ((D, o), It), are classical L-structures. In-
tuitively, these two substructures serve the purpose of de-
coupling the evaluation of truth (t) from the evaluation of
falsity (f)—hence the subscripts—paving the way for as-
signing a designated truth value (T) to contradictory formu-
las, and thus their paraconsistent treatment. More formally,
a four-valued satisfaction relation M =4 ¢, for sentences
@ over At(C' U D, P) is defined recursively as follows. Let
k € {t,f}, and consider arbitrary constants ¢; from C' U D,



respectively any predicate p from P, then

M,t ):tlitg iff O'(tl):CT(tQ);
M,f }:tlztg iff U(tl)#a'(tg);
Mk Ep(ty,... t,) iff plo(ty),...,o(t,)) € L.

This definition for ground atomic sentences is extended re-
cursively by the following, where given k and an expression
of the form x/y, x applies if £ = t, and y otherwise:

o M,t = L and M, f |= L for all L-structures M;

o M kl=~ypiff M,k |= ¢ (k =fif k =t, t otherwise);
o M,k =@ AYiff M,k |= pandlor® M, k |=;

o M k= pVyiff M,k = ¢ orfand M, k = 1;

e M.t Eyp—¢iff M, t | pimplies M, t |=

o M, f=p—=¢iff M,t|=¢and M,f =

o M,k =Vrp(z)iff M,k = ¢(d) for all/some d € D;

o M,k = Jrp(x)iff M,k |= o(d) for some/all d € D.

Note that ‘~’ denotes negation, and the inclusion of a
symbol for falsity (L), as well as an implication connective
(—) representing so-called internal implication. Truth and
other implication connectives such as material implication
and strong implication are definable (e.g., by ~ L, ~¢p V 1,
and (¢ — ¥) A (~p —~1)), respectively).

We say that M is a four-valued model of a sentence ¢,
in symbols M =4 ¢, iff M,t | ¢. The valuation of ¢
wrt. a four-valued structure M, denoted as v(M, ), assigns
one of four_. truth values true t, false f, contradictory T, or
undefined L to ¢ as follows:

e v(M,p) =tiff M,t = pand M, |~ ¢;
v(M, @) =T iff Mt £ pand M, f = ¢;
o v(M,p) = Tiff M,t = @and M, f = ¢
o (M, @) = Liff M,t [~ and M, f [~ .

Note that by the above definition of model, t and T are des-
ignated truth values.

TODO: Add intuitive explanation.

As usual, a sentence ¢ is valid if it is true in all four-
valued L-structures, denoted by =4 ¢. A sentence  is a
four-valued consequence of a set of sentences I', denoted
T |4 ¢, if every four-valued model of T' is a four-valued
model of .

Quantified Here-and-There and Equilibrium Logic. As
a logical basis for the nonmonotonic answer-set seman-
tics of logic programs and hybrid knowledge bases, we
build on Quantified Equilibrium Logic (QEL), follow-
ing Lifschitz, Pearce, and Valverde (2007), and Pearce and
Valverde (2008). QEL is the nonmonotonic extension of a
monotonic intuitionistic base logic called Quantified Logic
of Here-and-There (QHT).

Again we restrict our attention to the function-free lan-
guages introduced at the beginning of this section, including

3Recall that *and’ applies if k& = t, while "or’ applies if k = f
(reflecting the dual nature of evaluating falsity).
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a single (intuitionistic) negation denoted by ‘—’. A here-and-
there L-structure (with static domain), or QHT L-structure,
is a tuple M = ((D,0), I, I;), where again ((D, o), I})
and ((D,o0),I;) are classical L-structures, however such
that [ n C I t-

Here-and-there £-structures M are similar to four-valued
L-structures in having two parts, or components, that are
interpretations—indexed and identified with & and ¢. In the
case of the logic of here-and-there however, they correspond
to two different points or “worlds”,here’ and ‘there’, in the
sense of Kripke semantics for intuitionistic logic (van Dalen
1983), where the worlds are ordered by h < ¢. Every world
w € {h,t} verifies a set of atoms I,, over the expanded
language with domain D. The structures are termed static,
because the same domain serves both worlds.

Again, the associated semantic consequence relation is
defined recursively, taking into account the two components,
i.e., worlds, as well as the fact that whatever is verified at
the here world h remains true at the there world ¢. More pre-
cisely, let w € {h,t}, and consider arbitrary constants ¢;
from C' U D, respectively any predicate p from P, then

./\/l,w }: t1=t2 iff O'(tl) :O'(tg);
Mow Ep(ty, ... ta) iff plo(ts),...,o(ts)) € L.

The recursive extension of this definition to sentences ¢
is given by:

e M, w [~ L for all here-and-there L-structures M,

e MwE o AYiff M,w = pand M, w = 9

e MwE oVYiff M,w | por M,w =1

o M,wkE ¢ — ¢iff M,w = ¢ implies M, w’ = 9

for all w’ > w;

o M. w =Vap(x)iff M,w | ¢(d) foralld € D
and w’ > w;

e M,w | Jzp(x) iff M, w = p(d) for some d € D.

Negation = is considered an abbreviation for ¢ — 1, and
therefore omitted in the above definition. It is easily verified
(and well-known) that M, w |= = iff M, t [~ .

The QHT L-models of a sentence ¢ are those QHT L-
structures M, that satisfy ¢ at both worlds, in symbols
M f=qut ¢ iff M,w = ¢ for every w € {h,t}. A sen-
tence ¢ is a consequence of a set of sentences I', denoted
I' =quT ¢, if every QHT L-model of T is a model of ¢; it
is valid iff every QHT L-structure is a model.

The logic thus defined is called Quantified Here-and-
There Logic with static domains and decidable equality,
and has been denoted by SQHT ™ in Lifschitz, Pearce, and
Valverde (2007). We simply refer to it as QHT, though. For
a complete axiomatisation of QHT, based on the axioms and
rules of first-order intuitionistic logic (van Dalen 1983), cf.,
e.g., Lifschitz, Pearce, and Valverde (2007).

The logic of Here-and-There serves as a basis to charac-
terize stable model semantics, or answer-set semantics, of
logic programs. Such a characterization builds on a selec-
tion of QHT L£-models through an additional minimization
criterion yielding so-called equilibrium models as follows.



Definition 1 Given a L-theory T, a total QHT L-structure
M = {((D,o),T,T) is called an equilibrium model of T iff
METand M T, forall M = (D, o), H,T), such
that H C T.

Note that the above definition does not rely on any of the
domain assumptions, PNA, UNA, or SNA introduced be-
fore. It thus represents stable models, or answer-set seman-
tics in its most general form, also called generalized open
answer-set semantics, as it has been developed and studied
more recently. On the other hand, traditionally answer-set
semantics for a logic program has been defined in terms
of Herbrand models of its grounding. This semantics is ob-
tained by restricting to equilibrium models among Herbrand
structures.

Hybrid Knowledge Bases. We study hybrid knowledge
bases as defined in de Bruijn et al. (2007), where it has
also been shown that the corresponding semantic treatment
in terms of QHT equilibrium models appropriately gen-
eralizes several previous approaches (Rosati 2005b; 2006;
Heymans et al. 2008).

More formally, we consider a (single) theory over a
function-free language £, which however is composed of
two parts. In particular, a hybrid knowledge base K =
(T,P) over a language £ = (C, Pr U Pp), where Pr N
Pp = (), consists of a classical first-order theory 7 (also
called the structural part of K) and a program P (also called
rules part of KC). Thereby, the structural part is over the lan-
guage L7 = (C, Pr), whereas the program part is over the
language L. Note that thus both parts share a single set of
constants, and that the predicate names allowed in P are a
superset of the predicate names in £7. Additionally, we use
Lp = (C, Pp) to refer to the language built from predicate
names that are allowed in P only.

The intuition of considering such a composition of two
parts and a respective split of the language, is to interpret
the predicates in L7, hence the structural part, classically,
whereas the predicates in Lp are interpreted nonmonotoni-
cally. More specifically, let IC = (7, P) be a hybrid knowl-
edge base, then 7 U P U st(T) is called the stable closure
of IC, where st(T) = {Va(p(z) V —p(z)) | p € L1}
The following property of st(7) guarantees that the stable
closure behaves as intended: for all ¢ € 7T it holds that
st(T) Equat ¢ — . Thus, the structural part behaves
classically (taking into account that ¢ — ——p is valid in
QHT, the former yields excluded middle). Consequently, the
semantics of a hybrid knowledge base is given by the equi-
librium models of its stable closure. For further details we
refer to de Bruijn et al. (2007).

Definition 2 Given a hybrid knowledge base K = (T,P)
over L, a total QHT L-structure M = ((D,o),T,T) is
called an equilibrium model of IC iff it is an equilibrium
model of the stable closure of K, ie. of T UP U st(T).

Static Quantified Paraconsistent Nelson Logic

In order to deal with hybrid knowledge bases paraconsis-
tently, we have to slightly weaken the stable closure, which
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otherwise trivializes in case of contradiction, as, for in-
stance, it is the case in Example 1. Intuitively speaking,
we aim at separating the semantic treatment (and hence the
closure) of positive structural atoms from that of negative
structural atoms. For this purpose, we use a second type of
negation: in addition to default or intuitionistic negation (—),
strong negation (~) is allowed. Hence, we consider such a
syntactically enriched language, and rather than focusing on
hybrid knowledge bases a priori, we start providing the nec-
essary foundations for theories in general.

The corresponding logical basis is a paraconsistent ver-
sion of Nelson logic, i.e., with explicit strong negation, and
an additional (definable) intuitionistic negation. A respec-
tive nine-valued logic, called Ny has been defined, axiom-
atized, and semantically characterized in the propositional
case by means of so-called Routley models by Odintsov
and Pearce (2005), based on ideas developed by Routley
for constructive logics with strong negation, including para-
consistent versions. In particular, confer Routley (1974) for
one of the first paraconsistent extensions of Nelson logic (in
the propositional case), while Almukdad and Nelson (1984)
provide an early first-order treatment.

For our purpose, we require a first-order version of No
that we have developed resorting to the ideas applied for
QHT, specifically the restriction to static domains for all
worlds under consideration. This seems to be the most nat-
ural choice for an underlying logic if one aims at extend-
ing ASP semantics, given that the logic of Here-and-There,
respectively Nelson logic, correspondingly serve its logi-
cal underpinning. The resulting logic is called QNg and, for
space reasons, we refer to Fink (2012) and Fink et al. (2011)
for a more detailed account of the logic (including a sound
and complete axiomatization, as well as semantic properties
including normal forms). Subsequently, we rather present an
alternative semantic characterization of QNy equivalent to
Routley model semantics, which more suitably reflects our
intentions and objectives when used as a basis for defining a
paraconsistent semantics for hybrid theories.

Definition 3 Given language L, a nine-valued L-structure
(with static domain) is a five-tuple M= {((D,0),Ip4,
Ing, Iis, Lig), where ((D,o),L,y) are classical L-
structures, such that Ip, ;; C I, for all w € {h,t} and
ke {t,f}.

Generalizing from four-valued logic, we define for a
world w from {h, ¢} and k € {t,f}:
M,w,t ': t1:t2 iff U(tl) :U(tg);
./\/l,w,f ': tlitg iff O'(tl) %U(tg);
Mw, k=pt, ... ty) iff plo(th),...,0(tn)) € Ly k.
and recursively extend this definition (for expressions of
the form x/y, x applies if k = t, and y otherwise):
e M,w,t [~ L and M, w,f = L for all L-structures M,

o Myw,k E~oiff Myw, k=@ (k=fifk =t,and t
otherwise);

e Myw,k | o AN iff M w, k | ¢ and/or M, w, k = 9
o M,w, k E o Vuiff M w,k = ¢ orfand M, w, k = ;



o M,w,t = ¢ — ¢iff M,w' t E ¢ implies
M, w' t = forall w' > w;

e Mw,f=p—Yiff M,w,t = pand M,w,f =,

e M w,k | Vep(x) iff M,w' k | ¢(d) for all/some
d € Dandw > w;

o M,w, k= Jzp(z)iff M, w, k = ¢(d) for some/all de D.

Definition 4 Let M = <(D, 0’), Ih,t, Ih’f, It,t, It7f> be a
nine-valued L-structure, and let o be a L-sentence. Then,
M is a nine-valued £-model of o, in symbols M =qn, @
if and only-if M, w,t |= « for allw € {h,t}.

The notion of semantic consequence is extended to theo-
ries as usual; the same holds for the definition of validity.

Example 2 Consider a theory composed of T UP as in Ex-
ample 1. Then, e.g., the following are QNg-models of T UP:

My =(U,I,1;,IU{assembles(p,c)}, I1)
Mo=(U,I,15,1U {assembles(p,c)}, Ia,)
Ms=(U,I,0,1U {assembles(p,c), built(c, here)}, D).

where U is the Herbrand domain over {c,p,here},
and I={product(c), person(p), car(c), engineer(p), de-
signs(p, )}, I1 = {car(c), product(c)}, Io = {car(c)}.

Intuitively, the semantics combines the idea underlying
the logic of Here-and-There, namely to restrict to frames
composed of two worlds with a fixed reachability relation
(reflexive and there from here, but not vice versa), with the
idea of decoupling the evaluation of truth from the evalua-
tion of falsity underlying (paraconsistent) four-valued logic.
The latter is a variant of Routley’s basic idea: to use sep-
arate, so-called ‘starred’ worlds, to validate strong nega-
tion. Hence, there is a simple bijection between Routley £-
structures and nine-valued L-structures, by considering the
complements (wrt. A¢(D, P)) of Ij, ¢ and I, ¢. Given this
bijection and a semantic consequence relation for Routley
L-structures, it can be shown that both semantics capture
the same logic. Again we refer to Fink (2012) and Fink et
al. (2011) for corresponding formal results.

Therefore both, Routley models and nine-valued models,
characterize QNy. For the remainder of the paper we con-
sider it more appropriate to work with nine-valued models.
However, we remark that by their close relation, all subse-
quent results easily carry over to Routley semantics.

Properties of nine-valued models. The valuation of a
sentence ¢ wrt. a nine-valued structure M, denoted as
v(M, ), assigns one of nine truth values true t, false f, con-

tradictory T, undefined J_ believed true Kt, believed false
Kf, believed contradictory KT, believed contradictory with
coherent truth KTt, or believed contradictory with coherent
falsity KTfto  as follows:

o v(M,p) =tiff M,w,t |E ¢ and M, w,f [~ ¢;

o v(M,p)=Tiff M,w,t £~ pand M,w,f | ¢;
o v(M, ) = Tiff M,w,t = pand M, w,f |= ¢;
o v(M, @) = Liff M,w,t [~ pand M, w,f [~ ¢
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Figure 1: The bilattice NZNE.

e v(M,p) = Kt iff M, h,t £ o, M,t,t | ¢, and
M, w, £ = ¢

e v(M,p) = Kf iff M,w,t £ o, M,h,f £ ¢, and
Mt E ¢

e v(M,p) = KT iff M,ht ¥ o, Mit,t = o,
M, h, f = @, and M, t,f = ¢;

o (M, p) = KTt iff M, w,t E o, M h,f £~ ¢, and
Mt E = ¢

o v(M,p) = KTFiff M, h,t £ o, M,t,t |= o,
M,w, f = .

Note that by the above definition of model, t, T, and KTt
are designated truth values. The nine truth values form a bi-
lattice NZNE wrt. two partial orders called truth order (¢)
and knowledge order (k), as depicted in Figure 1: for illus-
tration, the nodes are given as binary strings of length four
and labeled with a corresponding truth value. This encodes,
e.g., for a ground atom a its valuation by a QNg-structure
where a is present (1) or not present (0) in I}, ¢, Iy ¢, Iy ¢,
and I, ¢, respectively.

Example 3 Given the models My, My, and M3 as in
our previous Example 2 above, the following valuations are
obtained: v(My, car(c))=v(My, product(c))=T (contra-
dictory), while v(Ma, product(c))=v(Ms, product(c))=t
and v(Ms, car(c))=t. All three models assign Kt (believed
true) to assembles(p, ¢) and make designs(p, ¢) true (t).

A nine-valued structure M = (D, o), I+, In g, It ¢, Lo £)
is called total iff I}, y = I, ¢ and Ij, ¢ = I, ¢; it is consistent
iff Iyt NIy = 0 for w € {h,t}. Intuitively, wrt. total
nine-valued models the implication connective behaves clas-
sically. Consequently, total nine-valued models of a sentence
(and thus also of theories) coincide with its four-valued mod-
els. This correspondence, for instance, is more obvious given
the definition of four-valued semantics we consider (because
it has also been used to study paraconsistency in Description
Logics) and the alternative semantic characterization of QNg
compared to Routley semantics.

and



Proposition 1 Given a L-theory T, a universe U = (D, o),
and two L-interpretations Iy, Iy over D, the following holds:
<U7 Ita If> |:4 r lﬁC<Uv I, Ifa Itv If> ':QNQ L.

We also remark, that by the above correspondence one can
introduce four-valued logic by reference to QNy and corre-
sponding structures. However, we opted to stick with a pre-
sentation that is closer to its treatment in work on paracon-
sistent semantics for Description Logics.

Moreover, total nine-valued models which also are consis-
tent characterize classical models of the underlying theory.
More specifically, the following property holds.

Proposition 2 Let o be a L-sentence, and let M = {(D, o),
Iy, It, Iy, It) be a total and consistent nine-valued L-struc-
ture, i.e., such that Iy N Iy =), then M, w,t |= ~ ¢ implies
M w, t = . The converse holds for Iy = At(D, P) \ I.

Note that (due to the totality of M) this result intuitively
relates strong negation with a classical interpretation (Iy)
of the theory (where in addition to implication—and thus
default negation—also ’~/ is interpreted classically). Con-
sequently, with such QNg models (i.e., total and consistent
ones) we can associate classical models of the theory and
vice versa, as follows.

Corollary 1 Consider a L-theory T, a universe U =
(D, o), and two L-interpretations Iy, Iy over D, such that
Iy I = 0. Then, (U, Iy, If, Iy, Ir) FEqn, I implies
(U, I) =T The converse holds for Iy = At(D, P) \ I.

Let us eventually remark that by restricting to con-
sistent—but not necessarily total—structures, one obtains
nine-valued models that correspond to models of a static
quantified version of Nelson logic (with decidable equality),
cf. QN in Pearce and Valverde (2005). The latter serves as
a logical foundation for answer-set semantics when strong
negation is explicitly present in the language. Accordingly,
we finally define equilibrium models of a £-theory in terms
of consistent nine-valued models as follows.

Given two pairs of sets, (X1,Y7) and (X3,Y2), we say
that (X7, Y7) is a subset of (X3, Y2), in symbols (X;,Y7) C
(X2,Y3),iff X1 € Xo and Y7 C Ya; it is a strict subset iff
at least one of the two inclusions is strict.

Definition 5 Given a L-theory T, a total and consistent
nine-valued L-structure M = ((D,o0), Iy, I, I+, It), ie.,
such that Iy N Iy = (), is called an equilibrium model of T' iff
METand M' T, forall M = (D, o), I{, It, Iy, Ir),
such that (I{, It) C (Iy, Ir). The set of all equilibrium mod-
els of T is denoted by EQ(T).

Paraconsistent Semi-Equilibrium Semantics

We are now ready to develop a paraconsistent semantics for
hybrid knowledge bases with QNg as its underlying logic.
The reason why QNp is particularly suited for this purpose,
will become more clear when we investigate properties of
the semantics defined. Intuitively speaking, it allows us to
extend existing approaches quite straight forwardly to the
hybrid setting, and our corresponding design objectives in
terms of desirable properties can be achieved.
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Paraconsistent Semi-Equilibrium Models

By restricting to nine-valued models that satisfy certain
minimality criteria, it is possible to generalize correspond-
ing equilibrium semantics quite directly to a paraconsis-
tent version. Since our goal is to study paraconsistent hy-
brid theories, specifically combinations of nonmonotonic
rules with classical theories, our interest is in a paraconsis-
tent and quantified version of so-called semi-equilibrium se-
mantics for logic programs (Eiter, Fink, and Moura 2010).
The latter has been developed as a paracoherent seman-
tics, i.e., to deal with incoherence due to weak negation,
for (propositional) nonmonotonic logic programs without
strong negation (hence not concerned with issues of para-
consistency, i.e., inconsistency wrt. strong negation). Gene-
realizing to first-order theories under answer-set semantics
(but still without strong negation) the main characterization
in Eiter, Fink, and Moura (2010) provides a definition of
semi-equilibrium models as follows. Suppose that I" is a £-
theory not involving ‘~’, and assume that M = (U, H, T is
a QHT L-model of I". Then, M is called a semi-equilibrium
model of T iff (a) (U, H',T) £ T, forall H' C H, and (b)
there is no QHT L-model (U, H', T") of T that satisfies (a)
and T\ H' C T\ H. The set of all semi-equilibrium models
of I' is denoted by SEQ(T").

The main intuition of this semantics is to weaken
equilibrium-model (thus answer-set) semantics, by giving
up on the equilibrium condition, allowing for a ‘gap’ be-
tween H and T, i.e. for certain atoms to be unfounded. How-
ever, atoms not in the gap still need to be founded (by Con-
dition (a)) and the gap should be globally (subset-)minimal
(cf. Condition (b)). Thus, one aims at staying as close as
possible to equilibrium semantics.

The following definition generalizes this notion to arbi-
trary first-order theories with strong negation that is dealt
with paraconsistently (generalizing so-called PAS seman-
tics (Alcantara, Damdsio, and Pereira 2004) in this respect).

Definition 6 (pseq-models of a theory) Let ' be a L-
theory and let M = (U, Hy, Hg, Ty, Tt) be a nine-valued
L-model of T'. Then, M is a paraconsistent semi-equilibrium
model (pseq-model) of T iff

(i) (U, H{,H;, T, T¢) W= T, for all (H{, H;) C (Hy, Hy),
and

(ii) there is no nine-valued L-model (U, H{, Hy, T{, T{) of
T satisfying (i) and (T{\H{, T\ H¢) C (Ty\Hy, T¢\ Hs).

The set of all pseq-models of T is denoted by pSEQ(T).

For our purpose this semantic definition yields the basis
to deal with hybrid theories in a paracoherent and paracon-
sistent way. That this can essentially be achieved by con-
sidering Routley structures in place of here-and-there inter-
pretations has already been put forward in Eiter, Fink, and
Moura (2010), and we leave a more detailed discussion of
its relation to PAS and other semantics (in the propositional
case), as well as the issue of alternative characterizations in
terms of program transformations, to an extended version
thereof.



Paraconsistent Hybrid Theories

Inspired by hybrid knowledge bases that combine classical
theories with nonmontonic rules, we first slightly general-
ize this idea to so-called hybrid theories. Further on, we will
obtain and study a paraconsistent semantics for hybrid the-
ories that comprises hybrid knowledge bases as special (re-
stricted) settings.

Definition 7 (hybrid theory) A hybrid L-theory is a theory
over a language L = (C, P), where a subset Pt of the pred-
icates P is designated as classical (also called structural)
predicates, i.e., L = (C, Py U Pp) such that Py N Pp = ().

In analogy to hybrid knowledge bases, the restriction
of the language to structural predicates L7 = (C, Pr) is
called the structural language of £. Moreover, a hybrid the-
ory I' can be regarded as being composed of a ‘classical’
(four-valued) first-order theory T, the structural part of T',
i.e., sentences entirely over L7, and a set of L-sentences
P=T\T. We keep referring to P as the rules part of T,
however, without imposing any syntactic restrictions to rules
of a particular form. In the following, we thus denote hybrid
L-theories I as pairs (7, P) in order to avoid confusion with
(ordinary) L-theories. Moreover, given a set of atomic £-
sentences S, we write S|z, respectively S|z, , to denote its
restriction to atomic sentences over Py or Pp, respectively.

Example 4 Our running example, ie., (T,P) of Exam-
ple 1, is a hybrid theory over L = (C, Pr U Pp), where
{¢,p, here} C C, Py = {car, designs, engineer, person,
product}, and Pp = {assembles, built}.

Obviously, just declaring certain predicates structural
does not make them behave classically without a corre-
sponding semantic treatment. For hybrid knowledge bases,
the stable closure of the structural part yields the desired
classical interpretations. However, as we already pointed out
before, the stable closure prohibits a paraconsistent seman-
tics on the basis of QHT: if the structural part is inconsis-
tent, then the stable closure has no QHT model at all. In
our envisaged paraconsistent semantics on the basis of QNo,
we aim at dealing with such situations by four-valued in-
terpretations. Thus, we require a paraconsistent version of
the stable closure that, intuitively speaking, forces structural
predicates to behave ‘classically’ in a four-valued sense.

Definition 8 (pstable closure) Given a hybrid L-theory
(T, P), its paraconsistent stable-closure (pstable closure) is
T U pst(T) U P, where pst(T) is the set of sentences:

{Va((p(z) V =p(x)) A (~p(x) V = ~p(2))) [ p € L7}

Note that the sentences in pst(7) are structural since they
involve structural predicates only. The occurrence of intu-
itionistic negation (or internal implication since, e.g., —p(x)
is just an abbreviation for p(x) — L) may tempt one to re-
gard them as non-classical. However, it is precisely the effect
of the pstable closure that these connectives are interpreted
‘classically’ (in a paraconsistent four-valued sense) over the
structural language (as opposed to their ‘non-classical’ nine-
valued interpretation in QNy). This is captured more for-
mally by the following lemma.
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Lemmal Let (7,P) be a hybrid L-theory, then
pst(T) Eqn, ~—@ — @ holds for every Ly -sentence .

Eventually, by means of the pstable closure we are in the
position to define a paracoherent and paraconsistent seman-
tics for hybrid theories.

Definition 9 (pseq-models of a hybrid theory) The pseq-
models of a hybrid theory (T, P) are the pseq-models of
its pstable closure, in symbols pSEQ((T, P)) = pSEQ(T U
pst(T) UP).

That the semantics thus defined provably captures our in-
tuitions and behaves as intended is the subject of the next
section. Before turning to these more formal issues, let us
briefly reconsider our running example.

Example 5 Given the hybrid theory (T,P) of Exam-
ple 1, pst(T) adds respective formulas for predicates car,
designs, engineer, person, and product. Thus, they are es-
sentially interpreted under four-valued logic. Applying pseq-
semantics, observe that My and Ms are in pSEQ(T U
pst(T)UP), while Mg is a consistent model but not a pseq-
model of the pstable closure. Indeed, M yields a smaller
gap between the here worlds and the there worlds (see Con-
dition (ii) in Definition 6).

Also note, how My and My cope with the inconsistency
wrt. ¢ being a car, and the incoherence concerning its assem-
bly by p, by assigning T (contradictory) to car(c) and Kt
(believed true) to assembles(p,c) (cf. Example 3). More-
over, they allow for designs(p, ¢) as a non-trivial conclusion
that is t (true).

Properties

As for desirable properties, one would expect a particular be-
havior for two special cases of hybrid theories, namely when
the entire theory is either a logic program, or a classical the-
ory, i.e., when either 7 = (), or P = (), respectively. Recall,
that in the former case, our goal was to generalize paracoher-
ent ASP semantics, while in the latter case we aimed at gen-
eralizing (paraconsistent) four-valued logic. The following
results verify these objectives, starting with the case P = (),
where the corresponding result is a consequence of the pre-
vious Lemma 1.

Theorem 1 Ler L = (C, Pr U Pp), and consider a hy-
brid L-theory (T,0). Then, ((D,c),Int,In ¢, It e, It g) €
pSEQU(T, V) iff Ing = Itg, Ins=Ir g, I | oo =11 ¢l 2 =0,
and (D,0), I+, I g) F=a T.

In order to verify our second objective, we need to resort
to paracoherent ASP semantics. Due to the fact that in Eiter,
Fink, and Moura (2010) only propositional programs with-
out strong negation have been considered, we consider here
the same restriction for strong negation but general first-
order theories. More precisely, we resort to semi-equilibrium
models for £-theories as introduced in the beginning of this
section. We remark, however, that the subsequent result also
generalizes to programs (and general first-order theories)
with strong negation, given a corresponding extension of
paracoherent ASP semantics as sketched in Eiter, Fink, and
Moura (2010).



Theorem 2 Let L= (C, PrU Pp), such that Pr =1, and
consider a hybrid L-theory (0, P), where P does not in-
volve strong negation. Then, ((D,0),Int,Ing, It ¢, L1 £) €
pSgQ(((Z), P)) iff‘[h,f = (Z); It,f = ®) and <(Da 0)7 Ih,ta It,t> €
SEQ(P).

Note that rather than 7 = (), the stronger requirement that
Pr = () is necessary for the one-to-one correspondence of
the above theorem. If the structural language is non-empty,
then even if 7 = () and the program part does not involve
predicates from L7, the relationship becomes many to one:
structural predicates can be interpreted arbitrarily. More for-
mally, the following result holds.

Proposition 3 Let £ = (C, P U Pp), and consider a hy-

brid L-theory (0, P), where P does neither involve strong

negation nor predicates over Pr. Then,

(1) <(D70)7Ih,t U Ilv -[2; It,t U Ilv IQ> S pSSQ((Q)vP))
if L CAt(D,Pr), I, CAt(D, Pr), and ((D,0),In4,
I ) € SEQ(P);

(11) <(D7 0)’ Ih,t|£77 ) It-,t|£77> € SEQ(P) lf <(D’ 0)7 Ih,tv
Ing It I g) € pSEQ((D, P)).

Resorting to paracoherent ASP semantics for the rules
part, when defining a paraconsistent semantics for hy-
brid theories, was motivated by benign properties of semi-
equilibrium model semantics. In particular, classical coher-
ence, answer-set congruence, and answer-set coverage are
desirable properties (Eiter, Fink, and Moura 2010), also in
the context of hybrid theories. Therefore, we next study
whether our generalization to hybrid theories by means of
pseq-models retained these properties.

Let us start by restating classical coherence, answer-set
congruence, and answer-set coverage in the setting of hy-
brid theories. Consider a hybrid theory (7, P), let " denote
its pstable closure, and recall that I" can also be treated clas-
sically (since default negation has been introduced as an ab-
breviation for a particular implication, which can also be in-
terpreted classically). Then, the properties of interest are:
classical coherence If I' has a classical model, then it has a

pseq-model;
coverage Every equilibrium model of I' corresponds to a

pseq-model;
congruence If an equilibrium model exists for I', then all
pseq-models correspond to equilibrium models.

The next result establishes classical coherence for para-
consistent semi-equilibrium semantics.

Proposition 4 Let £ = (C, Py U Pp), consider a hybrid L-
theory (T, P), and let T be its pstable closure T U pst(T) U
P. Then, pSEQ((T,P)) # 0 if (U, I) = T, for a universe

U = (D, o) and some L-interpretation 1.
Also, coverage holds for pseq-models.

Proposition 5 Let £ = (C, Py U Pp), consider a hybrid L-
theory (T, P), and let T be its pstable closure T U pst(T)U
P. Then, M € EQ(T") implies M € pSEQ((T, P)).

However, the converse, i.e., congruence, does not hold
(although all pseq-models are total if EQ(T") # (). Intu-
itively, this is a consequence of adopting the rather weak

398

four-valued semantics for the paraconsistent treatment of
the structural part of hybrid theories: pseq-models need not
be consistent, whereas equilibrium models are consistent by
definition. Of course, restricting to consistent pseq-models
would degrade the ability to deal with hybrid theories para-
consistently. But in analogy to stronger paraconsistent se-
mantics for classical theories, for instance like in Priest’s
Logic, one may think of imposing further minimization cri-
teria that intuitively aim at giving preference to consistent
interpretations. This motivates the following definition.

Definition 10 (preferred pseq-models of a theory) Ler T'
be a L-theory and let M = (U, Hy, Hg, Ty, Tt) be a pseq-
model of I'. Then, M is a preferred paraconsistent semi-
equilibrium model (preferred pseq-model) of T iff

(iil) there is no pseg-model (U, H{, H;, T{,T¢) of T, such
that T{ N Ty C Ty N T¢.

As before, preferred pseq-models of a hybrid theory are
defined as the preferred pseq-models of its pstable closure.

Example 6 Reconsider our running example, i.e., (T, P) as
given in Example 1 and the pseq-models My and My of
I' = T U pst(T) U P. Observe that Mo is preferred over
M in terms of Condition (iii) in Definition 10 above, i.e.,
in terms of minimizing the contradictory interpretation of
structural ground atoms. The intuitive explanation is that,
contrary to car(c), there is no reason for interpreting also
product(c) as contradictory. Actually, My is a preferred
pseq-model of (T, P).

As it can be easily verified, classical coherence and cov-
erage still hold on preferred pseq-models, which in addition
also satisfy congruence:

Proposition 6 Let £ = (C, PrU Pp), consider a hybrid L-
theory (T, P), and let T be its pstable closure T U pst(T)U
P. Then, EQ(T) # 0 implies M € EQ(T), for every pre-
ferred pseq-model M in pSEQ((T,P)).

Paraconsistent Hybrid Knowledge Bases. These are
special cases of hybrid theories, where the rules part is syn-
tactically restricted to rules of the usual form, i.e., univer-
sally quantified implications, where the antecedent is a con-
junction of literals or default negated literals, and the conse-
quent is a disjunction of literals. Sometimes also the struc-
tural part of a hybrid knowledge base is implicitly given.
In particular, when it is composed of a Description Logic
knowledge base, i.e., by a DL TBox and ABox, of a De-
scription Logic that can be translated into first-order logic.
Independently of whether the structural part is explicitly
represented or not, a paraconsistent treatment may in prac-
tice require some preprocessing (translation) of the knowl-
edge bases, both the structural part as well as the rule
base. The domain expert should thus be aware, that the out-
come of these translations, respectively otherwise semanti-
cally equivalent variants of representing knowledge bases,
may yield semantic differences in the paraconsistent set-
ting. For the rules part, corresponding considerations may
concern the use of strong negation instead of default nega-
tion (if the original setting was one without strong negation)



which, however, is a well-understood knowledge represen-
tation aspect in answer-set programming (Gelfond and Lifs-
chitz 1991). For the structural part, the transition from clas-
sical to four-valued semantics allows for different forms of
implication: in addition to internal implication, material and
strong implication are definable giving rise to different trans-
lations. We refer the reader to Ma, Hitzler, and Lin (2007,
2008), where this knowledge representation aspect is con-
sidered for DL knowledge bases under paraconsistent four-
valued semantics and thus equally applies to pseq-semantics
(likewise for aspects concerning the usage of | and omni-
consistency, i.e., guaranteed four-valued model existence).

Computational Complexity

We next consider reasoning tasks on hybrid theories un-
der paraconsistnent semi-equilibrium semantics and analyze
their computational complexity for pratctically relevant (de-
cidable) fragments of the langauge. In general, the problems
are undecidable, which is an obvious consequence of well-
known undecidability results, e.g., for first-order logic. We
therefore restrict our attention to practically relevant frag-
ments of hybrid theories that allow for decidable reasoning.

Assumptions. Throughout this section, we assume that P
consists of universally quantified sentences of the form

ll/\.../\lm/\—\lm+1...—\/\—\ln—>h1\/...\/hl

where [y,...,l, and hq,...,h; are literals (atoms or
strongly negated atoms) of Lp called body literals and head
literals, respectively. Furthermore, we say that {l1,...,l,}
is the positive body of a rule, {l,, 41, ..,l,} is its negative
body, and head literals are required to be equality-free.

In addition, we require rules to satisfy a syntactic
safety restriction that is obtained by adopting weak DL-
safeness (Rosati 2008) to our setting of hybrid theories. The
rules part P is called weakly T -safe iff every rule r € P
of the above form satisfies the following condition: for ev-
ery variable x in r, x either appears in a positive body literal
over Pp, or x only occurs in positive literals over Py. In the
latter case, we say that = is a T -variable in 7.

Intuitively, these restrictions guarantee that pseq-models
of a weakly 7 -safe hybrid theory (7, P) can be considered
as being composed of two parts. Thereby, one part, call it
the P-part Mp of a model M, is always finite. It is given
by interpretations of £, = (D', P;- U Pp), where P is the
restriction of Py to predicates occurring in P, over a finite
domain D’ whose size only depends on P. Moreover, the
rules part of any pseq-model is domain expansion safe, in the
sense that the interpretation of predicates from Pp does not
change when considering (possibly infinite) domains D 2
D’. Also, Conditions (i) and (ii) of Definition 6 only effect
Mp and can be established by grounding P over D’.

Nevertheless, the structural part of a weakly 7 -safe hy-
brid theory may still cause associated reasoning problems to
be undecidable (even for literals over Pp), intuitively be-
cause the corresponding interpretation of predicates from
Pj in the rules part of a pseq-model must be compliant
with (or extendable to) a four-valued model of 7. There-
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Problem normal P disjunctive P
CONSISTENCY NEXP/NP NEXP/NP
MODELCHECK | coNEXP/coNP  coNEXPV/ITY
BRAVECONS NEXPYP/sP  NEXPZ:/nP
CAUTIOUSCONS | coNEXPNP/IIY  coNEXP™: /11

Table 1: Combined/Data complexity of reasoning tasks for
hybrid theories under pseq-semantics.

fore, we restrict our attention to structural parts 7, such that
the arity of predicates in Py is bounded by a constant and
four-valued existential entailment is decidable. More specif-
ically, assume that 7 |=4 © oo is decidable for any ground
sentence (boolean combination of ground literals) ¢ py;-
We consider the case where the (combined) complexity of
the corresponding decision problem is in EXP, and its data
complexity is in P, respectively. Note that these assumptions
seem to be reasonable as far as combinations of rules with
DL knowledge bases are concerned. To wit, we refer to re-
sults in Ma, Hitzler, and Lin (2008) that essentially establish
the above for various relevant Description Logics.

Problems and Results. In particular we are interested in
the following problems of paraconsistent reasoning:

CONSISTENCY deciding whether a hybrid theory (7, P)
has a pseq-model (i.e., whether pSEQ((T, P)) # 0);

MODELCHECK recognizing the (finite) P-part of pseq-
models, given Mp and (T, P);

BRAVECONS brave reasoning; and

CAUTIOUSCONS cautious reasoning from
models of a a hybrid theory (7, P).

The task in Problem MODELCHECK is to decide wheter
a given finite nine-valued structure Mp can be extended to
a pseq-model E(Mp) of (T,P), i.e., whether E(Mp) €
pSEQ((T,P)). Concerning brave and cautious reasoning,
more specifically, we consider the problem of deciding
whether a ground literal [, i.e., a ground atom « or a strongly
negated ground atom ~ a, is a brave (respectively, cautious)
consequence of a hybrid theory (7,P) with a particular
truth value e € {t,f, T, |, Kt, Kf KT, KTt, KTf}. We
use (7,P) k=5, 1, respectively (7, P) =¢ [, to denote these
problems, and say that [ is a brave (resp., cautious) conse-
quence of (7, P) iff v(M,l) = e for some (resp., every)
M € pSEQ((T,P))

Given the above assumptions, our results concerning
combined complexity and data complexity of the reasoning
tasks considered are summarized in Tablel. All entries in
the table refer to corresponding completeness results. Un-
surprisingly, the results for combined complexity exhibit an
exponential blow-up compared to corresponding results for
semi-equilibrium models of propositional logic programs.
Intuitively, this is explained by the fact that the main source
of complexity stems from establishing Conditions (i) and (ii)
of Definition 6, which is confined to the rules part of (7, P).

the pseq-



In doing so, since we deal with non-ground programs, expo-
nentially larger interpretations have to be considered due to
grounding. When considering data complexity, i.e., 7 and P
are fixed modulo ground literals (facts), then also the arity
of predicates is fixed, resulting in exponentially lower com-
plexity. In comparison with (two-valued) reasoning on equi-
librium models observe that brave and cautious reasoning
are one level up in the exponential hierarchy. Deciding pseq-
model existence has the same complexity as equilibrium
model existence if the rules part is normal (non-disjunctive),
and does not increase for disjunctive P (as apposed to equi-
librium model existence, which increases to the second level
in this case). We eventually remark that if 7 =4 ©poor 18
in coNEXP (resp., data complexity in coNP), then the re-
sults for disjunctive rule parts do not change, while the upper
bounds for normal P cease to hold. However, we postpone
a more detailed analysis of this case. Likewise, due to space
constraints, we refer to Fink (2012) and Fink et al. (2011) for
a more formal account of the complexity results reported,
and conclude this section with a succinct statement of these
results.

Theorem 3 Given a weakly T -safe hybrid theory (T,P),
combined and data complexity for CONSISTENCY, MOD-
ELCHECK, BRAVECONS, and CAUTIOUSCONS is complete
for the classes given in Table 1.

Related Work and Conclusion

We have addressed on open problem for combinations of
rules and ontologies under ASP semantics, how to deal with
inconsistency, by developing a paraconsistent and paraco-
herent semantics for such hybrid theories. The semantics
generalizes previous approaches for the individual parts, in
particular paraconsistent semantics for DLs (Ma, Hitzler,
and Lin 2007) and paracoherent semantics for ASP pro-
grams (Eiter, Fink, and Moura 2010) such that benign prop-
erties carry over. A study of semantic properties established
these objectives and has been complemented by a complex-
ity analysis of important corresponding reasoning tasks.
Besides the works generalized, most closely related to our
work is (Huang, Li, and Hitzler 2011) establishing a para-
consistent semantics for MKNF knowledge bases. Based on
a nonmontonic modal logic (as opposed to QHT), it ad-
dresses inconsistency tolerance for tight couplings with dif-
ferent syntax and semantics (and sets of interpretations as
the main semantic structures). Disregarding that in general
we consider a broader class of hybrid theories (concerning
syntactical restrictions and domain assumptions) and confin-
ing to a common fragment that is syntactically translatable,
the approaches still differ semantically. In general, para-
consistent MKNF semantics is weaker than pseq-semantics,
which is also reflected in a lower worstcase complexity. The
main reason is that, it does not take incoherence into ac-
count, while like pseq-semantics it aims at resolving con-
tradiction wrt. conflicting literals. For instance, our moti-
vating example expressed as a hybrid MKNF theory would
not have a paraconsistent MKNF model. For coherent (but
not necessarily consistent) theories however, both seman-
tics coincide on cautious consequences, in particular for
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P = 0 since both generalize classical four-valued logic,
and for 7 = () (and coherent P) because both generalize
PAS semantics. In this sense, pseq-semantics may be consid-
ered a generalization of paraconsistent MKNF semantics as
well, tackling incoherence in addition to inconsistency (suit-
ably reflected in the semantic structures, i.e., without mixing
these concepts).

Another form of tolerating inconsistency in combi-
nations has been considered in Lembo et al. (2011),
and Rosati (2011). Taking a database perspective, inconsis-
tency there arises wrt. a dedicated set of formulas represent-
ing integrity constraints. Tolerance, i.e., consistent query an-
swering, is achieved by considering variants of the exten-
sional data (the ABox, resp. logic program facts) as possible
repairs and reasoning over them.

Balduccini and Gelfond (2003) have developed
consistency-restoring rules (CR-Prolog) as a means to
tolerate inconsistency in ASP programs using abductive
logic programming. Since it leaves the task of writing
appropriate cr-rules and specifying preferences to the
programmer, CR-Prolog provides a flexible framework to
realize inconsistency tolerant semantics. However, it cannot
be applied to realize pseq-semantics for hybrid theories in
a principled way, in other words, pseq-semantics cannot
be characterized in terms of CR-Prolog. Intuitively, the
main reasons are that PAS cannot be captured faithfully and
that the minimization of abducibles is in contrast with the
weaker four-valued treatment of structural literals.

Ongoing and future work comprises an extension of the
concept of weak 7 -safety for hybrid theories to sentences
of a more liberal from by a suitable adaption of the concept
of safety in Cabalar, Pearce, and Valverde (2009), and Lee,
Lifschitz, and Palla (2008). A further interesting theoreti-
cal issue is to investigate whether and how more general
properties of paraconsistent extensions of monotonic logics,
studied, e.g., by Arieli, Avron, and Zamansky (2011b), carry
over to nonmonotonic settings. Of course, developing algo-
rithms for implementing paraconsistent reasoners by extend-
ing existing solvers, for instance SAT-based ASP solvers or
genuine reasoners for hybrid knowledge bases like Ontobro-
ker, is another next step on our agenda.
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