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ABSTRACT

This paper describes the LIG participation to the MediaEval
2013 Affect Task on violent scenes detection in Hollywood
movies. We submitted four runs at the shot level for each
subtasks: objective violent scenes detection and subjective
violent scenes detection. Our four runs are: hierarchical fu-
sion of descriptors and classifier combinations, the same with
joint audio-visual words, and the same two with reranking.
Our reference run obtained with the official MAP@100 met-
ric a performance of 69% for the subjective violence and
52% for the objective violence. The joint audio-visual words
bring a slight improvement on the MAP@100 and they im-
prove the precision in the head of the returned list while the
temporal re-ranking improves the P@Q100.

1. INTRODUCTION

The MediaEval 2013 Affect Task: Violent Scenes Detec-
tion is fully described in [1]. It directly derives from a Tech-
nicolor use case which aims at easing a user’s selection pro-
cess from a movie database. This task therefore applies to
movie content. This year, two different subtasks were pro-
posed for violent segments, corresponding to objective vio-
lence and subjective violence. An objective violent scene is
defined as “physical violence or accident resulting in human
injury or pain”, a subjective one is the scene “one would not
let an 8 years old child see in a movie because it contains
physical violence”.

Our motivation is to test the performance of a new de-
scriptor based on joint audio-visual bi-modal codewords on
the violent scenes detection. As well, we aim to see how
a generic system for general concept classification in video
shots would perform compared to systems specifically de-
signed for the task like [5]. Our system is a refined version
of last year’s system which was roughly a four-stage pipeline:
descriptor extraction, descriptor optimization, classification
and hierarchical late fusion. Besides using more descriptors,
we proposed a new multi-modal feature, the “audio-visual
words”. Most of the stages have been optimized and specif-
ically tuned on MediaEval development data.

2. SYSTEM DESCRIPTION

2.1 Descriptor Extraction
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The descriptors were computed using audio, image and
motion information. Six types of descriptors were used:

e color: a4 x 4 x 4 RGB color histogram (64-dim);

e texture: a 5-scale x 8-orientation Gabor transform
(40-dim);

e SIFT: bag of SIFT descriptors computed using Koen
van de Sande’s software [6], 1000-bin histograms; four
variants were used: Harris-Laplace filtering or dense
sampling with both hard and fuzzy clustering;

e audio: bag of MFCCs, 4096-bin histogrames;
e STIP: bag of HOFs, 4096-bin histograms;

e joint audio-visual BoW: bag of MFCCs and HOFs,
32768-bin histograms (see section 2.6).

2.2 Descriptor Optimization

Descriptor optimization was done using a method which
combines a PCA-based dimensionality reduction with a power
transformation [3]. The power transformation normalizes
the distributions of the values, especially in the case of his-
togram components. A PCA is then performed for reducing
the size (number of dimensions) of the descriptors while im-
proving performance by removing noisy components.

2.3 C(Classification

Classification was done using two different learning meth-
ods, one based on multiple SVMs for a better handling of
the class imbalance problem and one based on the k nearest
neighbors.

2.4 Fusion

Classification was done separately for each classifier and
each descriptor variant. The outputs of these individual
classifiers are then merged at the level of normalized scores
(late fusion). A linear combination of the scores is used with
weights optimized on the MediaEval development set.

2.5 Temporal Re-ranking

As for our participation to MediaEval 2012 [2], we used a
temporal re-ranking method. The method is based on the
assumption that the violence will be more (or less) likely for
a given shot if it appears within a movie with a high (or
low) frequency of violent shots and/or if there are more (or
less) violent shots in its temporal neighborhood. We have
proposed to exploit this either at a global or at a local level
by computing a detection score either at the video or at a



Objective Subjective All
Metric MAP | MAP@100 | P@100 | MAP | MAPQ@100 | P@100 | MAPQ@100
LIG-hierarchicalFusion 0.501 0.514 0.381 | 0.673 0.690 0.584 0.602
LIG-hierarchicalFusionJoint 0.505 0.520 0.398 | 0.669 0.690 0.602 0.605
LIG-hierarchicalFusionReranking 0.443 0.502 0.412 0.627 0.685 0.624 0.593
LIG-hierarchicalFusionJointReranking || 0.453 0.512 0.418 | 0.627 0.686 0.635 0.599

Table 1: Performance of the LIG system for the objective and the subjective violent scenes detection

neighborhood level and then re-evaluate the score of each
shot according to this global or local score. The first step is
done by a kind of temporal smoothing and the second one
by a kind of averaging [4].

2.6 Audio-Visual Representation

For this year, we proposed a joint audio-visual represen-
tation in order to capture the dependence/relation between
the audio and the visual information based on their simul-
taneous occurrence throughout the movies for a given con-
cept, an idea inspired by [7]. In this approach the video
content is modeled using the joint relations between the au-
dio (MFCC) and the visual (HOF) modalities. The audio
and visual features are first extracted from the movies sep-
arately. These two features are then normalized and joined
by concatenating both feature vectors for each shot. Finally,
the bi-modal descriptors are quantized into bi-modal words
using a standard k-means clustering method, producing the
“joint audio-visual” bag-of-words representation.

3. EXPERIMENTAL RESULTS

We submitted four runs at the shot level for both of the
objective and subjective definitions. The hierarchical fu-
sion of descriptors and classifier combinations and the same
with the joint audio-visual words and/or with temporal re-
ranking. The hierarchical fusion run is our baseline and the
other three are contrastive ones. Table 1 shows the per-
formance of the LIG system variants using different met-
rics, the Mean Average Precision (MAP), the Precision at
100 (P@100) and the official MediaEval metric for this task
which is the MAP@100.

Considering these metrics, our system produces quite good
results in the detection of the objective and subjective vio-
lent scenes in movies, with an average MAP@100 of about
60,50%. In general, our system provides better results for
the subjective definition with a MAP@100 of about 69%
and of about 52% for the objective definition . This could
be related to the fact that the subjective definition is more
related to the “basic violence” than the objective one. We
observe that the hierarchical fusion with the joint audio-
visual descriptor always improves the performance in terms
of MAP@100 and especially in terms of PQ100 (even if it
is a slight improvement in some case). That is due to the
fact that the bi-modal words consider the relation between
audio and visual information while the other methods fuse
them without exploiting their mutual dependence. Further,
we notice that the re-ranking improves results just in terms
of P@100 but it is slightly lowering the MAP@100 and even
more the overal MAP.

4. CONCLUSIONS AND FUTURE WORK

We have participated in the MediaEval 2013 affect task
with the same baseline system as for MediaEval 2012 but

with different descriptors. This system includes a hierarchi-
cal fusion of classifiers’ outputs using two different classifi-
cation methods and a number of shot content descriptors.
However, two new descriptors were added this year: the clas-
sical motion descriptor (STIP-HOF) and our proposed joint
audio-visual descriptor. Four variants of the system were
evaluated in which the joint audio-visual descriptor and the
temporal re-ranking were added or not to the baseline. Our
system obtained good results with a MAP@100 of about 69%
for the subjective definition and of about 52% for the ob-
jective definition. The joint audio-visual descriptor always
improves the MAP@100 and the P@Q100 while the re-ranking
just improves the P@100.

In the future, we plan to extend our work on the joint
audio-visual descriptor and focus on optimizing it and on
testing it with more than just two features.
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