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Abstract. In this paper we present i) an approach for cfiusjeauthors
according to their citation distributions and i) antology, theBibliometric
Data Ontology for supporting the formal representation of salisters. This
method allows the formulation of queries which takeconsideration the
citation behaviour of an author and predicts witipad level of accuracy future
citation behaviours. We evaluate our approach weébpect to alternative
solutions and discuss the predicting abilitieshefidentified clusters.
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1 Introduction

Exploring and analysing scholarly data [1] helputalerstand the research dynamics,
forecast trends and derive new knowledge, which lmamrffectively represented by
semantic technologies. Within this context, two artpnt tasks are:
1) classifying authors according to a variety of seticacategories in order to
facilitate querying, sharing and reusing such datiifferent context;
2) forecasting their career trends, allowing us toneste their future citation
behaviour.

In this paper we will present an innovative appho#&c address both tasks by
exploiting author citation distributions.

Most of today systems for the exploration of acaidedata offer citations or
citations-based indexes (e.g., h-index, g-index)rasking metrics and provide
interesting visualizations of citation distributarHowever, they do not exploit many
interesting features which can be derived by thayais of citation distributions, such
as: 1) the trend of the distribution within a certéime interval (e.g., it is steadily
rising), 2) the timing of possible accelerationfelecation (e.g., it started to rise much
faster in the last 3 years), 3) the slope of thation curve (e.g., every year it gains
20% more citations than the year before), 4) tlapstof the citation curve (e.g., it is
growing according to a logarithmic function), andtfe estimated citation behaviour
in the following years (e.g., authors with a simifsattern usually receive 200+50
citation in their & career years).



These features can support formulating queries thké in consideration the
diachronic citation behaviour of authors. Example: “find all PhD students
working in Semantic Web who exhibit a possiblengsistar pattern”, “find all the
senior researchers who in their young years exudbihe same citation pattern as
author X” or “find all the postdoc working in UK wise citations exhibit a positive
trend in the last two years and are rising expaakyit

Analysing the citation distributions can also fostéebetter understanding of the
dynamics of an author career, since it makes plestibcategorize different kinds of
patterns and to study how they evolve. Moreoverait allow us to forecast the future
citation behaviour of research communities or oizgtions by studying the patterns
of their members.

In this paper we present an approach for clusteanthors according to their
citation distributions, with the aim of extractingseful semantic information and
producing statistical evidence about the potentiéhtion behaviour of specific
categories of researchers. In addition, we intredart ontology, i.e., thBibliometric
Data Ontology(BiDO), which allows an accurate representation of sligbters (and
their intended semantics) according to specifiegaties.

The rest of the paper is organized as follows. éctiSn 2, we discuss existing
approaches for clustering authors and predictirigréucitations. Section 3 describes
our approach for clustering authors’ citation disitions, while Section 4 illustrates
BiDO and introduces the steps for associating tlemtified clusters to ontological
categories. In Section 5, we evaluate our approa&cbus alternative solutions and
discuss the predictive abilities of the identifielisters. Finally, in Section 6, we
summarize the key contributions of this paper andlire future directions of
research.

2 Related Work

Classifying entities associated to a time seriem @@mmon task that is traditionally
addressed with a variety of clustering techniqus Citation distributions and their
mathematical properties have been carefully andlyisea number of empirical
studies (e.g., [3]). However, while academic awhare often classified by
community detection and clustering algorithms vilie aim of identifying different
kinds of research communities [4,5], no current elogkploits clusters of citation
distributions to classify researchers accordingh® features described earlier and
estimate their future citation behaviour.

In the past, several works have been published tath®u identification of the
factors that allow the prediction of future citat® Their analyses, and the related
statistical models and machine learning technigueposed for such predictions, are
usually performed according to specific hypothesaking into consideration only
articles of high-rated journals of a certain diiog; analysing only particular kinds
of articles (e.g., clinical articles); choosing pnhultidisciplinary journals so as to
increase the coverage (and the variability) ofrdmearch communities involved; and



so fortf. As a result, different starting hypothesis gaise rto different (even
contrasting) discriminating factors and predictioadels.

However, most of these works agree on the existesfcéwo different and
complementary kinds of factors:

« intrinsic factors, i.e., those related with the qualitatvaluation of the content
of articles (quality of the arguments, identificatiof citation functions, etc.);

* extrinsic factors, i.e., those referring to quantitative releteristics of articles
such as their metadata (number of authors, numbeeferences, etc.) and
other contextual characteristics (the impact oflighing venue, the number of
citation received during time, etc.).

The use of intrinsic factors data can be very éiffecbut also time consuming.
They can be gathered manually by humans, e.g.ughrquestionnaires to assess the
intellectual perceptions of an article (as in pestiew processes). For instance, in [7]
the authors show how the editor's and reviewertngs (in the context of the
Journal of Cardiovascular Researchttp://cardiovascres.oxfordjournals.org) are
good predictors of future citations.

The data of some intrinsic factors, such as thatifieation of citation functions
(i.e., author’s reasons for citing a certain papean also be gathered automatically
with the aim of being used to provide alternativetnics for assessing or predicting
the importance of articles through machine learteahniques (cf. [8]), probabilistic
models (cf. [9]), and other architectures basedesp machine reading (cf. [10]),

However, these approaches use extrinsic factatserghan intrinsic ones, for the
analysis of the importance of articles, becaus¢heftime-consuming nature of the
latter ones and the quick availability (usually patblication time) of most of the
extrinsic-based data. In [11], Didegah and Thehmlestigate the extrinsic factors
that better correlate with citation counts, ideyiti§ three factors as the best ones for
such prediction: the impact factor of the journalsere articles have been published,
the number of references in articles, and the imphthe papers that have been cited
by the articles in consideration. Other extringictérs identified in other studies are
article length (in terms of printed pages) [12]mber of co-authors [13], rank of
author’s affiliation [13], number of bibliographdatabases in which a journal was
indexed [14], proportion of the journal articleshfished that had been judged of high
quality by some authoritative source [14], and @iidex [6]. Slightly different kinds
of extrinsic factors were considered in Thelvatllal's work on altmetrics [15]. The
authors analysed eleven different altmetrics saueral found that six of them were
good predictors of future citations (i.e., tweefmcebook posts, Nature research
highlights, blog mentions, mainstream media messtiand forum posts).

3 Clustering Citation Distributions

In this section, we will present our approach fetedting clusters of researchers who
share a similar citation distribution. We want ttemtify clusters characterized by
citation distributions which represent the typiqatterns of some categories of

2 A good literature review of a large number of sapproaches is available in [6].



authors, so that each cluster will suggest a comfuinme behaviour. More formally,
we want to subdivide the authors in sets, in sualaythat the population of each set
will remain homogenous with respect to the numbikercitations collected in the
following years, i.e., the members of each clustdl have a similar number of
citations also in the future.

Our approach takes as input the citation distrdmgiof authors in a certain time
interval and returns 1) a set of clusters with #Eds that describe the most typical
citation patterns, 2) a matrix associating eaclha@utvith a number of clusters via a
membership function, and 3) a number of statistissociated to each cluster for
estimating the evolution of the authors in thastsu.

We cluster the citation distributions by exploitirey bottom-up hierarchical
clustering algorithm. The algorithm takes as inpumatrix containing the distance
between each couple of entities and initially cdass every entity as a cluster. It then
computes the distance between each of the clugning the two most similar
clusters at each iteration. We adopt a single-tiekatrategy by estimating the
distance between two clusterg &hd G as the shortest distance between a member of
C, and a member of £ The algorithm stops when it reaches a certaitaniée
thresholdt.

To obtain cluster sets that are fit for our purpagemust thus define accordingly
1) the metric to compute the distance between eadple of citation distributions
and 2) a method to decide the threshold

It is possible to measure the distance betweenitm® series by means of metrics
such as the Euclidean distance or cosine similatityfortunately both of these
solutions have some shortcomings in this caseadt, fwhen using the Euclidean
distance, covariates with the highest variance wdille the clustering process: a
threshold value that allows clustering distributonf a certain scale (e.g., 200
citations) will also merge together perfectly vatitlisters of minor scale (e.g., 20
citations). The distance based on the cosine gityilée.g., the inverse minus one)
will solve this problem since it is scale-invarianhfortunately it would also cluster
together distributions of completely different scddut with the same shape (e.g.,
[1,1,2] and [100,100,200]). Let us assume a coopleitation distributionsA and B
having both a total ofi citations, and a different couple of thenand D with m
citation eachC having the same distribution &s andD the same aB. We want a
distance that will yieldlis{A,B} = dis{C,D} (avoiding the covariate with the highest
variance to drive the clustering) and atie{A,C} > 0 (making scale a feature), and
furthermore can be calculated incrementally (thpsirieg processing time by
stopping the computation over a threshold). A semplay to satisfy these three
requirements makes use of a Euclidean distanceati@ad with the number of total
citations of both distributions (similarly to [16])
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wherex; andy; are the number of citations of the two distribntidn thei-th year.

We also want to choose a threshold valtigat will maximize the homogeneity of
the cluster populations in the following years. \8empute the homogeneity of a
population with respect to citations using the MediAbsolute Deviation (MAD).
MAD is a robust measure of statistical dispersidbf][and it is used to compute the
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variability of an univariate sample of quantitatidata. It was first used by Gauss for
determining the accuracy of numerical observatem it is defined as the median of
the absolute deviations from the original data'dime

MAD = median;(|x; — median;(x;)|) 2

The procedure for computing the MAD consists ircakdting the median of the
original data %;,%,...,%,...,%), computing the differences between each one efith
original valuesq; and the median of the whole data distribution famally computing
the median of the previous differences. We pretet®AD to different solutions,
such as standard deviation, for its robustnesfadf) standard deviation is too much
influenced by outliers such as a few authors witheey high number of citations.
Hence, we estimate the quality of a set of clusters certain year by computing the
weighted average of their MAD:

_ IR o(MAD(cy)-dim(cy))
MADav h dim(c;) (3)

whereMAD(c;) anddim(c;) are respectively the MAD and the number of authors
associated with thieth cluster.

We set the thresholdby running the hierarchical algorithm with diffeteérvalues
and then selecting the threshold which yields elsswith the lowest averag¢AD,,
in the followingn years (n=10 in the herein presented evaluatiom).cRaracterizing
completely the author space we compute the clusterdifferent intervals of time,
e.g., 1-5, 1-10 and 1-15 career years, using dfisigmt author sample (e.g., 5000).
We then compute the memberships of all authorsumdataset with the centroids of
the resulting clusters, so as to determine exd&ttly much a specific author is similar
to each cluster centroid. For associating auttmidusters, we adopt the well known
membership formula of the Fuzzy C-Mean algorith®j[that is:

1

memy (x) =
n dis(centery,x)
=0 dis(center j,x)

271 (4)
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where mem, (x) is the membership value of author with cluster k,
dis(center;, x) the distance betweex and the centroid of cluster and m is a
constant for modulating the level of cluster fuzsa (m=2 in the prototype).

Finally we analyse the distribution of each clugtepulation with respect to the
number of citations received in the following yeairs order to extract statistical
evidence about their future behaviour. As mentiobetbre, standard deviation is
severely influenced even by few outliers, makingdtd to use the mean on the full
population as a predictor. Hence, for each yeaautematically select a percentgge
of the population (e.g., 90%) in the most populateda of the distribution and
compute its interval of citations (e.g., 40-80),amde.g., 45) and standard deviation
(e.g., 14). Technically, we do so by computing tluenber of authors who fall into
different ranges of citations, ordering those cats in decreasing order and then
selecting the authors from subsequently smalleegmates until the percentage of
authors selected is equal poThe citation interval, mean and standard deviatibn
this sample produce accurate, intuitive and stedilty sound predictions which are
more resilient to outliers.



Intuitively, some categories of authors are too dame to suggest a common
future behaviour, and may be used only for class#ifobn purposes. Hence, in this
phase we care especially about the “uncommon siggiathat points to particularly
homogenous population of authors. Figure 1 showsdiktributions of authors in
their seventh career year associated to some udt¢ected by analysing their first
five career years (the dashed line refers to theadlvdistribution). Cluster€29 and
C30 are associated with a very specific citation patteand thus their distributions
have a small kurtosis and point to two narrow catieg of authors who normally
receive a relatively low number of citations. CarstC25 and C28 are also quite
homogeneous and represent two distinct populatbnsore frequently cited authors.
Naturally, the homogeneity of the population asstael with a cluster will decrease in
the following years and so will the accuracy of pmedictions.
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Figure 1. Percentage of authors vs. number of their citationtheir ¥' career
year. The clusters were derived by the citatioosived over the first 5 career years.

4 An ontology for describing bibliometric data

Having a model developed according to a well-kndarmat (such as OWL) for
enabling the classification of authors and jourradsording to bibliometric data is
crucial to allow one to query, share and reuse slath in different context, e.g., for
providing smart visualisation of bibliometric ddta sense-making activities and for
enabling automatic reasoning on them.

However, bibliometric data are not simple objesisce they are subject to the
simultaneous application of different variables. garticular, one should take into
account at least:

« the temporal associationof such data to entities, in order to say that a
particular value, e.g., the fact that an articles l@en cited 42 times, was
associated to such article only for a time period;

» the particulaagent who provideduch data (e.g., Google Scholar, Scopus, our
algorithm), in order to keep track of the way devalve in time according to
particular sources;



* the characterisationof such data in at least two different kinds,, ireimeric
bibliometric data (e.g., the standard bibliometmeasures such as h-index,
journal impact factor, citation count) and categbhbibliometric data (so as to
enable the description of entities, e.g., authascording to specific
descriptive categories).

The time-indexed value in tim@VCQ) ontology design pattern [19] seems to be a
good starting model for the development of an agwplfor bibliometric data, since
TVC'’s entities enable the precise description dfthé aforementioned variables:
time, responsible agent and kinds of data.

Prefi;
relixes owl:Thing tvc:withValue only BibliographicMeasure
8 http://purl.org/spar/bido/ '
prov: http://www.w3.org/ns/prov# holdsBibliometricDatalnTime
time: http://www.w3.0org/2006 /time# . T o
tve:  http://www.essepuntato.it/2012/04/tvc/ I"S subclass of eEdlpepnvimelnera)

time:Interval tvc:atTime { BibliometricDatalnTime }
T
NumericBibliometricData

withBibliometricData

accordingTo prov:Agent

i

is subclass of BibliometricData is subclass of CategorialBibliometricData

is subclass of.

hasMeasure  hasNumericValue I\¢
A
AN
BibliometricMeasure xsd:integer or xsd:float hasMeasure exactly 1 hasNumericValue exactly 1

nes CategorialBibliometricData inverse withBibliometricData only
. http://purl.org/spar/bido/ (inverse holdsBibliometricData only foaf:Person)
time:  http://www.w3.0rg/2006/time# is subclass of /J
is subclass of
hasCurve ResearchCareerCategory hasSl: TIJ Slope
T —
hasAccelerationPoint hasStrength

hasTrend hasOrderOfMagnitude concernsResearchPeriod hasGrowth

v

Trend
Figure 2. A: the core module of BiDO, describing generic bibvlairic data with
their characterising variableB: the module modelling a particular kind of categbri
bibliometric data, i.e., the research career catego according to the main
dimensions used by the algorithm in Section 3.

AccelerationPoint } [ OrderOfMagnitude

time:interval

Starting from TVC, we have created tBgbliometric Data Ontology(BiDO,
available at http://purl.org/spar/bido), i.e., adutar OWL 2 ontology that allows the
description of bibliometric data of people, artglgournals, and other entities
described by the SPAR Ontologies (http://purl.qvgf$ in RDF.

The core module of the ontology, shown in Fig. 2aflpws us to describe any
entity and the related bibliometric data (throughhe t property
holdsBibliometricDatalnTimeat a certain time (i.etyc:atTime a property defined
by the imported TVC ontology for specifying templomastants or intervals) and
according to a certain agent (through the propadgordingTo which is a sub-
property ofprov:wasAttributedTaand allows us to indicate the agent responsilie fo
such bibliometric data). In addition, BiDO imporBROV-O [20] for adding
provenance data about the activities related tetthation of such bibliometric data.



Two alternative kinds of bibliometric data are dfiable (through the property
withBibliometricDatg in BiDO: numeric and categorial bibliometric datdumeric
bibliometric data are those characterised by ateimteger or float value related to a
particular bibliometric measure. Some of these mess— i.e.,h-index author
citation count e-index and journal impact factor— are available in a particular
module of BiDO responsible for describing the nmsihmon bibliometric measures.

We have developed an additional module of BiDO tkatends the class
CategorialBibliometricDataof the core module with specific categories désieg
the research career of people, in order to addnessapping of the clusters identified
by the algorithm presented in Section 3 with speddcets. As shown in Fig. 2.B,
these facets are described by the cl&ssearchCareerCategqrywhich is
characterised by four specific dimensions that hb@en used by our algorithm to
cluster citation data:

» theresearch periodconsidered, i.e., the interval of research yehas the
algorithm is taking into consideration (e.g., thistf5/10 years);

« the curve i.e., the specific shape proper to the clustdentified by the
algorithm, which is characterised by a trend (itetleasing/decreasing) and,
in the latter two cases, by an acceleration or ldemion point (none or
premature, median, overdue acceleration/deceleatio

» theslopeof such curve, in terms of strength (low/modef@tdl) and kind of
growth (linear/polynomial/exponential/logarithmic);

» theorder of magnitudewhich categorises the number of citations reckive
in the considered period according to a uniform ehaef common-sense
estimation [21], which describes intervals of halfier of magnitude — i.e.,
“[0,1)”, “[1,3)", “[3,9)", “[9,27)", “[27,81)", “[8 1,243)", “[243,729)", etc.

The combinations of all these values related to aftgementioned dimensions
have been used to define all the possible deseigtategories of research career of
people as instances of the cl&esearchCareerCategory

Even if we did not define a particular category #&ach cluster found by the
algorithm — rather, more clusters can be descrifyethe same category —, we have
defined an algorithmic procedure to determine thgoeiation between the cluster
centroids and the categories described by the agit@l model. For instance, let us
consider the centroid “[31.3, 46.1, 52.8, 55.38B0.0f one of the clusters detected
by our algorithm according to the first 5 years rebearch career. The related
dimensions are identified in the following way:

« order of magnitudewe sum the values of the cluster centroid anelcsehe
interval containing such sum, i.e., “[243,729)";

e curve trend the linear regression of the centroid is caladatand then its
slope is divided by the mean of all the centroitlga. If the result of such
division is greater than 0.05, then we have aresing trend (which is the
case of our example, since that value is 0.14) jsfless than -0.05 we have
a decreasing trend, otherwise we have what we garogimately consider a
flat trend;

3 The five values of the centroid identify the numbgcitations that have been received during
the five years of the research period considered.



e curve accelerationthe ratio of the slopes of the linear regressiohseries
k-n and1-k (for eachk between 2 and - 1, wheren is length of the list of
values defining a cluster centroid) is calculaiadgrder to identify in which
year (i.e. k) the acceleration or deceleration (this is the asour example)
happens, if any. Then, the acceleration/decelerasiconsidered premature
if k<[n/3] (as in our example), overdue kf> [ 2n/3], and median
otherwise;

» slope strengththe linear regression of the centroid is cal@daits slope is
divided by the mean of all the centroid values, #8meh we calculate the
absolute values of this division. We say that the slope strengtHoiw if
s<0.25(as in our example), high$0.45 and moderate otherwise;

» slope growth by means of the least squares method, we créaatdour
functions (one linear, one polynomial, one expoia¢@tind one logarithmic)
that best match with the cluster centroid. Thercesmpare the centroid data
with such functions through Wilcoxon’'s non-parantetiest for matched
data and choose the best fitting function (logamithin our example).

Following these steps, the example cluster we densd is mapped in the
following category:

sincreasing-wth-prenature-decel eration-and-Iow | ogarithnic-slope-in-[243,729)-5-
year s- begi nning a : ResearchCar eer Cat egory ;
:hasCurve [ a :Curve ;
:hasTrend :increasing ; :hasAccel erationPoint :premature-deceleration] ;
:hasSlope [ a :Slope ; :hasStrength :low; :hasGowh :logarithmc ] ;
: hasOrder O Magni tude :[243,729) ;
:concer nsResear chPeri od : 5-years-begi nning .

Thus, combining the results of our clustering alfpon with BiDO it is possible to
associate authors with specific categories desgithieir research career as follows:

ex: j ohn-doe : hol dsBi blionetricDatal nTine [
a :BiblionetricDatal nTine ;
tvc:atTine [ a tine:Interval ; tine:hasBeginning :2014-07-11 ] ;
:accordingTo [ a fabio: Al gorithm;
frbr:realization [ a fabio:ConputerProgram] ] ;
:w thBiblionetricData
;increasing-w th-premature-decel eration-and-1owlogarithm c-sl ope-in-
[ 243, 729) - 5- year s- begi nni ng .

The RDF descriptions of such bibliometric data maksier to query them with
standard languages such as SPARQL, in order tevefrfor instance, all the authors
that in the first 5 years of their research catesd a citation behaviour pattern like
that described by the aforementioned category.

5 Evaluation

We evaluated our method on a dataset of 20000naksra working in the field of
computer science in the 1990-2010 interval. Thitaskt was derived from the
database of Rexplore [1], a system that combinasisstal analysis, semantic
technologies and visual analytics to provide supfmrexploring scholarly data, and
integrates several data sources (Microsoft Acad&earch, DBLP++ and DBpedia).



In particular we wanted to show that the normaligedlidean distance introduced
in Section 3 works better than other choices far task of clustering citation
distributions. Hence, we compared three metrics:ntbrmalized Euclidean distance
(label NEU), the Euclidean distance (EU) and thstagdice based on the cosine
similarity (CO). We measured the quality of the guroed set of clusters in a certain
year by theiMAD,,, as in Formula (3).

110 1 Metric Comparison: 1-5 1o | Metric Comparison: 1-10

100 <
——NEU . 100 1 ——NEU P
Y - CUIR QY
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Figure 3. Comparison between NEU, EU and CO applied onitkeffve and ten
career years according to their MALn the following five years.

Figure 3 shows the performance of the three tecisigvhen clustering the first
five and ten career years. In all cases the nozedWersion of the Euclidean distance
performs much better than the other solutions, dpaiharacterized by a smaller
MAD,, value, e.g., a smaller degree of dispersion. C@opas slightly better than
EU in the 1-5 years interval while EU performs betthan CO in the 1-10 years
interval. Analogous results were obtained by caséid) the weighted average of
standard deviation rather th&AD,,.

Career C18 (1.4%) €22 (2.5%) €25 (2.7%) €28 (2.3%) €29 (8.8%)
year range meanzs.d. range | mean#s.d. range meanzs.d. range meanzs.d. range meanzs.d.

6 420-800 567+98 | 160-28D 209+34 [100-180| 129425 |60-100 72+14 | 40-60 3949

7 440-960 610+120| 160-320 225+45 |100-200| 138+30 |60-120 79+18 40-80 45+14

8 440-1020| 650+137 | 160-40Q 246+58 [100-260| 158+45 |60-160 90426 | 40-100 50+18

9 440-1260| 699+186 | 160-44Q 269+74 |100-340| 187+68 |60-200 | 104437 | 40-120 57+25

10  |480-2940| 751+411 | 160-50Q 292+85 |100-400| 211482 |60-280 125457 | 40-16(0 68+35

11 [480-2480| 826+336 | 180-66Q 331+112 |100-520| 241+100 | 60-540 | 155+103| 40-200 82+47

12 [480-3520| 914+467 | 180-86( 370+151 |[100-640| 270+126 [ 60-440 | 166+96 | 40-260 97+60

Table 1. Range of citations and mean citations in subsdqeencer years
predicted with 75% accuracy for authors associati¢ll clusters detected in the 1-5
career year interval. In parenthesis the percerdfigathors in each cluster.

Our approach yields a number of clusters with défife prediction capabilities. We
can suggest a narrower or larger interval of ptediccitations for increasing or
lowering the precision of our predictions. Tablshbws some example of predictions
that yield 75% accuracy. For example we are abkuggest with 75% precision that
2.5% authors in Computer Science associated witbted C22 will have 225+45
average citations in their seventh career yearth (iminimum number of citations
equal to 160 and a maximum one equal to 320).



The left panel of Figure 4 shows the citation disttions of the centroids of the
cluster in Table 1 and the algorithm predictiongettif the predictions become less
accurate in time, however they still can give aif#ea of the kind of potential citation
behaviour of the authors. Moreover, these predistiare particular valuable for
forecasting the future citation behaviour of anamigation or research communities.
In fact, while it is relatively hard to foreseeiagde author’s citation behaviour (e.g.,
she/he may be an outlier), it is much easier tomgdmthe predicted citations of a
group of authors since in a large sample statidligetuations have a smaller weight.

Finally, the right panel of Figure 4 shows the etioin of some the main clusters
in terms of average citations of the associatediaaat We can notice that our
approach allows a very good coverage of the passibteer trajectories, from the
most modest to the outstanding ones. This variétyatterns allow also for a very
fine-grained semantic classification of researdageers.

900 . Observed patterns Predicted patterns Average citations of the authors in the major clusters (1-5)
800 c18 2560 - =overall

------- Cc22 1280

— -C28

320

citations
citations

career years 6 9  careeryears 12 15

Figure 4. Left Panel: the citation distributions of the geids of the clusters in
Table 1 and the resulting predictions (the erroslvapresent the standard deviations
of the predicted citations). Right Panel: the etioluin term of average number of
citations of the authors associated to the maistets in the 1-5 interval.

6 Conclusion

In this paper, we presented a novel approach fast&ling author’'s citation
distributions, with the aim of 1) classifying authawith a variety of semantic facets,
and 2) forecasting the citation behaviour of catiego of researchers. We also
introduced the Bibliometric Data Ontology, a.k.aDB, which is an OWL ontology
that allows an accurate representation of such sgenéacets describing people’s
research careers. In addition, we showed that qoroach outperforms other
solutions in terms of population homogeneity andlite to categorize a variety of
career trajectories, some of which allow predicfingre citations with fair accuracy.

For the future we plan to augment the clusteringcess with a variety of other
features (e.g., research areas, co-authors), En@&xBiDO in order to provide a
semantically-aware description of such new featueesd to make available a
triplestore of bibliometric data linked to othertalsets such as Semantic Web Dog
Food and DBLP.
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