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Abstract. The enormous amounts of data that are generated in the
healthcare process and stored in electronic health record (EHR) systems
are an underutilized resource that, with the use of data science applica-
tions, can be exploited to improve healthcare. To foster the development
and use of data science applications in healthcare, there is a fundamen-
tal need for access to EHR data, which is typically not readily available
to researchers and developers. A relatively rare exception is the large
EHR database, the Stockholm EPR Corpus, comprising data from more
than two million patients, that has been been made available to a lim-
ited group of researchers at Stockholm University. Here, we describe a
number of data science applications that have been developed using this
database, demonstrating the potential reuse of EHR data to support
healthcare and public health activities, as well as facilitate medical re-
search. However, in order to realize the full potential of this resource, it
needs to be made available to a larger community of researchers, as well
as to industry actors. To that end, we envision the provision of an in-
frastructure around this database called HEALTH BANK – the Swedish
Health Record Research Bank. It will function both as a workbench
for the development of data science applications and as a data explo-
ration tool, allowing epidemiologists, pharmacologists and other medical
researchers to generate and evaluate hypotheses. Aggregated data will
be fed into a pipeline for open e-access, while non-aggregated data will
be provided to researchers within an ethical permission framework. We
believe that HEALTH BANK has the potential to promote a growing
industry around the development of data science applications that will
ultimately increase the efficiency and effectiveness of healthcare.

Keywords: electronic health record, data science, health intelligence,
infrastructure, data mining, text mining, predictive modeling, clinical
text, health bank, health record research
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1 Introduction

Data produced in the healthcare setting is very valuable for further analysis and
development of improved healthcare processes, such as real-time monitoring, de-
cision support, and predictive analytics. Electronic health record (EHR) systems
are used in almost all healthcare institutions in the Nordic countries, providing
an invaluable opportunity for secondary data use and development of systems to
aid clinicians in their daily work, hospital managements in their work on process
and healthcare delivery improvements, and researchers in their work.

Resources for health and medical research are currently available through
biobanks and national registers such as cancer registers and cause of death regis-
ters for researchers with appropriate ethical permission. However, in the Nordic
countries, there are no easily available health record resources that describe
health processes, diagnoses and treatments of a real clinical population [33, 40].

There has been an intense development of tools and techniques in the last
twenty years to automatically process a variety of data sources because of the
digitisation of the world, to enable further analysis and tool development. For
instance, as is widely known, the Internet contains information in various for-
mats, and a number of systems have been developed to make this information
readily available for easy access, such as search engines and information extrac-
tion tools. The move to digitized solutions has also taken place in healthcare.
The tools have, however, not been developed at the same pace. One important
reason is that the health data has not been openly available for the research com-
munity and industry in order to construct such tools, primarily because health
record data contains sensitive information about individuals – an aspect that is
extremely important and that requires particular considerations.

To address these issues, we propose to develop an infrastructure that enables
access to de-identified EHR data for further analysis and system development.
This infrastructure will include a workbench with various preprocessing tools,
and will consist of two pipelines: one providing access to structured, aggregated
and completely de-identified data, and one requiring ethical permission before
access to original data is provided.

This infrastructure will be based on a large clinical database, the Stockholm
EPR (Electronic Patient Record) Corpus, which has been collected and refined
during eight years [8, 7]. The Stockholm EPR Corpus contains over two million
patients from all medical and surgical departments from the entire hospital (ex-
cluding only psychiatry and venereology), both inpatient and outpatient records
written by several different professionals at Karolinska University Hospital. The
records encompass the period 2006-2014. The corpus is de-identified with re-
gard to names of patients and personal identity numbers. The personal identity
number has been replaced by a serial number to ensure that the patient can be
followed through the care process. The database contains both structured data
– such as age, gender, ICD-10 diagnosis codes, ATC-drug codes, blood and lab-
oratory values, admission and discharge dates, timestamps – and unstructured
data (free text), e.g. daily notes by clinicians and discharges summaries.
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The infrastructure and workbench, called the Swedish Health Record Re-
search Bank (HEALTH BANK), will be unique in that it provides access to
authentic EHR data from the largest populated area in Sweden, from several
clinical departments and clinical professions. It will also provide language tech-
nology tools for preprocessing and structuring the clinical narratives. Moreover,
it provides complementary data to available biobanks and registries, enabling
large-scale population studies for a variety of use-cases.

2 Electronic Health Record Resources for Research and
System Development

Internationally, some research groups have been able to obtain access to health
record data from one or two clinics, but almost never from a whole hospital or city
council. Moreover, access is usually restricted only to the research group, which
limits reproducibility and generalizability of research findings. Access to this
type of data is limited mostly due to legal reasons, but also because such large
repositories are often complex and not easy to extract data from. In particular,
the parts of the EHRs that are written in free text, such as discharge summaries
and daily notes, are often most difficult to obtain access to given their sensitive
nature, but constitute a large part of the healthcare documentation.

Some large patient record databases or corpora (text collections) are available
for research, including the

• i2b21 corpus contains of several clinical sub corpora in English that has been
used in several shared challenges.

• CMC2 corpus, containing 2,216 patient records in English
• MIMIC II database3, which consists of 30 000 intensive care patient records

written in English [44]
• A Finnish clinical corpus4, containing 2,800 sentences from nursing notes

and finally
• THIN database, containing 11 million English patient records from general

practices [34]

Both academia and industry have developed methods within computer sci-
ence, statistics, computational linguistics and machine learning. This is an evolv-
ing research area also called e-science, or (big) data science - to process abundant
data and produce meaningful information [37, 29, 6].

3 Data Science Applications for Healthcare

It has been estimated that at least ten percent of all patients treated at hospitals
in Europe suffer from an adverse event (AE), including adverse drug events
1 https://www.i2b2.org/NLP/HeartDisease/PreviousChallenges.php
2 http://computationalmedicine.org/catalog
3 http://www.physionet.org/physiotools/deid
4 http://bionlp.utu.fi/clinicalcorpus.html
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(ADE), healthcare associated infections (HAI), fall injuries and bedsores – in
total three million patients yearly [27]. Such AEs prolong the treatment of the
patient, cause suffering for the patient, and is costly for society. In Sweden, with
its ten million inhabitants, it is estimated that AEs are responsible for 750,000
extra healthcare days at the hospital, costing an additional of 700 million euros
yearly, without taking into account the suffering of the patients [45]. Therefore,
detecting AEs is a cricital issue in healthcare.

The Stockholm EPR Corpus at Stockholm University has been used for sev-
eral research projects that are of practical importance for healthcare. These
projects have included work on HAI detection, detection of ADEs in a post-
marketing setting, text simplification of the EHRs for laypeople, automatic ICD-
10 diagnosis code assignment, mining of cancer records and pathology reports
for future improvement of cancer screening, and co-morbidity studies.

For the successful development of such applications, basic text processing
tools are needed. Clinical notes in EHRs are difficult to process for several rea-
sons: they contain a large amount of misspellings, non-standard words and ab-
breviations, incomplete sentences, and medical jargon. Therefore, we have devel-
oped a set of basic tools to process clinical text written in Swedish. These include
factuality level classification [58, 61], negation detection [46], spelling error de-
tection [10], abbreviation normalization, [28, 32, 57], named entity recognition
[48, 17], as well as tools for expanding medical vocabularies [16, 24, 47, 23].

We have also initiated studies on characterizing the domain-specific language
in this type of text [49], and performed studies on how well general language
tools and techniques work on clinical notes, such as syntactic parsers [14] and
distributional semantic models [15] – studies that are important for the future
development of tools adapted for this domain.

The development of these tools have also involved the creation of seven ref-
erence standards, manually annotated for de-identification (of protected health
information), factuality levels of diagnostic expressions, clinical named entities,
indications and ADE relations, cervical cancer symptoms, classifications of HAI
(healthcare-associated infections) and clinical abbreviations. Many of the above
mentioned tools are trained on the annotated corpora. We would like to share
these valuable resources with other researchers.

3.1 Automatic surveillance of healthcare-associated infections

A healthcare-associated infection (HAI) is an infection obtained by a patient dur-
ing healthcare treatment. There is a requirement to report annually the number
of HAIs in each hospital, which is currently carried out in one of two ways: by
compulsory reporting of HAI cases, but also through so called Point Prevelance
Measurements (PPMs), which are carried out twice a year at all hospitals in
Sweden. PPMs are conducted manually by assessing all the patients admitted
on one particular day and deciding whether those patients have suffered from
a HAI or not. The estimates obtained through PPMs are not very reliable due
to the limited sample size: only 1-2% of all patients admitted during a year are
analyzed. Measurements made more frequently would give healthcare insitutions
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a better instrument for surveillance, as well as facilitate the evaluation of actions
performed to reduce the number of HAIs.

We have developed several prototype tools for detecting HAIs in EHRs. One
machine learning based tool, Detect-HAI, analyzes the clinical notes in a pa-
tient’s health records automatically deterimines if the patient has potentially
suffered a HAI or not. The selected patients can thereafter be assessed by a clin-
ician. The tool is trained on health records that have been manually annotated,
or classified, by a physician. The system has access to the clinical text, body
temperature, drug lists and microbiology reports; it obtains 87% recall and 83%
precision using the random forest algorithm [11]. In another approach, rule- or
knowledge-based systems are developed for for specific HAI diagnoses, initially
focusing on urinary tract infections [56] and bacteriemia [31].

In Figure 1 a tentative system for HAI surveillance is depicted. The sys-
tem follows the patient between caregivers, utilizing the fact that the Swedish
health-care system is connected throughout the country, which means that the
measurements can be carried out centrally by pulling information out of several
EHR systems and pushing back risk assessments.

Fig. 1. A tentative system for monitoring and calculating Healthcare-Associated In-
fections (HAI) - HAI-Surveillance, but also for predicting patients with possible HAIs -
HAI-Decision. Information is collected to produce statistics, but also to produce warn-
ings and alerts to clinicians treating patients at healthcare units. The system could be
used centrally in Sweden using the county councils’ joint service platform and intranet.
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3.2 Detection and exploration of adverse drug events

Adverse drug events constitute the most common form of iatrogenic injury, caus-
ing approximately 3.7% of hospital admissions worldwide [26], and one of the
most common causes of death: in Sweden, they have been identified as the sev-
enth most common cause of death [64]. The safety of drug is thus a major public
health issue, necessitating their continuous monitoring, including post market-
ing due to the unavoidable limitations of clinical trials in terms of duration and
sample size (number of patients). This activity, known as drug safety surveillance
or pharmacovigilance, primarily relies on collecting information voluntarily re-
ported by clinicians or users of the target drugs. Such individual case reports,
however, come with severe limitations, such underreporting and low reliability
[12]. In recent years, alternative sources for pharmacovigilance have emerged,
including EHRs, which have the distinct advantage of containing longitudinal
observations of the treatment of patients, including their drug use. To address
the underreporting of ADEs and thereby support pharmacovigilance, predictive
modeling can be leveraged to create systems that can detect ADEs on the basis
of patient-specific EHR data [30, 67, 66].

EHR data can also be used for data exploration and testing hypotheses with
respect to, for instance, ADEs [22]. aDEX is an example of an exploratory data
analysis tool for investigating ADEs, currently using health records over a two-
year period (2009-2010). With the tool, one can create case and control groups
to compare, e.g., patients who have experienced a specific ADE to patients who
have not. Using disproportionality analysis methods, which calculate how much
an event deviates from what is expected, one can identify drugs that seem to
have the largest risk of causing the ADE. Figure 2 displays a screenshot of aDEX.

Fig. 2. Screenshot of aDEX - an exploratory data analysis tool for investigating adverse
drug events, (for more information see http://people.dsv.su.se/˜isak-kar/adex/).
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3.3 Diagnosis code assignment

Assigning diagnosis codes that correspond to a given disease or health condition
is necessary in order to estimate the prevalence and incidence of diseases and
health conditions, as well as monitor differences therein over space and time.
For such statistics to be, to some degree, comparable, a standard known as the
International Statistical Classification of Diseases and Related Health Problems
(ICD),[65], created by the World Health Organization, is in use. The process
of assigning diagnosis codes is generally carried out by either expert coders
or physicians. In both cases, diagnosis code assignment is expensive and time-
consuming, yet essential. According to one estimate, the cost of diagnosis coding
and associated errors is approximately $25 billion per annum in the US [41]. The
Swedish National Board of Health and Welfare also estimates that 20 percent of
the assigned ICD-10 diagnosis codes are erroneous [50].

It is not surprising, then, that efforts have long been made to provide computer-
aided diagnostic coding [52, 41]. Using the Stockholm EPR Corpus, we have ex-
plored the repurposing of distributional semantics – i.e., models of word meaning
that exploit word co-occurrence patterns in large corpora to obtain estimates of
semantic similarity between words [5] – for the task of recommending diagnosis
codes to assign to a care episode [21, 18–20]. This approach leverages historical
encoding of diagnoses and the words used in the clinical notes of the correspond-
ing care episodes to create a predictive model that recommends possible diagnosis
codes to assign to a new care episode on the basis of the data – primarily in the
form of free-text – that is available for that care episode.

3.4 Text mining in the cancer domain

Cervic al cancer is a disease that is treatable with a high success rate in its
early stages, but with few early symptoms. In later stages, it is a serious illness,
causing around 180 deaths in Sweden yearly [3].

An infection with a human papiloma virus (HPV) is necessary for the devel-
opment of cervical cancer [62], and as vaccines against HPV types 6, 11, 16 and
18 provides a high degree of protection against infection, vaccination programs
are belived to reduce the cases of cervical cancer [38]. Since screening with pap
smears, where women are investigated for pre-cancerous changes, have been im-
plemented, the number of cervical cancer cases has nearly halved in Sweden [3].
However, not all women take part in screening and other methods of finding
early symptoms would therefore be valuable.

Health records contain a patient’s medical history, the free text part of the
records can reveal what previous diseases and symptoms a patient has experi-
enced. By applying text mining methods on records of cervical cancer patients
early, possibly unknown symptoms can be found. These symptoms could be
of great value for detection of the disease. We have investigated symptoms de-
scribed in the health records of patients with a cervical cancer diagnosis from the
Stockholm EPR Corpus, by performing named entity recognition and negation
detection [63].
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Another area in the cancer domain where text mining can be of value is
the transferral of free text information in pathology reports into structured
databases. Pathology reports describe tissue samples and can contain both macro-
scopic and microscopic observations and a possible diagnosis for a patient with
known or suspected cancer [39]. Several studies have been performed on text
mining of pathology reports, where the aim has been to transfer the free text
data into structured format [51]. Manual transferal of pathology reports can be
expensive and time consuming, for example, at Kreftregistret in Oslo (Cancer
Registry of Norway), 20-25 human coders are working with manually trans-
ferring the pathology reports produced in Norway to a database. Text mining
techniques can be used to automatize the transferral, completely or partly, to
the data database.

3.5 Temporal modeling of clinical events

Temporal information is a crucial aspect for developing accurate models of e.g.
disease progression and treatment effects. For instance, knowing that a particular
symptom occured before or after a patient was treated with a specific medication
alters the conclusions that can be drawn from how well a medication worked for a
particular problem. Time information can be extracted from EHR data through
document timestamps and other structured information, but is often also doc-
umented in free text. To be able to extract time information from narratives,
usually three steps are required:

1. extracting temporal expressions denoting specific points in time (today, two
years ago, a while back, at 6 AM)

2. extracting the clinically relevant events (infection, antibiotics, surgery)
3. ordering these in time (infection before surgery).

This is a challenging natural language processing task that has been subject
of several research studies on English clinical text [53, 4, 35, 54, 42]. Work on
creating systems for temporal information extraction for Swedish clinical text is
ongoing [59]. After successful temporal modeling of information in clinical notes,
patient trajectories and visualized timelines can be created, to be further used in
applications such as summarization tools [25] or for enriched predictive analysis.

3.6 Text simplication of clinical narratives

An area of increasing importance is also patient engagement and involvement. In
the future, patients themselves will most likely take a more active role in their
own healthcare process. This is already the case in some areas, through, for
instance, systems for self-monitoring of measurement values and self-treatment
guided by remote healthcare contact. There is also political incentives and leg-
islation in Sweden that describe how healthcare is to be transparent and un-
derstandable for patients. One aspect with healthcare documentation is that it
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is very specialized and complicated – an aspect that is necessary for the com-
munication among healthcare professionals in order to ensure preciseness and
detail. However, this means that the documentation is difficult to understand
for a layperson – e.g., a patient wanting to read her own medical records. One
way of bridging this gap would be to provide patients with a simplified version
of the medical records, where technical jargon and domain-specific vocabulary
is translated, or converted, to language that does not require medical expert
knowledge. We have performed several studies in this area, in particular in the
radiology domain. In collaboration with the Center for Easy-to-Read (Centrum
för Lättläst, in Sweden), we have analyzed which aspects of clinical documenta-
tion are central to target for the creation of simplified "translations", we have
also studied and identified linguistic features that are characteristic for this type
of documentation [49]. Moreover, we have developed a pilot tool for handling
medical abbreviations [28, 32, 36], initiated work on lexical simplification [13],
and conducted interview studies with patients to identify which aspects of clin-
ical documentation are difficult to understand from their perspective [1].

3.7 Comorbidity analysis

Comorbidity is the presence of one or more additional disorders (or diseases)
co-occurring with a primary disease or disorder. In the current prototype Co-
morbidity view5, researchers can inspect what comorbidities, based on assigned
ICD-10 diagnosis codes from the Stockholm EPR corpus, a group of patients
have. The case group can be selected based on, for instance, gender and age.

Figure 3 shows a screenshot of the current Comorbidity View demonstrator,
displaying a group of patients from a subset of the database (2006-2008) who
have at least two ICD-10 diagnosis codes. An early version of the demonstrator
is described in Tanushi et al. [55].

4 HEALTH BANK – An Envisioned Infrastructure for
EHR Data Access

We have hitherto been successful in organizing and utilizing our EHR database
for research, as described above; however, the database is currently far from
being utilized to its full potential. To fulfill our vision of facilitating the develop-
ment of useful data science applications in the healthcare domain, our goal is to
provide access to this data, in a refined form, to both researchers and suppliers of
healthcare-related IT tools. To provide the data on a large scale in a sustainable
manner, there is a need for an infrastructure, the details of which are described
below. The intension is that this infrastructure – the Swedish Health Record
Research Bank (HEALTH BANK) – will provide a workbench for data science
application development in the healthcare domain. We believe that HEALTH
BANK will attract researchers and IT entrepreneurs from around the world to
5 http://www2.dsv.su.se/comorbidityview-demo/
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Fig. 3. Screenshot of the Comorbidity View demonstrator applied on 605,587 patient
records encompassing the years 2006-2008. The rectangles represent the number of pa-
tients that have the same group of ICD-10 codes. The lines, together with the thickness
of the lines, connect the number of patients that have the same pairs of diagnosis codes.

promote the growth of the industry around data-intensive IT solutions in health-
care. Making this valuable resoure readily available will moreover give Sweden
a competetitive advantage, while hopefully leading to more countries following
suit in taking similar iniatiatives in the endeavor of improving healthcare.

4.1 Technical solutions

The HEALTH BANK infrastructure requires a technical solution that conve-
niently provides access to the EHR data to the various intended users, while
doing so in a secure fashion, which is critical given the inherently sensitive na-
ture of the data. The infrastructure will be designed as a pipeline, allowing the
user to select the data it wants and to obtain the data via e-access in a form
that fits the user’s needs (see Figure 4). An important prerequisite is thus that
the entire database is appropriately preprocessed and indexed to ensure that the
required information can be readily extracted. There will essentially be two ways
of accessing EHR data from HEALTH BANK:

1. Through standard web-based access, where users without ethical permission
can analyze the data from different views and/or download aggregated data
at levels encompassing at least one hundred patients. This will allow us to
provide users with secure access to de-identified data. For these purposes,
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we plan to make the previously described aDEX and Comorbidity View6

available.
2. Through an encrypted e-connection, where users with ethical permission can

download non-aggregated data, including sensitive text7.

Fig. 4. The proposed technical solution that provides access to HEALTH BANK in a
pipeline fashion. The physical switch shows that there is no Internet connection to the
sensitive EHR text except for when it is downloaded by a user with ethical permission.

As there is a great demand to link different health registers, such as biobanks
and cancer registers, with healthcare data8, we envision linking these data sources
to create added value. We also plan to add primary care data to the already ac-
quired hospital care data. This will allow researchers to follow patients through-
out the, sometimes elaborate, healthcare process.

4.2 Ethical considerations

We are aware of the profound ethical challenges involved in having access to a
large repository that contains information that, if it ends up in the wrong hands,
6 We plan to extend the Comorbidity view demonstrator to encompass the entire
database and to include more functionality, e.g., by adding diagnosis expressions
mined from clinical notes (similar to Roques et al. [43]).

7 Although the data has already been de-identified in the sense that social security
numbers and names in structured fields have been removed/replaced, the clinical text
may contain names of, e.g., relatives to the patient or phone numbers. Regarding
the sensitive nature of clinical text in the Stockholm EPR Corpus, several studies
have been carried out [60, 9]

8 http://www.nordforsk.org/en/news/report-on-nordic-registers-and-biobanks-
launched
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can cause suffering for the individual patients. For this reason, it is vital that we
continue, as we have been, to communicate with the ethical review board (Re-
gionala etikprövningsnämnden i Stockholm) regarding our research initiatives.
Approval from the ethical review board needs to be obtained before carrying out
new research or giving access to the Swedish Health Record Research Bank.

We have hitherto obtained seven ethical permissions from the regional eth-
ical board for five different research projects that have been carried out both
internally, together with other Swedish universities, and externally, in a research
network (HEXAnord) and a center of excellence (NIASC), both in a Nordic con-
text. One of the ethical permissions has an amendment, allowing us to share one
hundred de-identified and pseudonymised health records, in the framework of a
shared task, with other researchers affiliated to an academic institution. These
hundred records are described in Alfalahi et al. [2]. We are moreover in contin-
uous contact with the chief medical officer of Karolinska University Hospital on
these matters.

When providing access to sensitive data to a larger group of people, as
HEALTH BANK is intended to do, it is important to have guidelines that de-
scribe how to conduct research with EHR data. These guidelines should describe
various technical details, known problems and solutions, and, perhaps most im-
portantly, how to write applications to the ethical review board: what the con-
tents of such applications should be and a description of the required steps for
applying for ethical permission.

HEALTH BANK will moreover comply with applicable legal requirements
and generally accepted standards. For information security and protection of
patient data, such as:

• Patientdatalag (2008:355), in applicable parts
• Personuppgiftslag (1998:204)

For information security standards, such as:

• ISO/IEC 27001, requirements for information security management system
• ISO/IEC 27002, information security standard

The security of the infrastructure’s technical components will be designed in
accordance with internal and external security requirements with respect to the
risks involved. The security of the infrastructure will moreover be audited on a
regular basis. In addition to addressing information security concerns, there will
be a reference group that will discuss any issues that may arise in relation to
how data is made available through HEALTH BANK. This reference group will
consist of medical experts, researchers, system developers, suppliers of health
management systems and patient organizations.

4.3 Potential users

We believe that interest in HEALTH BANK would be substantial and the num-
ber of potential users large. In the eight years (2007-2015) that we have had ac-
cess to EHR data, albeit in a significantly more limited setting than is intended
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for HEALTH BANK, we have collaborated with numerous academic institu-
tions, hospitals and health organizations, pharmaceutical companies, healthcare
management system developers and patient organizations:

• Academic institutions: Stockholm University, Karolinska Institutet, Karolin-
ska University Hospital, Uppsala University, Gothenburg University, Uni-
versity of Borås, University of Turku, University of Copenhagen, DTU-
Danmarks Tekniske Universitet, NTNU-Trondheim, Vytautas Magnus Uni-
versity, Lithuania, UC San Diego and University of Utah, USA.

• We have also collaborated with several hospitals and organizations: National
Board of Health, (Socialstyrelsen), The Swedish Association of Local Author-
ities and Regions (Sveriges Kommuner och Landsting), Stockholm County
Council (Stockholms Läns Landsting), Östergötland County Council (Land-
stinget i Östergötland), Uppsala Monitoring Center (UMC).

• Moreover with several several companies: Astra Zeneca (pharmaceutical com-
pany), Capish Knowledge (database and software company), Pygargus (clin-
ical trials company), TakeCare Compugroup Medical (Electronic patient
records system company).

• Patient organizations as The Swedish Heart and Lung Association (Hjärt-
och Lungsjukas Riksförbund) och the Swedish Rheumatism association (Sven-
ska Reumatikerförbundet) and Swedish Patient Insurance (Landstingens Öm-
sesidiga Försäkringsbolag).

All of the above organizations are possible users of HEALTH BANK. In
addition to these, the following potential users have been identified: SciLife-
Lab (national center of Science for Life Laboratory), partners of SciLifeLab,
BBMRI.se (The Biobanking and Molecular Resource Infrastructure of Sweden),
and the Swedish node of the bioinformatics infrastructure ELIXIR, and part-
ners of NIASC (The Nordic Center of Excellence in Health-Related e-Sciences),
which aims to connect health records to biobanks and registries. Moreover, the
Vinnova funded project IntergrIT needs to develop tools to perform research
on EHR data. We also believe that HEALTH BANK has the potential to en-
courage entrepreneurs to start companies that focus on developing data science
applications in the healthcare domain.

5 Conclusions

We have here provided an overview of research conducted using a database of
electronic health records – the Stockholm EPR Corpus – demonstrating the po-
tential of exploiting and reusing such data to create data science applications
that are intended to support and, ultimately, improve healthcare. The ability
to develop such applications, which are often data-intensive, hinges to a great
extent on having access to data, which is currently challenging to obtain. To
realize the full potential of data science applications in the healthcare domain,
health record data needs to be made available to both researchers and industry
actors, such as system developers. To that end, we have outlined a vision to

Proceeding from CAiSE 2015 Industriy Track Copyright © 2015 held by the author(s) Krogstie, Juel-Skielse, Kabilan (Eds)



14

create an infrastructure, HEALTH BANK, around the Stockholm EPR Corpus,
effectively providing access to EHR data in aggregated as well as non-aggregated
form. However, making sensitive data available to the large number of potential
users requires paying careful attention to various ethical issues and complying
with information security standards and regulations: HEALTH BANK will make
data available in a ready and secure fashion. Supporting users with practical,
legal and ethical guidelines, to perform high quality research. We believe that
HEALTH BANK, by providing a workbench for system development, will pro-
mote a growing industry around the creation of data science applications in
healthcare.
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