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Abstract—Recent years have seen considerable progress in
the deployment of ‘intelligent’ communicative agents such as
Apple’s Siri, Google Now, Microsoft’s Cortana and Amazon’s
Alexa. Such speech-enabled assistants are distinguished from the
previous generation of voice-based systems in that they claim
to offer access to services and information via conversational
interaction. In reality, interaction has limited depth and, after
initial enthusiasm, users revert to more traditional interface
technologies. This paper argues that the standard architecture
for a contemporary communicative agent fails to capture the
fundamental properties of human spoken language. So an al-
ternative needs-driven cognitive architecture is proposed which
models speech-based interaction as an emergent property of
coupled hierarchical feedback control processes. The implications
for future spoken language systems are discussed.

I. INTRODUCTION

The performance of spoken language systems has improved
significantly in recent years, with corporate giants such as
MicroSoft and IBM issuing claim and counter-claim as to
who has the lowest word error rates. Such progress has con-
tributed to the deployment of ever more sophisticated voice-
based applications, from the earliest military ‘Command and
Control Systems’ to the latest consumer ‘Voice-Enabled Per-
sonal Assistants’ (such as Siri) [1]. Research is now focussed
on voice-based interaction with ‘Embodied Conversational
Agents (ECAs)’ and ‘Autonomous Social Agents’ based on
the assumption that spoken language will provide a ‘natural’
conversational interface between human beings and future (so-
called) intelligent systems – see Fig. 1.

Fig. 1. The evolution of spoken language technology applications.

In reality, users’ experiences with contemporary spoken
language systems leaves a lot to be desired. After initial
enthusiasm, users lose interest in talking to Siri or Alexa,
and they revert to more traditional interface technologies [2].
One possible explanation for this state of affairs is that, while

component technologies such as automatic speech recognition
and text-to-speech synthesis are subject to continuous ongoing
improvement, the overall architecture of a spoken language
system has been standardised for some time [3] – see Fig. 2.
Standardisation is helpful because it promotes interoperability
and expands markets. However, it can also stifle innovation
by prescribing sub-optimal solutions. So, what (if anything)
might be wrong with the architecture illustrated in Fig. 2?

Fig. 2. Illustration of the W3C Speech Interface Framework [3].

In the context of spoken language, the main issue with the
architecture illustrated in Fig. 2 is that it reflects a traditional
stimulus–response (‘behaviourist’) view of interaction; the
user utters a request, the system replies. This is the ‘tennis
match’ analogy for language; a stance that is now regarded
as restrictive and old-fashioned. Contemporary perspectives
regard spoken language interaction as being more like a three-
legged race than a tennis match [4]: continuous coordinated
behaviour between coupled dynamical systems.

II. TOWARDS A ‘COGNITIVE’ ARCHITECTURE

What seems to be required is an architecture that re-
places the traditional ‘open-loop’ stimulus-response arrange-
ment with a ‘closed-loop’ dynamical framework; a frame-
work in which needs/intentions lead to actions, actions lead
to consequences, and perceived consequences are compared
to intentions/needs (in a continuous cycle of synchronous
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Fig. 3. Illustration of the proposed architecture for a needs-driven communicative agent [7].

behaviours). Such an architecture has been proposed by the
author [5], [6], [7] – see Fig. 3.

One of the key concepts embedded in the architecture
illustrated in Fig. 3 is the agent’s ability to ‘infer’ (using
search) the consequences of their actions when they cannot be
observed directly. Another is the use of a forward model of
‘self’ to model ‘other’. Both of these features align well with
the contemporary view of language as “ostensive inferential
recursive mind-reading” [8]. Also, the architecture makes
an analogy between the depth of each search process and
‘motivation/effort’. This is because it has been known for
some time that speakers continuously trade effort against
intelligibility [9], [10], and this maps very nicely into a
hierarchical control-feedback process [11] which is capable of
maintaining sufficient contrast at the highest pragmatic level of
communication by means of suitable regulatory compensations
at the lower semantic, syntactic, lexical, phonemic, phonetic
and acoustic levels.

As a practical example, these ideas have been used to con-
struct a new type of speech synthesiser (known as ‘C2H’) that
adjusts its output as a function of its inferred communicative
success [13], [14] – it listens to itself!

III. FINAL REMARKS

Whilst the proposed cognitive architecture successfully cap-
tures some of the key elements of language-based interaction,
it is important to note that such interaction between human
beings is founded on substantial shared priors. This means
that there may be a fundamental limit to the language-based
interaction that can take place between mismatched partners
such as a human being and an autonomous social agent [15].
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