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Abstract. This paper provides anatomy, models and functionalities of a
DBMS-based systems for integrating Grids and Clouds. Our study starts
from recognizing the similarity of some axioms of Grid and Cloud com-
puting, still being these computational paradigms very different for what
regards both computing and economic models. Our proposed system is
centered along a well-designed DBMS schema that allows to obtain a
seamless integration between Grids and IaaS Cloud providers. The pa-
per details how images from a Cloud environment are deployed in reply
to a specific task execution invoked from the (integrated) Grid environ-
ment, as well as other essential components of the proposed architecture
(e.g., resource access and grant, user authorization, resource discovery
and sharing, job and task management and distribution, integration with
other computational platforms, and so forth).

1 Introduction

Nowadays two trends are evident in the way the computational resources are or-
ganized and managed to provide users the computing infrastructures adequate
for the emerging computing needs. On the one hand, virtualization technologies
are massively adopted, based on more and more powerful Cloud systems (Open-
stack, Opennebula, Eucaliptus, etc.), along with systems for deploying virtual
machines and all technologies related to the Cloud scenario. On the other hand,
it is clear that in order to increase the performances of the computing systems the
best way is to adopt heterogeneous architectures, specializing them on the basis
of the requested type of computation from the users. Examples of this type are
the usage of GPUs for the fast solution of different problems in computer science
like graph analysis [9], cryptography [19,29,30] or computational logic[16], the



development of innovative architectures, like the Parallella board[24], and the
adoption of Field-Programmable Gate Array (FPGA) device as a computing
resource[20, 12]. Cloud and Grid computing share some essential driving ideas
which led to the construction of both large scale federated Grid infrastructures
which can be summarized as follows: () bring the promise of encapsulating the
complexity of hardware resources and make them easily accessible by means of
high-level user interfaces; (i) address some form of the intrinsic scalability issues
of large scale computational challenges; (7i4) cope with the need of resources that
cannot be hosted on premises.

However, the key differences between Grids and Clouds concern abstractions
and compute models adopted by both paradigms [18]. It can be said that Grids
are built “bottom up” and are concerned more with federation of static exist-
ing resources that typically are legacy clusters built around a Local Resources
Management System (LRMS) that exploits the Batch computing model.

The development of applications for Grid environments requires the knowl-
edge of the Grid infrastructure abstractions. This process, aimed at enabling
the application to run in such environments, is in fact called “Grid-enabling”
and can be rather complex [17]. On the other hand, Cloud users can choose
their own compute model, leveraging more general (without the needs of a fine
tuning of the environment) interfaces that often lead to simpler interaction and
application development [27].

As sketched before, there are several problems that do not play nicely with the
heterogeneous nature of aggregated resources in Grids. For example, many scien-
tific applications need different environments (operating systems, libraries) and
hardware (i.e., Multicore Processors, FPGA, GPUs, etc.). From a Batch point
of view this represents a set of requirements influencing scheduling decisions
for both top and local level resource managers. So the Grid sites heterogeneity
plays a central role in job distribution (workload) among sites that match the
aforementioned requirements.

Furthermore the Grid workload can be often unpredictable and subject to
burst increase, that lead to unbalanced distribution in resource usage, and even
deterioration of QoS. In this context the Grid workflow represents a weak point
for the Batch model in which resources are often statically managed and parti-
tioned, and cannot be adapted in advance to meet possible requirements. More-
over the use of Clouds could allow the extension of private resource pools in
number and typology with positive effects on Quality of Service (QoS).

So why do not dismiss Grids and adopt Cloud solutions? There are several
reasons: it is not yet clear how some critical issues (data management, security,
etc.) are to be dealt with in the Cloud era, while in Grid are well-established.
Furthermore, the costs of an eventual shift in technology must be thoroughly
investigated. A more reasonable approach is an integration process that combines
the features of both.



2 Integration Opportunities

Before the Cloud era, even if these issues were addressed in various works[10, 28,
21], the proposed solutions were often heavy customized and too tightly depen-
dent on particular technological choices.

With the success of Cloud computing through the spread of IaaS providers [7,
2,3], the development of interfaces for the simplification of virtual management
[4,6] and related libraries (i.e.,[5,1], etc.) paved the way to several possibilities
for Grid and Cloud integration. As a matter of fact, even if Cloud solutions have
been, since their first definition[13], primarily driven by business motivations,
the IaaS service model seems to respond to some of the Batch model issues and
can overcome them with both on-demand and adaptive characteristics.

To the best of our knowledge there are three approaches of site-level integra-
tion between the Batch oriented Grid compute model and the service oriented
nature of Clouds.

Grid over Clouds. According to this alternative, a whole Grid site is built on
top of a public/private Cloud. Through this schema, the Grid infrastructure can
be built by instantiating resources according to the real needs of the users. In
[8], the authors provided a “Grid as a service” tool in order to create new Grid
sites, or to add computational resources to existing Grid sites by exploiting a
Platform as a service (PaaS) approach. Similar approach is also adopted in [23].

Hybrid with Batch-Dependent Cloud-Enabled LRMS. In this model a
single local Batch system is used to schedule the jobs on a pool of dynamically
provisioned resources either on premises or public/private Clouds. For example,
in [26], the authors described a solution which enables building dynamical envi-
ronments through Grid jobs or local Cloud jobs. The solution proposed is built
around the LRMS which handles each request. This approach presents manifold
limitations. The main drawbacks are the following: ) the solution is strongly
dependent on a particular technology adopted (i.e. LRMS requires customiza-
tions); 4¢) the approach is not elastic[11] since it enables the spawn of a virtual
environment on local resources only.

Hybrid no Batch-Dependent. In this model the local Grid site spawns re-
sources (even whole clusters) on public/private Clouds on the basis of the jobs
requests. The integration is done at the Computing Element level. In this way,
several computational resources (i.e. resources available on other computational
centers) can be exploited by a fine grained control over virtual instances. In
[29], the first solution based on Cloud-over-Grid approach was presented. The
authors also validated their solution providing to Grid users special virtual com-
putational resources as GPUs.

The last two approaches can be also identified as two types of “Cloud-over-
Grid”. In the present work, we describe our solution, that may be used to imple-
ment any of the described hybrid approaches with the special attention to the
no Batch-dependent model.



3 System Anatomy

The proposed system is based on the adoption of Cloud systems to enable the
Grid sites to provide to the users a set of non-traditional resources, like the
aforementioned ones and dynamical environments. As an example a Grid user
may request to run in a server equipped with a given GPU, or with a particular
software library installed or operating system.

Our system has been designed according to the Unix principles: each compo-
nent is autonomous, independent from the others, specialized in carrying out a
named task in a simple way. According to this approach we have chosen to use
tags for cataloging the virtual machines that have a certain type of hardware
features (such as a named architecture, hybrid systems, GPU, etc.) or software
(operating systems, special libraries installed). These tags are published using
the standard techniques of the Grid environment, as features implemented and
published by a particular site, and which can be specified as requirements by the
users when submitting a job. In this way, the Grid information system enable
the users to submit jobs requiring special environments, provided only by some
Grid sites.

In Figure 1 the project logical schema is sketched. Our solution in built
around a DBMS that plays a central role since it contains the configuration of
the system, in terms of the connected clusters, the Cloud systems, and their
environments and status. The architectural workflow of our solution is imple-
mented by different agents connected to the DBMS each performing a specific
action; they will be described in detail later.

GRID jobs GRID Information
requirements systems

BDII

DBMS

=

Batch Systems | | Cloud Controllers | [Comput,
Nodes
Scheduler Control interface

Fig. 1. Description of the Proposed System

In the remaining part of this paper we will use the following terms, and
corresponding meaning:

Computing Element (CE): is the set of resources made by the Gatekeeper and
the Cluster.



Gatekeeper: is the system that provides the gateway through which the Grid
jobs are submitted to the Batch system running on the local farm nodes;
Cluster: it is a Grid enabled Cluster, i.e. a bunch of Worker Nodes (WNs),
connected to a Computing Element (CE) and connected to the Grid system.
When referring to Clusters we will mean the Cluster Resource Manager.

Cloud: it is a Cloud infrastructure with a Cloud controller like OpenNebula,
OpenStack or Eucalyptus.

Computational node: a single server used as target of the incoming Grid job
without the use of a Batch system or a Cloud System.

Cloudtag: Tag used to mark the images and to organize the infrastructure re-
sources.

4 DBMS Structure

The information about Clusters and Clouds is collected on a DBMS system. From
implementation point of view we have chosen PostgreSQL for this purpose. The
informations have been divided into four logic blocks, each one mapped to a
DBMS schema:

The capabilities schema contains informations about the Clusters, Cloud Con-
trollers and Virtual Machine images known to the system. It also contains the
information about tagging the Virtual Machine images to publish this informa-
tion through to Grid information system.

The needs schema contains a live view of the cloudtag needed by clusters.

The fulfillments schema contains a live view of the cloudtag offered by Cloud
systems.

The running schema contains the list of the running jobs, with related details.

4.1 The Capabilities Schema

The capabilities schema contains the information related to the composition of
the various systems. Each software component reads from the DB the necessary
information, since the capabilities schema contains all the information related to
the structure of the system. The information contained in this schema concern
the Cloud, Clusters, Gatekeepers, the Computational nodes connected to the
system, and, more important, the Virtual Machine images.

Information on the Active Cloud Systems The table clouds of the ca-
pabilities schema traces the following information related to the active Cloud
systems: (4) type of Cloud system (i.e.: OpenStack, OpenNebula or Eucaliptus);
(#) the description of the Cloud system; (éii) the information on how to interact
with the system, which may, or may not, contain authentication information.



Information on the Active Clusters The table clusters of the capabilities
schema traces the following information related to the Batch system of the active
Clusters: (7) type of Cluster’s Resource Manager (Torque/MAUI, LFS etc); (i)
the description of the Cluster; (éii) the optional information on how to interact
with the Batch system of the Cluster.

Information on Gatekeepers The table gatekeepers of the capabilities schema
traces the information related to the Gatekeepers of the active Grid nodes. In
particular, the more important information are: (i) gatekeeper information and
the Information System of the Grid site; (i) description of the Grid site; (ii7) the
optional information on how to access the Gatekeeper and/or the Information
System.

It is relevant to notice the reason why we implemented two separate tables,
one for Gatekeepers and one for the Batch Systems, even if the Grid site is
the same, then the CE is listed in the gatekeepers table and the Batch System
in clusters table. We kept separated the two tables because we want to stress
the fact that the job path, and the related sequence of events and actions, are
different if they are under the control of a Batch System or not.

Information on Standalone Computational nodes The table compnodes
of the capabilities schema traces the information related to the access to Com-
putational nodes capable of executing jobs. They represent the real or virtual
machines not connected to a Batch System, we want to include in our System.
The most relevant information are: (i) node type; (it) operating system; (i)
information related to the access to the node.

Virtual Machine Images A job can be received by a Gatekeeper or by a Batch
System and sent to a virtual resource (Cloud) or on a standalone Computational
node. The aforementioned resources can be of two types: those that require the
fulfillment of a need (Gatekeepers and Clusters) and those that satisfy the need
(Clouds and Computational nodes). The association between requests to meet
and who can satisfy them is performed inside the table images.

The possible job flows originated by this schema are four and they are de-
scribed in Table 1.

Table 1. Possible Job Flows

Component|Target

Gatekeeper |Cloud

Gatekeeper |Computational node
Cluster Cloud

Cluster Computational node




The single flows will be discussed in the next sections. The table images
contains the couple of values Component from which the job is coming and
Target, indicating the job flow in the system, the tag that will be published by
the Grid Information System in order to notify the presence of the resource, and
a series of information related to the possibility of creating multiple instances. In
particular, are advised the following information: (i) how many instances may
be generated (for a single computational node this value is 1); (i7) number of
jobs per instance; (444) magnitude and boundaries of the instances; (iv) waiting
time before destroying the images.

4.2 The Needs Schema

In the needs schema the software agents running on Clusters and/or Gatekeepers
connected to the system, maintain the status of requests to be satisfied. Each
agent has associated a table containing the list of jobs with the related cloudtags.
The job listed in such tables are all waiting jobs. Running jobs are listed in the
running schema.

4.3 The Fulfillments Schema

In the fulfillments schema are instead listed the resources available to satisfy the
requests, so that the systems may know for each cloudtag where is located the
Cloud or the Computational node.

4.4 The Running Schema

We included in the system also the running schema having the purpose of storing
the state of running resources.

5 Conclusions and Future Work

In the present work, we have figured out different integration strategies which al-
low a simple interoperability between Batch-oriented and Service-oriented com-
puting models, namely Computational Grids and Cloud Computing. We pro-
vided a straightforward implementation of one of the proposed strategies.

The work may be extended in several ways. The DBMS may be removed from
the architecture and the system may be re-engineered to be fully distributed
adopting for example the protocol 9P described in [25]. Furthermore we can
explore innovative approaches for data and big-data management. In this respect,
some interesting directions to be taken into consideration are: (i) fragmentation
issues (e.g., [14]); (i1) uncertain data management issues (e.g., [22]); (i) general
big data management issues (e.g., [15]).
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