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Abstract. We present a systematic literature review applied to the last
twenty years of research in the area of schema discovery (also known
as schema inference, or schema extraction) applied to semistructured
data. Our survey characterizes the different objectives, methodologies,
and evaluations that are described in the literature. We present the pre-
liminary findings of our analysis and make observations that can benefit
future research and development efforts in the area.

1 Introduction

Semistructured data formats have enjoyed increased adoption for more than two
decades. These flexible formats have several practical applications, including
data exchange, Web APIs, and data storage. While the XML standard quickly
become the dominant format two decades ago, recent years have seen JSON
emerge as a popular API and storage format. Key characteristics of semistruc-
tured data are the co-existence of data and meta-data, and the flexibility to
support schema-less data, as well as schema validation in a variety of languages.
This meta-data flexibility has motivated multiple research efforts aimed at dis-
covering (or extracting, or inferring) schema from semistructured data instances.
Schema discovery has also been incorporated in a variety of semistructured data
management tools, and new scenarios and applications continue to emerge.

We believe that a systematic literature review of this area can contribute
to future research efforts, while also helping to inform data management tool
developers. Our survey characterizes the different objectives, methodologies, and
evaluations present in the literature of the last twenty years. This short paper
briefly describes the survey methodology in the next Section. The final Section
discusses the preliminary results of our systematic literature review.

2 Survey Methodology

Our approach follows the systematic survey methodology described in [1, 2]. This
Section describes the first two phases of the process; planning the review, and
conducting the review. The next Section reports the results.



2.1 Planning the Review

The first phase, review planning, consists of the following three activities.

Identifying the need for the review. As far as we know, there is no
comprehensive literature survey that synthesizes the knowledge developed over
the last two decades to address schema discovery in semi-structured data. We
believe that a systematic literature review shall shed light over a variety of issues
relevant to future schema discovery research and development efforts.

Formulating the research questions. Formulating one or more research
questions (abbreviated RQ) is a critical step in the systematic literature review
methodology we follow. Our study starts by focusing in the following research
question.

RQ:What are the objectives, methodologies, and evaluations that are present
in the schema discovery literature, applied to semistructured data formats (ex-
cluding schema discovery from web pages)?

Developing the review protocol. The review protocol defines the meth-
ods used during the execution of the systematic review (described in the next
Section).

2.2 Conducting the review

The second phase, conducting the review, is composed of two steps (search strat-
egy and study selection), described below.

Search strategy The search strategy objective is to find publications strongly
related to the RQ, while completing and capturing potentially reproducible bib-
liographic searches. The procedure consists of the following three steps.

Identify the search terms Search terms are formulated from the RQ, and
synonyms are incorporated (using the boolean OR, connector). In our study, the
search expression corresponds to ”schema discovery OR schema extraction OR
schema inference”.

Identify the literature resources The authors judgment selected five elec-
tronic bibliographic databases; ACM Digital Library, IEEE Xplore, Springer-
Link, Science Direct, Scopus. The authors consider that ACM (Digital Library),
IEEE (Xplore), Springer (Link), and Elsevier (ScienceDirect) are the main pub-
lishers (and corresponding bibliographic portals) of highly ranked journals and
conferences in the computer science area. The authors also consider that Sco-
pus, an abstract and citation database that indexes a broad set of sources, can
contribute by expanding the search space.

Conduct the search process The search process consists in submitting
the search expressions in each one of the five selected libraries, and storing all
the results obtained. This requires adapting the search expression (and choosing
appropriate advanced search options) for each portal interface.

Study selection The set of references obtained from the searches conducted
in all the libraries is filtered in various steps; duplicates are removed, the title
and the abstract of each paper is judged in order to discard out-of-topic papers,
and then inclusion and exclusion criteria is applied to obtain a refined set of



papers. The initial search returned 412 pertinent papers, of which 107 papers
were identified as duplicates, and therefore excluded, resulting in a set of 305
papers. Then, out-of-topic papers were discarded after reading their title and
abstract. Finally, inclusion and exclusion criteria were applied to further filter the
set of papers. The inclusion criteria consisted in only keeping computer science
papers related to the research question, which have been published between 1997
and 2017. Exclusion criteria consisted in filtering papers that are not writen in
english, or focused on HTML based sources or Deep Web. We excluded works
that deal with schema discovery from structured web pages since they have been
already reviewed in extent in the context of web mining tasks [3]. The outcome
of this selection process was 76 selected papers, and 229 excluded.

3 Review results and discussion

In this section we first define the criteria used to analyze the selected papers.
Then, we present the results of a preliminary analysis, which consists in applying
these criteria to a subset of 31 of the selected papers. Table 1 summarizes the
results of this analysis. Finally, we discuss on some interesting aspects observed.

The analysis criteria is organized in three aspects: the objectives of the paper,
the methodology outlined in the paper, and the evaluation strategy. We further
refine these aspects as follows:

— Objectives. We identify the problems and contexts addressed by the work.
We define four categories: concrete motivation and applications (OM), semistruc-
tured data formats supported (OF), schema languages supported for the
input (OSI) and the output (OSO). For example, observing the row cor-
responding to [4] in Table 1 we see that the motivation for extracting the
schema is to obtain a schema description in order to query data (OM), while
the addressed data format is JSON (OF), and JSON appears as the output
format used in the proposal (OSO).

— Methodology. This criterion focuses on the main characteristics of the
proposed solutions. The defined categories are: internal data representation
(MD), inferring attributes, related-entities, constraints, types (MI), software
environment and availability of an implementation (MS). Continuing with
the previous example, in Table 1, row [4], we find that the proposed solution
uses a graph as internal representation (MD), it infers attributes and data
types (MI), and the paper presents information about the implementation
(MS).

— Evaluation. This analysis aspect aims to answer how experiments were car-
ried out and how their results were studied and validated. For this purpose
the following categories were defined: quality measures for the result schema
(EQ), experimental input data (ED), experimental measures (EM), compari-
son with alternative solutions (EC), support for updates, appends, streaming
(EU), support for schema evolution (EE), and scalability of the solution and
parallelization (ES). Returning to our example in Table 1, in the row corre-
sponding to [4] we observe that the authors do not present quality measures



for the obtained schema (EQ), that they use real data in the experiments
(ED), that they measure the execution time of their process (EM), and that
they present a comparison with other solutions (EC). However, they do not
show experimentation about updates, appends, streaming or evolution in
schemas (EU and EE) and neither they carry out experiments on scalability
or parallelization (ES).

3.1 Discussion

Most of the selected works do not present a motivation for schema extraction,
they are only focused on the methodology. In some cases the motivation is the
need of an schema to improve data querying, to implement query verification,
or to manipulate data. Few works emphasize on the need for schema extraction
to check constraints.

Regarding data formats, most of the works use either XML, JSON, or RDF.
We observe that oldest data formats, such as OEM and XML, were object of
investigation in the 90s and the beginning of the past decade. In the current
decade JSON and RDF are the main objects of study. Most of the reviewed
solutions receive raw data as input (e.g., XML or JSON documents), while the
output format varies. In the case of XML data, the extracted schemas are often
presented as DTDs and XML schemas. In the cases of RDF and JSON, the
extracted schema often consists of a class structure.

Most of the reviewed works on JSON and XML use trees to internally rep-
resent the inferred schema, and also as output. In the case of RDF data tuples,
classes, and graphs are used, and there is not a clear preference.

Regarding on what the reviewed works produce, we observe that all the
proposals infer the structure of the schema, while 39% of them also infer data
types and 26% also infer related-entities.

In regard to the experimentation, we observe that most of the papers measure
the quality of the extracted schema. These evaluation is often carried out on real
data, while few works use synthetic data. Two metrics are frequently used to
evaluate the solutions: the effectiveness of the schema to evaluate the accuracy
of the proposed methodology, and the execution time to test its efficiency. Most
of the reviewed works (62%) do not compare their approach with others, and in
most of the cases scalability tests are omitted. A small portion of the literature
reviewed addresses evaluation. A similar comment applies to the availability of
tools and implementations.

Another significant point of analysis is the shortage of solutions that support
schema evolution, updates, appends or stream. This means that in most of the
algorithms proposed it is necessary to re-process all the database and infer a
new schema in order to keep it updated.
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