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Abstract. Lifelog data provide potential insight analysis and under-
standing about people in their daily activities. However, it is still a chal-
lenging problem to index lifelog data efficiently and to provide a user-
friendly interface that supports users to retrieve moments of interest.
This motivates our proposed system to retrieve lifelog moment based
on visual concept fusion and text-based query expansion. We first ex-
tract visual concepts, including entities, actions, and places from images.
Besides NeuralTalk, we also proposed a novel method using concept-
encoded feature augmentation to generate text descriptions to exploit
further semantics of images.
Our proposed lifelog retrieval system allows a user to search for lifelog
moment with four different types of queries on place, time, entity, and
extra biometric data. Furthermore, the key feature of our proposed sys-
tem is to automatically suggest concepts related to input query concepts
to efficiently assist a user to expand a query. Experimental results on
Lifelog moment retrieval dataset of ImageCLEF 2018 demonstrate the
potential usage of our method and system to retrieve lifelog moments.

Keywords: Lifelog Retrieval · Visual Concept · Visual Captioning ·
Text-based Query Expansion.

1 Introduction

With the increasing number of wearable cameras and smart devices, people can
easily capture their daily emotional and memorial events Besides visual data,
such as images or video clips, lifelog data [10] can be of different categories, such
as audio clips, GPS or biometric data (heart rate, galvanic skin response, calorie
burn, etc).

As a new promising trend for research and applications [6], lifelogging analysis
[10] to retrieve moments of interest from lifelog data helps people to revive
memories [18], verify events, find entities, or analyse people’s social traits[7].



There are two main problems for lifelogging analysis and moment retrieval:
(i) to analyze and efficiently index lifelog data, and (ii) to enhance usability
and ease-of-use for users to input queries and retrieve moments of interest. To
solve the first problem, we propose to extract concepts (entities and places) [24]
and generate text descriptions from images. Currently, we gather lifelog images
into visual shots but we still process each image independently. For the second
problem, we develop a lifelog retrieval system that supports four types of queries
(place, time, entity, and metadata)[24] and automatically suggests hints to users
the related concepts from an input query.

Comparing to our initial system [24], our current system for lifelog data pro-
cessing and retrieval has two main improvements to further exploit the semantic
from text descriptions for images. First, we propose a new method for text de-
scription generation based on the spatial attention model by Kelvin Xu et. al[25]
and the semantic attention model by Quanzeng You et. al[26]. Second, we de-
velop the related concept recommendation module into our retrieval system for
query expansion. From an initial concept, our system can automatically suggests
potential related concepts for users to expand the query with the expectation to
cover a wider range of retrieved results. Using our proposed method and system,
we achieve the score of 0.479 for Lifelog moment retrieval (LMRT) with Lifelog
data[6] in ImageCLEF 2018[15] , ranked second in the challenge of LMRT.

In Section 2, we briefly review recent achievements in Lifelog, place retrieval,
and visual instance search. Then we propose our method to offline process lifel-
ogging data in Section 3 and go deeply on image captioning in Section 4. Our
system to assist users to find a moment of interest based on an arbitrary query
is presented in Section 5. The conclusion and open questions for future work are
discussed in Section 6.

2 Related Work

The comparison on evaluating the effectiveness of information access and re-
trieval systems operating over personal lifelog data has been considered for a
long time. In 2012, the tasks in NTCIR-12 which are the first ones focus on
known-item search and activity understanding applied over lifelog data [8]. The
lifelog data is collected form 3 different volunteers wearing a camera to record
visual daily life data for a month. In addition, they also provide a visual con-
cept information using Caffe CNN-based visual concept detector. Because of the
large lifelog data, many different analytic approaches and applications have been
discussed in the workshop. The area of interest is widen to other aspect than the
origin information retrieval purpose [1, 9]. While some team focus on improve the
friendly UX/UI for an end-user, the others considered the crucial in privacy and
data security. In addition, the way for preservation and maintenance of lifelogs
is also discussed in the workshop.

Moreover, they keep on enrich the lifelog data by adding more information in
semantic locations like a cafe, restaurant and physical activity such as walking,
cycling and running in ImageCLEFlifelog 2017 [5]. The tasks on this lifelog data



are (1) retrieval task which is the evaluation on the correctness of returned image
followed several specific queries and (2) summarization task that summarize all
the images according to specific requirment.

Location plays an important role in Lifelog Moment Retrieval Task (LMRT)
that increases the accuracy of the whole system. In the task, the information
about a place is very important so it is better to retrieve as much as possible
diverse images. Duc-Tien et al. have introduced the method to deal with this
problem using the dataset collected on Flickr [4, 3]. The precision of the method
has improved up to 75%.

Sivic has introduced first Bag-of-visual-word (BoW) model which is on of the
most state-of-the-art approaches for video retrieval [23]. The model follows the
key assumption, which is the two similar images sharing the significant number
of local path matched against each other. In order to boost the performance of
Instance Search system, many techniques, such as RootSIFT feature [2], large
vocabulary [20], soft assignment [21], multiple detectors and feature combination
at late fusion, query-adaptive asymmetrical dissimilarities [28], are applied. In
this paper, we focus on baseline model of BOVW for easy of implementation
and better performance.

Word Representations in Vector Space is a problem that learns high-quality
distributed vector representations, capturing a large number of precise syntac-
tic and semantic word presentation [17, 16]. The state of the art is Word2Vec
which is based on Skip-gram model introduced by Mikolov et. al. They improve
the Skip-gram in time consuming by simplifying the ‘hierarchical softmax’ with
‘negative sampling’ and learning regular word representation.

Generating an natural language description for one specific image is chal-
lenging problem in Computer Vision. Although a lot of work concentrates on
labeling images with fixed set on visual categories, their drawback are relying on
hard-coded visual concepts and sentence templates that reducing complex visual
scene. To overcome this problem, Karpathy and Fei-Fei introduced NeuralTalk,
state-of-the-art model, to generate the caption of an image.

3 Proposed Method

3.1 Overview

We inherit our framework in the Lifelog Search Challenge [24] to solve the LMRT
challenge. However, the main difference between the two methods is that we fur-
ther take advantage of the semantic that can be provided by text descriptions
generated from an image. To exploit different aspects as well as styles of seman-
tics in text description, we use NeuralTalk and our Concept Augmentation with
Attention method to generate different descriptions corresponding to one image
with the expectation to get more insight information about that image.

Figure 1 presents the overview of our proposed method to offline process
lifelogging data. Our method has four main components:
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Fig. 1. Our Proposed Method in Lifelog Moment Retrieval Task

– Visual Clustering: we first group each sequence of similar contiguous images
into a visual shot, then we link visually similar shots to a scene using visual
retrieval with our Bag-of-Word framework.

– Concept Extraction: we extract three types of concepts from each image,
including scene category and scene attributes, entities, and actions.

– Image captioning: besides NeuralTalk, we propose our new method using
Concept Augmentation with Attention to generate text descriptions for an
image.

– Augmented Data Processing: we process extra data for query refinement,
including biometrics, blood pressure, blood sugar level, text data of computer
activities, etc.

Comparing to our proposed method to offline process lifelogging data [24],
our enhanced method further exploit the text descriptions of images. We use
NeuralTalk to generate the baseline text descriptions, and we propose our new
method with Concept Augmentation and Attention for better description gen-
eration. In this section, we briefly review the three components that we reuse
from our framework [24], and we reserve Section 4 to present our new method
for image captioning.

Visual Clustering: Instead of processing all images, we first group similar
contiguous images into visual shots[24]. By this way, we can get better context
of a scene in a visual shot. As images are captured with 45 second interval, the
location and pose of an entity may change in two consecutive images. Therefore,
we use FlowNet [14] to estimate the optical flow vectors at all corresponding
pixels in two continuous frames, then determine if the two frames are similar.

To link shots corresponding to the same scene, we propose a solution to
use our Bag-of-Visual-Word (BoVW) framework for visual retrieval[19]. For an
image x in a visual shot Si, we retrieve similar images in other shots. The
distance between the two visual shots Si and Sj is determined by the mean
distance between their images.

distance(Si, Sj) = mean{distance(x, y), for x ∈ Si and y ∈ Sj} (1)



To represent the similarity relationship between visual shots, we create an undi-
rected graph with nodes as visual shots and edges. There is an undirected edge
to link two nodes Si and Sj if their distance is less than a threshold maxdistance.
Each connected component represents a cluster of similar visual shots, and is
expected to represent the same or similar scene in real life.

Concept Extraction: We focus on three types of concepts that can be
extracted from an image. We use MIT Place API [27] to determine the scene
category and scene attributes of an image. To extract entities, we use Faster
RCNN [22]. For possible action detection, we extract the main verb in each
description generated from an image. Besides NeuralTalk, we propose our new
method for image captioning, presented in Section4.

Augmented Data Processing: We feed the information about bodymet-
rics of the volunteers provided by the challenge to retrieve a better result. In
this LMRT, for each bodymetric information, we cluster them into a range of
value. Considering heart-rate for an example, we divide the range from 1 to 150
into fifteen 10-unit wide periods. Then the images is clustered into group based
on those period.

4 Image Captioning with Concept Augmentation and
Attention

Our proposed model is based on the spatial attention model in work of Kelvin
Xu et. al[25] and the semantic attention model in work of Quanzeng You et.
al[26]. Our model consists of two main modules: feature extraction and caption
generation.

In the feature extraction module, with an input image I, we use a deep
convolutional neural network to produce a N × N × D feature map. We then
use an object detection model to extract the labels of the objects in the image.
The object detection model produces the probability that an object appears in
the image or not. We choose k labels with the highest scores to avoid noise in
the image. These labels are represented as one-hot vector and then multiplied
with an embedding matrix E to produce L-dimension embedded vectors. Next,
both the feature map and the embedded vectors are passed into the caption
generation module.

In the caption generation module, the feature map and the embedded vectors
are first processed through two different attention models. The first attention
model uses a weight value αi produced by the combination of information from
previous hidden state and each feature from the feature map to show how much
”attention” is on the feature vector ai in the region i of the feature map. The
image context vector at the current timestep t is then produced from the feature
map and the weight value.

αti = fsoftmax(fattend1(ai, ht−1)) (2)

zta =

N×N∑
i=1

αti · ai (3)



The function fsoftmax helps the model to generate weights αi for each region
sumed up to 1 so that the context vector would be an expected context at
timestep t.

We use the similar method in the second attention model for the embedded
vectors of the labels. Each vector bj in the k embedded vectors is multiplied with
a weight value βj and summed up to produce the label context vector.

βti = fsoftmax(fattend2(bi, ht−1)) (4)

ztb =

k∑
j=1

βj · bj (5)

Finally, the image context vector za and the label context vector zb are fed
into an LSTM[13] to generate one word at each time step. The two context
vectors are combined with the embedded vector of the word in the previous time
step by a linear function which is also a fully connected layer in the model to
get a context vector z. The LSTM takes in the vector z and produce a hidden
state ht at each time step t. The hidden state ht is then passed through a fully
connected layer to predict the next word in the caption. The predicted word is
fed back into the attention models to produce a new set of weight values α, β
and calculate a new context vector z for the next time step. Our entire model is
showed in Figure 2 .
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Fig. 2. Our image captioning model.

Unlike the work of Kelvin Xu et. al[25] which only uses the attention on image
features and the work Quanzeng You et. al[26] which only looks at the image
once and then uses attention on attributes, our model combines information



from both features and labels. At each time step, the model will pay attention
on certain region of image and on some certain tags to generate image caption.

Our model is trained on MS COCO dataset. In our implementation, we use
the ResNet101[12] model as our convolutional neural network and the Mask
R-CNN[11] as our object detector. The feature map is extracted from the last
convolutional layer with size 14x14x1024. For the labels, we choose k=15 highest-
score labels. Each label is embedded into a 512-dimension vector. The size of the
final context vector is 2048.

5 Experiment

5.1 Strategy

In this Section, we present our system overview that can assist users to retrieve a
memory in the past corresponding to a given query described in natural language
text. Currently, we do not aim to make our system smart enough to automatically
analyze and fully understand the query, but the system can help a user to step-
by-step retrieve then filter with multiple criteria to get the appropriate results.
Our system provides multiple strategies to query for past memory in lifelogging
data, but it is the user who actively decides which sequence of strategies to
search for a specific memory.

5.2 Query

Query 1: Find the moments when I was preparing salad. To be considered rele-
vant, the moments must show the lifelogger preparing a salad, in a kitchen or in
an office environment. Eating salad is not considered relevant. Preparing other
types of food is not considered relevant.

First of all, we consider on locations of the scenario. In this scenario, we focus
on kitchen, office. Then we focus on the main context of the scenario. We mainly
mining the main keyword “preparing salad”. Through Word2Vec [17] model, we
explore the similar and relevant words such as vegetable, fruit to extend the
retrieval results. Finally, we get the candidate results and we manually choose
the best results to submit. To create the variance of the result, we sort result
based on time and choose the results at the different time. Figure 3 illustrates
some image results of the query.
Query 2: Find the moments when I was with friends in Costa coffee. To be
considered relevant, the moment must show at least a person together with the
lifelogger in any Costa Coffee shop. Moments that show the user alone are not
considered relevant.

In the query, the information of time is not mentioned so we could not apply
a day periods to retrieve an image. In addition, the number of images have a
context in the coffee shop is numerous and the volunteer drink coffee in different
shops, the user has to decide which shop is Costa. Moreover, because the volun-
teer visit a coffee shop in different day, for each day, we select only one image



Fig. 3. The results of query 1

Fig. 4. The results of query 2

that meets the information in the query. Figure 4 show the retrieved images
corresponding to the query.

Query 3: Find the moments when I was having dinner at home. Moments in
which the user was having dinner at home are relevant. Dinner in any other
location is not relevant. Dinner usually occurs in the evening time.

For this scenario, we consider time period and location. We mainly explore
the context that is dinner indoor in the evening. Besides, we expand the results
through keywords which are similar and relevant to dinner such as eat, drink,
feed. With the retrieval list, we manually select the best results as a submis-
sion. Because the dinner is a daily activity, it almost exists every day so we
select images at the different time and different days to create a variance of the
submission. Figure 5 illustrates retrieval images corresponding to the query.



Fig. 5. The results of query 3

Query 4: Find the moments when I was giving a presentation to a large group of
people. To be considered relevant, the moments must show more than 15 people
in the audience. Such moments may be giving a public lecture or a lecture in the
university.

The system could recognize that the scene of this query description is in the
lecture hall where lot of students attend. The system suggests the “lecture’ as a
keyword for this scenario. Furthermore, “chair” and “table” are the object could
be considered. From these keywords, the system return a list of images represent
presentation. The user has to count the number of student appear in the image
to decide which one is satisfied the query. The result images are shown in Figure
6.

Fig. 6. The results of query 4



5.3 Result

Table 1 illustrates our result at LMRT challenge [6]. Our system is current the
assistant retrieval system which helps user can retrieve the image by the textual
query. Our long term goal aims to the automatically retrieval system with the
prior textual query given by user.

Table 1. Result on ImageCLEF 2018 Lifelog - LMRT challenge.

Rank Team Score

1 AIlabGTi 0.545
2 HCMUS 0.479
3 Regim Lab 0.424
4 NLP-lab 0.395
5 CAMPUS-UPB 0.216

The current result demonstrates the potential use of our system for moment
retrieval in lifelog data. Our strategy is searching by keywords attention-based
on an image description. The location and time period are mainly considered to
filter the result corresponding to the context of the query.

6 Conclusion

Our proposal system assists user can retrieve lifelog moments based on the dif-
ferent types of queries (i.g. place, time, entity, extra biometric data). Leverage
our system in Lifelog Search Challenge workshop to this challenge, we further
explore the image caption to gain a better result. Besides, we proposed a novel
method for generating image caption, it makes the description for every image
can be diverse. For novice users, they could not know how to search with their
existent keywords. To deal with this problem, we proposed a Keywords Recom-
mendation by Word2Vec. We build-up a keywords dictionary which helps users
can select the useful keywords for searching based on their existent keywords.

However, there are some weakness in our system. The retrieved results are not
diverse. Diversity results play an important role in retrieval systems, especially
in the Lifelog Moment Retrieval system. It helps to achieve a comprehensive and
complete view on the query. Diversification of search results allows for better and
faster search, gaining knowledge about different perspectives and viewpoints on
retrieved information sources.

In following works, we will push new filters to remove noise and non-relative
retrieved results. Additionally, we use new way to visualize images, specifically,
we will cluster images into many group based on their features. It helps users
can have a good visualization and easier to select images. Furthermore, our long-
term goal is build-up a system which automatically searches with a raw textual
query, is learning on strategies of users.
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