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Abstract. Authorship Attribution deals with identifying the author of an        

anonymous text, i.e., to attribute each test text of unknown authorship to one of 

a set of known authors, whose training texts are given. In this paper, we describe 

the participation of our teams (miller18 and yigal18, both teams contain the same 

people, but in another order) in the PAN 2018 shared task on cross-domain       

Author Identification. Given a set of documents authored by known authors, there 

is a need to identify the authors of documents from another set of documents. All 

documents are in the same language that may be one of the five following          

languages: English, French, Italian, Polish, or Spanish. In this paper, we describe 

our pre-processing, feature sets, the applied machine learning methods and the 

average F1 scores of three submitted models. For the evaluation corpus, we sent 

the top three models according to their results on the development corpus using 

PCA and Linear SVC. The first model scored an average of 0.582. Its features 

consist of the frequencies of all char 6-gram sequences, POS-tags sequences      

frequencies, Orthographic features, Quantitative features, and lexical richness 

features. The second model scored an average of 0.598. Its features consist of all 

the char sequences of length between 3 to 8, all word Uni-grams, POS-tags          

features, and all stylistic features from the first model. The third model scored an 

average of 0.611. Its features consist of the content-based features mentioned in 

the second model and POS-tags features. 

Keywords: Authorship Attribution, Author Identification, Content-based Features, 

Style-based Features, Supervised Machine Learning, Text Classification. 

1 Introduction 

Authorship Attribution (AA) is a sub-task of the text classification (TC) paradigm, 

which deals with the identification of the author of a text [32]. The principle task in AA 

is to attribute test texts of unknown authorship to one of a set of known authors, whose 
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training texts are given. This task is usually performed as a text classification process 

using supervised machine learning (ML) method(s). “The main idea behind statistically 

or computationally supported authorship attribution is that by measuring some textual 

features, we can distinguish between texts written by different authors” [35]. 

In this paper, we describe the participation of our teams (miller18 and yigal18, both 

teams contain the same people, but in another order) in the PAN 2018 shared task on 

cross-domain authorship attribution. More specifically, the shared task has been set up 

as follows. Given a set of documents (known fanfics) by a small number (up to 20) of 

candidate authors, identify the authors of another set of documents (unknown fanfics). 

Each candidate author has contributed at least one of the unknown fanfics, which all 

belong to the same target fandom. The known fanfics belong to several fandoms          

(excluding the target fandom), although not necessarily the same for all candidate        

authors. An equal number of fanfics per candidate author is provided. In contrast, the 

unknown fanfics are not equally distributed over the authors. The text-length of fanfics 

varies from 500 to 1,000 tokens. All documents are in the same language that may be 

English, French, Italian, Polish, or Spanish. 

The rest of the paper is organized as follows. Section 2 provides background and 

presents some related work on text classification in general and authorship attribution 
in particular. Section 3 introduces the feature sets that we have implemented and used 

in our extensive experiments. Section 4 presents the experimental setup, the results and 

their analysis. Finally, Section 5 summarizes and suggests ideas for future research. 

2 Related Work  

2.1       Text classification 

TC is the supervised learning task of assigning natural language text documents to one 

or more predefined categories [26]. There are two main types of TC: topic-based clas-

sification and style-based classification. An example of a topic-based classification ap-

plication is classifying news articles to various categories such as Business-Finance, 

Lifestyle-Leisure, Science-Technology, and Sports, which were downloaded from three 

well-known news web-sites (BBC, Reuters, and TheGuardian) [24]. An example of a 

style-based classification application is classification based on different literary genres, 

e.g., action, comedy, crime, fantasy, historical, political, saga, and science fiction [21, 

9].  

These two classification types often require different types of feature sets to achieve 

the best performance. Topic-based classification is typically performed using word   

uni-grams and/or n-grams (n > 2) [1, 12]. Style-based classification is typically per-

formed using linguistic features such as    quantitative features, orthographic features, 

part of speech (POS) tags, function words, and vocabulary richness features [21, 13, 

14, 9]. 



 

2.2       Authorship attribution  

AA can be viewed as a sub-task of TC. At the beginning of the history of AA, it had 

only limited application, mainly to literary works of unknown or disputed authorship 

[27]. However, during the last two decades, AA grew and developed impressively due 

to its many applications in a widespread variety of domains, e.g., criminal law, com-

puter forensics, humanities research, and military intelligence [35]. 

Current research in AA focuses mainly on the extraction of the best features (both 

style-based and content-based) for identification of document authors and suitable ML 

methods. 

3 Feature Sets 

In this section, we present the content-based and style-based features that we applied 

for the authorship attribution task. Each combination of those features is defined by the 

following template: “number k-skip-n-type [style]”. All the features were scaled by the 

Sklearn’s MaxAbsScaler1. 

3.1      Content-based features  

Our content-based features include various n-gram feature sets according to the follow-

ing pattern “number k-skip-n-type”, where ‘number’ is the number of wanted n-grams 

in the set (the size of our vocabulary, e.g., 1000 or 5000, or ’all’, which means that we 

used all the tokens in the dataset), ‘k’ is the size of the wanted skip (0 – no skip, 1 – 

skip of one unit, 2 – skip of 2 units, …), ‘n’ is code of the gram type (1 for Uni-grams 

2 for bigrams, 3 for trigrams, …), and ‘type’ is ‘word’ for words or ‘char’ for characters. 

All values are represented by TF-IDF values. The specific various n-gram feature sets 

that were applied will be presented later in the framework of the experiments. 

3.2      Style-based features  

Our style-based features include the following feature sets: POS-Tags, Quantitative 

features, Orthographic features, and Lexical-Richness features. The ‘[style]’ pattern in 

the template mentioned above is a list of style features separated by ‘_’ where ‘pos’ 

stands for POS-tags, ‘quan’ for quantitative features, ‘orth’ for orthographic features 

and ‘rich’ for lexical richness features. The POS-tags features are the frequencies of 

POS-tags sequences of length 1 to 10 (we tried various lengths of sequences and by 

using the value of 10 we obtained the best results. Maybe some authors tend to use 

specific POS sequences of this length, maybe over more than one sentence). The POS-

tags features for English and Spanish were created using the Stanford POS-Tagger2 and 

for French, Italian and Polish using the RDRPOSTagger3. While most of the POS-
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taggers we used have fine grained tags, the Polish POS-tagger has only UniPOS-tags. 

The Quantitative set includes 12 features: Average and median number of characters of 

a word (with and without punctuation) or a token, Average and median number of 

words or tokens in a sentence and Average and median number of character in a sen-

tence. The Orthographic set includes 32 features. Each one represents the frequency of 

a specific character (normalized by the number of characters in the tested document) 

from the following list of characters: !"#$%&\'()*+,-./:;<=>?@[\\]^_`{|}~. The Lexical-

Richness set includes two features: the percentage of unique words in the text, and the 

percentage of hapaxes in the text. 

The tokenization was performed by NLTK's word tokenizer4. Sentence separa-

tion was performed by NLTK's sentence tokenizer5. Word separation was performed 

using the single space character. 

4 Experimental Setup and Results 

The PAN CLEF 2018 [36] launched an evaluation campaign. Ten teams have partici-

pated in this campaign. Each team has proposed its algorithm, which has been evaluated 

using the TIRA platform [24]. The algorithms and the results of the participated teams 

have been overviewed in [22].  

General approach: Our approach to authorship Attribution is to apply supervised 

ML methods to TC as was suggested by Sebastiani [32]. The process is as follows. 

First, given a corpus of training documents, where each document is labeled by its au-

thor, we processed each document to produce values for various combinations of fea-

tures from different types of features sets: content-based features and style-based fea-

tures. Second, we apply several popular ML methods on the generated combinations of 

features. Third, we try additional combinations of features and parameter tuning. Fi-

nally, the best model(s) are tested on out-of-training data (i.e., evaluation data). 

Preprocessing: There is a widespread variety of text preprocessing types such as: 

conversion of uppercase letters into lowercase letters, HTML object removal, stopword 

removal, punctuation mark removal, reduction of different sets of emoticon labels to a 

reduced set of wildcard characters, replacement of HTTP links to wildcard characters, 

word stemming, word lemmatization, correction of common misspelled words, and re-

duction of replicated characters. Not all the preprocessing types are considered as effec-

tive by all TC researchers. Many systems use only a small number of simple prepro-

cessing types (e.g., conversion of all the uppercase letters into lowercase letters and  or 

stopwords removal).  

In our classification experiments, we found that most of the preprocessing types are 

irrelevant, because the data we have is already processed and it is mostly free of errors 

and mistakes. We mainly used characters for the content-based features, so stopwords 

removal did not improve the TC results. We also tried stemming, but the stems hurt the 

                                                           
4 http://www.nltk.org/api/nltk.tokenize.html#nltk.tokenize.punkt.PunktLanguageVars.word_to-

kenize 
5 http://www.nltk.org/api/nltk.tokenize.html#nltk.tokenize.sent_tokenize 
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results. Therefore, the only preprocessing type we used was converting uppercase let-

ters into lowercase letters.  

ML methods: We applied five popular ML methods: MLP – Multilayer Perceptron6, 

SVC7, LinearSVC8, LR - Logistic regression9, and RF - Random Forest10.  

A brief description of these ML methods follows: MLP is a feedforward neural network 

ML method [17] where artificial neural network (ANN) can be viewed as a weighted 

directed graph in which nodes are artificial neurons and directed edges (with weights) 

are connections from the outputs of neurons to the inputs of neurons. Support vector 

machine (SVM, also called support vector network) [6] is a model that assigns exam-

ples to one of two categories, making it a non-probabilistic binary linear classifier. SVC 

is a type of SVM with an RBF kernel implemented using LibSVM [5]. LinearSVC is a 

type of SVM with a linear kernel implemented using LibLinear [7], which is recom-

mended for TC because most of TC problems are linearly separable [18] and training 

an SVM with a linear kernel is faster compared to other kernels. Logistic regression 

(LR) is a variant of a statistical model that tries to predict the outcome of 

a categorical dependent variable (i.e., a class label) [4, 16]. Random Forest (RF) is an 

ensemble learning method for classification and regression [3]. RF operates by con-

structing a multitude of decision trees at training time and outputting classification for 

the case at hand. RF combines the “bagging” idea presented by Breiman [2] and random 

selection of features introduced by Ho [15] to construct a forest of decision trees. 

Tools and information sources: We used the three following tools and information 

sources: 

1. Scikit-Learn11 - a python library for ML methods and algorithms [25] 

2. NLTK 12- a suite of libraries and programs for symbolic and statistical natural 

language processing [28] 

3. Numpy13 - a library that performs fast mathematical processing on arrays and 

metrices [37]. 

Development corpus: Development corpora in five languages (English, French, 

Italian, Polish and Spanish). For each language, we have two corpora, which each of 

them has both train and test sub-corpora. 

4.1 Experimental results using content-based feature sets 

The first TC experiments were performed for the development corpus using five ML 

methods without any parameter tuning. The results of the average F1 score for all the 

                                                           
6 http://scikit-learn.org/stable/modules/neural_networks_supervised.html  
7 The default SVC is with RBF kernel.  
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9 http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html  
10 http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassi-

fier.html 
11 http://scikit-learn.org/stable/index.html  
12 https://www.nltk.org/  
13 http://www.numpy.org/  
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examined feature sets for the development corpus are shown in Table 1. The best result 

for each tested ML method (a column) is shown in bold. 

Table 1. Average 𝐹1 𝑠𝑐𝑜𝑟𝑒 results using sets of word multi-grams. 

Features MLP SVC LinearSVC LR RF 

1000 Word Uni-grams 0.4435 0.4858 0.5316 0.5504 0.2178 

1000 Word Bi-grams 0.3584 0.3425 0.3432 0.3636 0.1574 

1000 Word 3-grams 0.2543 0.2431 0.2456 0.2687 0.1384 

2000 Word Uni-grams 0.4149 0.4779 0.5359 0.5378 0.2043 

2000 Word Bi-grams 0.282 0.3638 0.3888 0.3977 0.1901 

2000 Word 3-grams 0.2566 0.2162 0.2541 0.2565 0.0865 

3000 Word Uni-grams 0.4518 0.469 0.5352 0.5497 0.1967 

3000 Word Bi-grams 0.3255 0.3459 0.4056 0.4054 0.1784 

3000 Word 3-grams 0.2594 0.2329 0.2649 0.2713 0.0848 

4000 Word Uni-grams 0.365 0.4686 0.5538 0.5474 0.1882 

4000 Word Bi-grams 0.37 0.3754 0.4194 0.4099 0.1593 

4000 Word 3-grams 0.2626 0.259 0.2689 0.2751 0.1121 

5000 Word Uni-grams 0.3977 0.4585 0.5479 0.5607 0.2004 

5000 Word Bi-grams 0.3217 0.4001 0.4185 0.4126 0.1685 

5000 Word 3-grams 0.2897 0.2567 0.2675 0.2742 0.1209 

7500 Word Uni-grams 0.3357 0.4395 0.5582 0.5599 0.2361 

7500 Word Bi-grams 0.3256 0.4001 0.4421 0.4451 0.1361 

7500 Word 3-grams 0.2425 0.3004 0.2839 0.2806 0.0981 

10000 Word Uni-grams 0.3347 0.4401 0.5217 0.5551 0.1979 

10000 Word Bi-grams 0.304 0.3894 0.4353 0.4234 0.1404 

10000 Word 3-grams 0.2558 0.2879 0.3153 0.3088 0.1314 
 

The results shown in Table 1 are quite bad, and the vocabulary size does not seem to 

have any noticeable effect on the results. We also noticed that the best results were 

achieved by the word uni-gram feature sets, which is not a surprise according to many 

previous TC studies. It also interesting to note that although the LinearSVC and SVC 

methods are both based on the SVM method the differences in the kernel and in the 

implementation have a big effect on their scores. 

The next experiment we conducted was similar, but with characters instead of words. 

The results of the Average 𝐹1 𝑠𝑐𝑜𝑟𝑒 are shown in Table 2. The best result for each 

tested ML method (a column) is shown in bold. 

  



 

Table 2. Average 𝐹1 𝑠𝑐𝑜𝑟𝑒 results using sets of char 1-4-grams. 

Features MLP SVC LinearSVC LR RF 

1000 Char Uni-grams 0.4625 0.3275 0.4528 0.4523 0.2879 

1000 Char Bi-grams 0.474 0.3841 0.5199 0.5247 0.2514 

1000 Char 3-grams 0.5008 0.4429 0.5252 0.519 0.1764 

2000 Char Uni-grams 0.4682 0.3275 0.4528 0.4523 0.3079 

2000 Char Bi-grams 0.4894 0.3739 0.5357 0.5164 0.242 

2000 Char 3-grams 0.4958 0.5042 0.6193 0.6005 0.2073 

3000 Char Uni-grams 0.4383 0.3275 0.4528 0.4523 0.3388 

3000 Char Bi-grams 0.4944 0.3739 0.5357 0.5164 0.2501 

3000 Char 3-grams 0.4934 0.5163 0.6239 0.5918 0.2 

4000 Char Uni-grams 0.4259 0.3275 0.4528 0.4523 0.3132 

4000 Char Bi-grams 0.4724 0.3739 0.5357 0.5164 0.2257 

4000 Char 3-grams 0.5027 0.4922 0.6239 0.5753 0.2439 

5000 Char Uni-grams 0.4363 0.3275 0.4528 0.4523 0.2761 

5000 Char Bi-grams 0.5188 0.3739 0.5357 0.5164 0.2341 

5000 Word 3-grams 0.5134 0.5371 0.6193 0.5905 0.2283 

7500 Char Uni-grams 0.4486 0.3275 0.4528 0.4523 0.3027 

7500 Char Bi-grams 0.4815 0.3739 0.5357 0.5164 0.2203 

7500 Char 3-grams 0.478 0.5282 0.6239 0.6078 0.2197 

10000 Char Uni-grams 0.4567 0.3275 0.4528 0.4523 0.256 

10000 Char Bi-grams 0.4881 0.3739 0.5357 0.5164 0.1866 

10000 Char 3-grams 0.4752 0.5338 0.6193 0.6175 0.1841 

10000 Char 4-grams 0.4112 0.5385 0.593 0.6026 0.3158 

 

We have also tried many combinations that include various skip character/word n-

gram sets. However, their results were quite low. 

Next, we tried to eliminate some overfitting by removing hapaxes (i.e., words    

occurring only once in the text) or removing any words that appear less than four times 

in the corpus. The results of these experiments were, again, quite low. 

Since the best results we have seen so far were obtained by using char 3-gram and 

4-gram features using Linear SVC and Logistic Regression, we decided to try n-gram 

features with higher numbers of characters in the next experiments. In addition, we 

noticed that the results were significantly higher when we used a big vocabulary size 

(i.e., more features), therefore we also tried to use all the char-grams in the corpus. The 

results of this experiment are shown in Table 3. The best result for each tested ML 

method (a column) is shown in bold. 

  



 

Table 3. Average 𝐹1 𝑠𝑐𝑜𝑟𝑒 results using sets of characters 5 to 8 -grams. 

Features L-SVC LR Features L-SVC LR 

8000 Char 5-grams 0.6122 0.5991 12000 Char 7-grams 0.634 0.6272 

8000 Char 6- grams 0.6038 0.6078 12000 Char 8-grams 0.6113 0.621 

8000 Char 7-grams 0.6011 0.6107 13000 Char 5-grams 0.6224 0.607 

8000 Char 8-grams 0.5686 0.5604 13000 Char 6-grams 0.6452 0.6562 

9000 Char 5-grams 0.6126 0.6052 13000 Char 7-grams 0.6368 0.636 

9000 Char 6-grams 0.6247 0.6189 13000 Char 8-grams 0.6265 0.6288 

9000 Char 7-grams 0.615 0.6239 14000 Char 5-grams 0.6256 0.6148 

9000 Char 8-grams 0.5759 0.5768 14000 Char 6-grams 0.6468 0.6466 

10000 Char 5-grams 0.6159 0.6081 14000 Char 7-grams 0.6293 0.6382 

10000 Char 6-grams 0.6321 0.6314 14000 Char 8-grams 0.6235 0.6219 

10000 Char 7-grams 0.6277 0.6298 15000 Char 5-grams 0.622 0.6134 

10000 Char 8-grams 0.5684 0.585 15000 Char 6-grams 0.6544 0.652 

11000 Char 5-grams 0.6392 0.6142 15000 Char 7-grams 0.6185 0.6344 

11000 Char 6-grams 0.6582 0.6434 15000 Char 8-grams 0.6168 0.6246 

11000 Char 7-grams 0.6348 0.6328 all Char 5-grams 0.6622 0.6693 

11000 Char 8-grams 0.5957 0.5889 all Char 6-grams 0.6752 0.6551 

12000 Char 5-grams 0.6351 0.6122 all Char 7-grams 0.6378 0.6417 

12000 Char 6-grams 0.6338 0.6434 all Char 8-grams 0.6219 0.6306 

4.2 Experimental results using style-based feature sets 

We also tried to add various style-based feature sets (POS-tags, Quantitative features, 

Orthographic features and lexical richness features) in our feature combinations.    

However, most of these feature sets did not improve the average f1-score, except POS-

tags. We used the frequencies of POS-tag sequences as features in addition to Char 6-

gram features, which produced the best result so far. By using POS-tags we increased 

our average f1-score, but after a closer look we noticed that the results of the datasets 

in Spanish and Polish got worse. We guess that has been caused by an inaccurate         

tagging of the text (the Polish POS-tagger was just a UniPOS-tagger and not a fine-

grained one). Therefore, we ran our tests again, using POS tagger only for the datasets 

in English, French, and Italian. The results are shown in Table 4. 

We also applied the Principal component analysis (PCA) [20] algorithm using the 

Scikit-Learn’s PCA module14. According to this model, we filtered out the least signif-

icant features. The results improved, but again, in closer look we noticed that the result 

got worse in Spanish and Polish, maybe due to the lack of the POS-tags features. There-

fore, we decided not to use PCA for those languages. The results are shown in Table 5. 

                                                           
14 http://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html 



 

Table 4. Average 𝑓1 − 𝑠𝑐𝑜𝑟𝑒 for style features combined with 6-chars. 

Features Linear SVC 

all_6-char_linear_svc 0.6752 

all_6-char_orth_linear_svc 0.681 

all_6-char_orth_quan_linear_svc 0.6792 

all_6-char_orth_quan_rich_linear_svc 0.6792 

all_6-char_orth_rich_linear_svc 0.6791 

all_6-char_pos_linear_svc 0.6917 

all_6-char_pos_orth_linear_svc 0.69 

all_6-char_pos_orth_quan_linear_svc 0.6903 

all_6-char_pos_orth_quan_rich_linear_svc 0.689 

all_6-char_pos_orth_rich_linear_svc 0.6872 

all_6-char_pos_quan_linear_svc 0.6903 

all_6-char_pos_quan_rich_linear_svc 0.6903 

all_6-char_pos_rich_linear_svc 0.6902 

all_6-char_quan_linear_svc 0.6741 

all_6-char_quan_rich_linear_svc 0.6745 

all_6-char_rich_linear_svc 0.6737 
 

Table 5. Average 𝑓1 − 𝑠𝑐𝑜𝑟𝑒 for 6-chars with style-features and PCA applied. 

Features Linear SVC 

all_6-char_pca_linear_svc 0.6775 

all_6-char_orth_pca_linear_svc 0.6813 

all_6-char_orth_quan_pca_linear_svc 0.6818 

all_6-char_orth_quan_rich_pca_linear_svc 0.6818 

all_6-char_orth_rich_pca_linear_svc 0.6798 

all_6-char_pos_orth_pca_linear_svc 0.7234 

all_6-char_pos_orth_quan_pca_linear_svc 0.722 

all_6-char_pos_orth_quan_rich_pca_linear_svc 0.723 

all_6-char_pos_orth_rich_pca_linear_svc 0.7219 

all_6-char_pos_pca_linear_svc 0.7224 

all_6-char_pos_quan_pca_linear_svc 0.721 

all_6-char_pos_quan_rich_pca_linear_svc 0.721 

all_6-char_pos_rich_pca_linear_svc 0.7209 

all_6-char_quan_pca_linear_svc 0.6778 

all_6-char_quan_rich_pca_linear_svc 0.6794 

all_6-char_rich_pca_linear_svc 0.676 

4.3 Experimental results for the final three models 

For the final competition we sent three models, two of which were sent by miller18 and 

another one by yigal18. 

The first model, sent by miller18, was based on the results we achieved on the          

development corpus. Its features consist of the frequencies of all char 6-gram se-

quences, POS-tags sequences frequencies, Orthographic features, Quantitative features, 

and Lexical richness features. Then, we applied PCA and Linear SVC, which was the 

best ML method on the development corpus. We tried several parameter combinations 



 

for the classifier using GridSearchCV15, including ‘C’ (Penalty parameter of the error 

term) values between 0.001 to 10 and ‘tol’ (Tolerance for stopping criteria) values be-

tween 1e-7 to 1 but the results did not improve, so we sent the model with the default 

parameters. This model scored an average of 0.582 on the evaluation corpus. 

For the second model, sent by yigal18, we tried to use all the char sequences of 

length between 3 to 8. We also tried to add all the unigram frequencies to the feature 

sets in addition to the stylistic features from the first model. Again, we applied PCA 

and Linear SVC as our classifier with the default parameters. This model scored an 

average 0.598 on the evaluation corpus. 

For the third model, which is the second model sent by miller18, we used the same 

content features as the second model, but this time we did not used any style-based 

features at all except for POS-tags. The PCA and the classifier were the same as the 

other models. This model scored an average of 0.611 on the evaluation corpus. It is 

important to note that the organizers of this PAN’s task did not accept this model as a 

formal one because the results of tournament were already published. However, they 

allowed us to write about this model and its results in our notebook paper. In table 6, 

we present a comparison of these three models including the average 𝐹1 𝑠𝑐𝑜𝑟𝑒 results 

for the development and evaluation corpora. 

Table 6. A comparison of the three models sent to the competition. 

Model Features Development 

Corpus Score 

Evaluation  

Corpus Score 

Model 1 (miller18) all_6-

char_pos_orth_quan_rich 

0.723 0.582 

Model 2 (yigal18) all_3-8-char_uni-

grams_pos_orth_quan_rich 

0.781 0.598 

Model 3 (“new” miller18) all_3-8-char_Uni-grams_pos 0.724 0.611 

 

The most striking and surprising finding in Table 6 is that there is no direct              

connection between the results of the three models on the development corpus to their 

results on the evaluation corpus. Furthermore, the results on the evaluation corpus are 

significantly lower, which implies that the evaluation corpus is quite different in its 

nature from the development corpus. Another possible explanation is that the three 

models have overfitted and are not optimal for general corpora from this type. 

5 Summary and Future Work 

In this paper, we describe our participation in the PAN 2018 shared task on author 

identification. We tried various pre-processing types, a widespread variety of feature 

sets, and five ML methods.  

For the evaluation corpus, we sent the top three models according to their results on 

the development corpus. The first model was sent by miller18. Its features consist of 
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the frequencies of all char 6-gram sequences, POS-tags sequences frequencies, Ortho-

graphic features, Quantitative features, Lexical richness features. Then we applied 

PCA. The best ML method on the development corpus was the Linear SVC. This model 

scored an average of 0.582 on the evaluation corpus. 

The second model was sent by yigal18. Its features consist of all the char sequences 

of length between 3 to 8. We also tried to add all the unigram frequencies to the feature 

sets in addition to the stylistic features from the first model. Again, we applied PCA 

and Linear SVC as our classifier with the default parameters. This model scored an 

average 0.598 on the evaluation corpus (an improvement of 0.016 comparing to the first 

model). 

The third model, which is the second model sent by miller18, was composed of the 

same content-based features as the second model, but this time we did not use any style-

based features at all except for POS-tags. The PCA and the classifier were the same as 

the other models. This model scored an average result of 0.611 (an improvement of 

0.029 comparing to the first model). 

The main findings of our experiments are: (1) there is no direct connection between 

the results of the three models on the development corpus to their results on the          

evaluation corpus and (2) the results on the evaluation corpus are significantly lower, 

which implies that the evaluation corpus is quite different in its nature from the              

development corpus. A possible explanation is that the three models are too overfitting 

and are not optimal for general corpora from this type. 

Future research proposals include: (1) applying additional combinations of feature 

sets in order to find a general enough model; (2) tuning the models’ parameters; (3) 

applying various deep neural models; (4) defining and applying skip-POS sequences; 

and (5) building model that will perform authorship attribution using key phrases [10, 

11] that distinguish each of the text authors. 
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