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Abstract. Temporal information provides important and precise indications on
facts and events. Yet, when automatically processing unstructured documents, it
may be complicated to extract temporality-related information. Besides, such
tools are not available for many languages. We propose to adapt an existing tool
for the automatic detection and annotation of temporal information in Ukrain-
ian. The tool is rule-based. It permits to detects temporal expressions, be they
absolute or relative, and to normalize them. We test the adapted tool on two
corpora from different genres and evaluate the results.
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1 Introduction

Unstructured documents are the most common source of information, and they may
represent the majority of information available on a particular question and domain.
For instance, in the biomedical area, several documents are unstructured, such as
clinical discharge summaries, scientific literature, patient brochures, informed con-
sents, or clinical trial protocols. The situation is similar in other areas (law, energy,
economics, politics, history, etc.). Hence, when working with unstructured narrative
texts, the process is very demanding on automatic methods for detecting, extracting,
formalizing and organizing information contained in these documents. Information
extraction (IE), which is part of Natural Language Processing (NLP), proposes such
methods and aims at detecting and extracting relevant pieces of information from
textual data. Different types of information can be searched, such as (1) entities and
events, which are traditionally detected thanks to the exploitation of terminological
resources and thesauri, when available. The process is dedicated to the recognition of
terms and is a very challenging issue related to the computing of variants of these
terms in documents [14, 12, 2, 16, 6]; (2) or detection and extraction of contextual
information, such as temporality related to the concepts. If the detection of entities
and events provides factual information, extraction of contextual data permits to de-



scribe these facts with more detail. For instance, examples (1) to (7) below contain
precise contextual temporal information on various events. Temporal informa-
tion is important for several tasks and areas, as it allows to structure the enti-
ties and events according to their chronological occurrence. This is important
in several situations. For instance, in historical studies, the events are usually
ordered and then taught and studied in this order; in medical area, events re-
lated to a given patient may be ordered and thus provide a clearer view of his
disease and its evolution. As a matter of fact, temporality has become an im-
portant research field in the NLP domain and several challenges addressed
this task up to now, such as: ACE [1], SemEval [23, 24, 22], [2B2 2012 [21].

In our work, we propose to contribute to this research and to concentrate on the
description of temporal information and on its automatic detection and annotation in
Ukrainian. This implies that we have to design suitable methods, resources and tools
for this language.

In what follows, we first present some related work (Sec. 2). We then precise our
objectives (Sec. 3), introduce the material used (Sec. 4) and the proposed method
(Sec. 5). Our results and their discussion are presented in Section 6. Finally, we con-
clude with some directions for future work (Sec. 7).

2 Related Work

Work on temporal information relies on three important steps when processing un-
structured narrative documents: identification of linguistic expressions that are indica-
tive of the temporality and their normalization [23, 5, 19, 10], and modeling and
chaining of temporal information [3, 13, 15, 21, 7]. Identification of temporal expres-
sions, which corresponds to the first step, provides basic knowledge for further tasks
aiming at the processing of the temporality. The existing available automatic systems
such as HeidelTime [19] or SUTIME [5] exploit rule-based approaches, which makes
them adaptable to new data, areas, and languages. Such tools usually encode temporal
information with the TimeML standard.

TimeML'[15] is an annotation standard for temporal expressions proposed in
2010. Since then, it has became the reference for encoding temporal information in
different languages. For instance, it has been used in several contexts: for encoding
temporal data in challenge corpora such as TempEval [24, 22, 4] and 12B2 [21], for
preparing corpora’ annotated with temporal expressions such as TimeBank, Tem-
pEval, 12B2 and Clinical TempEval corpora.

TimeML offers the possibility to encode several types of temporal information
and expressions (i.e. TIMEX3 tags):

1. Expressions of dates, time, durations or sets (attribute types). Dates and time are
represented according to the ISO-8601 norm. Examples below present these types
of temporal information:

(1) Kopabenv Anonnon-11 cmapmysas 16 aunnsa 1969 o 13 20duni 32 xeununu 3a

: http://www.timeml.org
? http://timexportal. wikidot.com/



Ipinsivem. (The Apollo-11 ship took off at 1:32 pm GMT on 7/16/1969.)
(date and time)

(2) Ilpomscom mpbox 200un, noKu HAIA200xCy8anu 36 130K i3 Mockeoro, Ia-
eapin oasas inmeps’to i Gomoepagysascs. (During three hours, while
establishing communication with Moscow, Gagarin was interviewed and
photographed.) (duration)

(3) Kopeticoka sitna — 30potnuil kKongaikm mixc Kopeiicokoro Hapoowo-
Iemoxpamuunoro Pecnybnixoro ma Ilieoennoio Kopeero, axuii mpueag 3
25 uepens 1950 poxy 0o 27 aunns 1953 p. (Korean war is an armed conflict
between Democratic People's Republic of Korea and South Korea, which
lasted from 25th of June 1950 up to 27th of July 1953.) (duration)

(4) B exsamopianvnomy ma mponivHoOMy NOSICI NPUNIUGU I IONAUSU 30eDLIbULO-
20 nosmopioomscs 08iui na 006y. (In the equatorial and tropical areas, high
and low tides mostly occur twice a day.) (set)

(5) Tpusanu 118 poxkis, 3 npumupenusim. (Lasted for 118 years, including
armistices.) (duration)

(6) o cepedunu 260-x 0o n.e. Pumcvoka pecnybnika ocmamouno
nionopsokysaia cobi Anennincokuil nieocmpis. (By the mid of 260 BC, the
Roman Republic had gained control of the Italian peninsula.) (date)

(7)  OcHosnum Oxcepenom 3 icmopii epeko-nepcokux 8oeH € «lcmopiny I'epodo-
ma, wo micmums onuc noditi 0o 478 do n.e. sxmouno. ("The Histories" by
Herodotus, which contains description of events up to 478 BC, is the main
source on history of the Greco-Persian Wars.) (date)

2. ISO-normalized forms of the expressions (attribute value), such as in (from exam-
ples above):

— 16 munns 1969 o 13 2o0uni 32 xeurunu = 1969-07-16T 13:32:00
— mpwox 200uH = P3H
— daiui Ha doby = P1D

98]

. Quantity and frequency of the set expressions (attributes quant or freq), such as in
this expression of frequency:

— 086iui Ha 000y = 2X

4. Begin and end anchors for durations (beginpoint and endpoint attributes). For in-
stance, in Example (3), the begin anchor is 25th of June 1950 and the end anchor is
27th of July 1953. The implicit duration is 3 years, 1 month and 2 days, which is
normalized in P3Y1M2D.

5. Temporal modifiers, which have been introduced in order to annotate
changed or clarified temporal expressions. For instance, in Example (6), the date
260 0o H.e. is changed by cepedunu, which is the date modifier attribute MID.

In addition to the annotation of temporal expressions, TimeML also allows to de-
scribe events as well as relations between temporal expressions and/or events. In this
paper, we only focus on the annotation of temporal expressions (TIMEX3) related to
dates and durations. Description and detection of other temporal information will
addressed in later work.



3 Objectives

The purpose of our work is to automatically detect and annotate temporal expressions
in corpora in Ukrainian language. We aim particularly at the description of dates and
durations, such as in Examples (1)-(3) and (5)-(7). During a preliminary study, we
tested several existing systems for identification of temporal expressions and found
out that HeidelTime [19] has the best combination of performance and adaptability.
We propose to exploit this automatic system, to adapt it and to test it on general-
language texts in Ukrainian.

4 Material

We use two types of texts from two different genres: newspaper and encyclopedic
articles. Both of them have the potential to contain temporal information.

4.1 Newspaper articles

Newspaper articles are obtained from the online news journal from Ukraine Ykpain-
cbka npasaa’ (Ukrainian truth). This journal covers any news related to the events
which happen in Ukraine and also to the events which happen in other places but
which may be important to Ukraine. The journal has been founded in 2010 and shows
good popularity and objectivity. The main interest in using this type of articles is that
they typically contain dates associated to events. We use 40 articles (over 31,000
word occurrences) for the development of the system and 40 articles (over 35,000
word occurrences) for its tests and evaluation.

4.2 Encyclopedic articles

Encyclopedic articles are obtained from the Wikipedia resource®, which is a free and
collaborative resource. This encyclopedia contains information on a great variety of
topics. We have chosen to work with the articles related to wars, as part of the Wiki-
Wars corpus’ [11]. This corpus is a collection of texts issued from Wikipedia articles.
These texts describe the course of the most famous wars in history, including the big-
gest wars that happened in the 20th century. The corpus contains 22 articles (such as
WWI1, WW2, Vietnamese war, Russo-Japanese war, or Punic wars). The main inter-
est in working with these articles is that they contain several dates, as they are typi-
cally associated with battles, meetings, armistices, etc. The initial project contains
articles in English. It has been extended to three other languages (German, Vietnam-
ese and Croatian) [18, 9]. For our work, we compiled the corpus with the correspond-
ing articles in Ukrainian (66,474 word occurrences). The articles have been collected
similarly to the building of the original WikiWars corpus. Hence, we use these 22

3 https://www.pravda.com.ua/news/
* https://uk.wikipedia.org
> http://timexportal.wikidot.com/wikiwars



articles (66,479 word occurrences) for the evaluation of the automatic system.

5 Methods

The methods are composed of several steps: pre-processing of texts, adaptation of
HeidelTime to Ukrainian, and evaluation of the automatic annotations.

5.1 Pre-processing

All source documents are in the Atm/ format because they are obtained from online
resources. The documents are converted in the text format. The characters are en-
coded with the UTF-8 characterset.

5.2  Adaptation of HeidelTime

HeidelTime is a cross-domain temporal tagger that extracts temporal expressions from
documents and normalizes them according to the TIMEX3 annotation standard, which
is part of the markup language TimeML [15]. This is a rule-based system. Because the
source code and the resources (patterns, normalization information, and rules) are
strictly separated, it is possible to develop and implement resources for additional
languages and areas using HeidelTime rule syntax. HeidelTime is provided with mod-
ules for processing documents in several languages (English, French, Italian, Span-
ish...). Recently, an attempt has been made to extend it to over 200 other languages
using existing multilingual resources [20], and more particularly Wiktionary®, which
provides data for 170 languages. Ukrainian is part of the languages which has been
added to the system. Exploitation of this automatically built system produced no re-
sults when applied to the Ukrainian data: fully automatic collection of suitable re-
sources is a complicated task. Even if it permits to go faster, it still requires human
processing for the validation, disambiguation and enrichment of the resources, as well
as the setting of the normalization process.

Hence, adaptation of the HeidelTime resources to Ukrainian is the main step of
the current work. The detection and normalization of temporal information by Hei-
delTime relies on three kinds of resources:

— linguistic patterns, which describe linguistic elements of the temporality (days of
the week, months, numbers, etc.). This type of resources is used for the detection of
temporality in texts;

— normalization resources, which are created to permit the normalization of the de-
tected elements. In this way, all the detected units are normalized. Thanks to these
resources, normalization can be performed for absolute (Example (8)) and relative
(Example (9)) dates, durations and sets. Thus, the normalized values of Examples
(8) and (9) are 2015-05-07 and 2017-05-09, respectively if we consider that these
two dates are related;

— rules for composing more sophisticated detection of temporality, such as periods,

8 https://www.wiktionary.org/



intervals and specific expressions.

(8) 7 mpasns 2015 poky. (May 7th, 2015.)
(9) Yepes 0sa oui. (Two days later.)

5.3 Evaluation of automatic annotation

A subset of the corpus (22 newspaper articles) is used for the development and tuning
of HeidelTime. The rest of the corpus is used for the evaluation. For all the processed
document, we used the default parameters, namely no postagger and the type of
document are considered as narrative which leads to solve relative dates regarding the
previous absolute date. The results generated are evaluated manually with two classi-
cal evaluation measures [17]: true positives 7P: number of correctly extracted or nor-
malized temporal expressions; precision P: percentage of the relevant temporal ex-
pressions extracted and normalized divided by the total number of the temporal ex-
pressions extracted and normalized.

6 Results and Discussion

Table 1. Precision (P) for the detection and normalization of temporal expressions obtained on
development and test sets in the two processed corpora (newspaper and encyclopedia). 7P is
the number of date correctly identified or normalized.

Development Test
Detection | Normalization Detection | Normalization
total P P P P total P P P P

Newspaper 655 | 598 |91.30| 571 |87.18 | 703 | 635 |90.33] 622 |88.48
Encyclopedia - - - - - |2.226| 1.918 (86.16| 1.745 | 78.39

In Table 1, we present the evaluation results obtained on the two processed cor-
pora. The results are indicated in terms of true positives 7P and precision P. We also
indicate the total number of temporal expressions occurring in each corpus (total).

The system was adapted to Ukrainian on a subset of newspaper articles. We can
see that the results obtained on the two subsets of newspaper corpus are comparable
and close to 90% precision. This is a very good performance for the first version of
the system. Besides, when working with newspaper articles, both detection and nor-
malization show good results. Transposition of the system on another genre, encyclo-
pedia articles, permits to test the same system on different data. As we can see, the
results are slightly lower, especially for the normalization. For the detection, we keep
the precision values high (86%), while the normalization process is more complicated:
it shows 78% precision. By comparison with similar work in other languages [8], we
obtain higher results in French (0.90-0.95 precision) and lower in English (0.80-0.85
precision). We will illustrate below typical cases of success and failure of the system.

Examples below illustrate successful annotation of temporal values and of their
normalization. In these examples, the TIMEX3 values are annotated in the XML for-



mat, which is the native format of HeidelTime. We present here examples for dates
and durations and explain them. Our main interest is to show the results obtained
when normalizing relative, ambiguous or imprecise expressions:

— <TIMEX3 type = "DATE" value = "2017-03-01"> 1 6epesnsn 2017 </TIMEX3> ...
YV <TIMEX3 type = "DATE" value = "2016-09"> eepecni </TIMEX3> kepignux
Cneyianizosanoi anmuxopynyitinoi npoxypamypu Hazap Xonoonuyvkuil 3as6us, wo
Yayc nepebdysace 6 anexcosanomy Pociero Kpumy...<TIMEX3 type = "DATE" value
= "2016-11-11"> 11 aucmonaoa </TIMEX3> Iumepnon oeconocus Yayca 6
mixchapoonuti poswyk. In this example, the starting date 2017-03-01 is first re-
corded by the system. Then, the next two dates (2016-09 and 2016-11-11) are posi-
tioned during the previous year, which is correct. This example illustrates the pos-
sibility of the system to disambiguate the chronology of event seven if the year soft
he events are not indicated precisely.

— S&P npoenosye spocmanns BBII Yrpainuna 1,9% <TIMEX3 type = "DATE" value
= "2017"> yvoeco poxy </TIMEX3>. Similarly to previous example, the system re-
cords that the current year is 2017 and can disambiguate expression y»o02o poky
(this year) through its correct normalization.

— <TIMEX3 type = "DATE" value = "XXXX-XX-XX"> Cepeoa </TIMEX3>,
<TIMEX3 type = "DATE" value = "2017-03-08"> 8 6epesus 2017 </TIMEX3>.
..Ilpo ye nosioomus cennpoxypop IOpitt Jlyyenxo y <TIMEX3 type = "DATE"
value = "2017-03-08"> cepedy </TIMEX3> 6 Facebook. In this example, the sys-
tem can normalize the date by referring it to the day of week Cepeoa (Wednesday).

— S&P: 3a <TIMEX3 type = "DURATION" value = "P3Y"> mpu poxu </TIMEX3>
Yxpaina nosunna eiooamu 20 minesapois donapis 6opeis. This sentence provides an
example of the detection and normalization of durations.

— 3anobioxcrutl 3axio y euensaoi apewmy na <TIMEX3 type = "DURATION" value =
"P60D"> 60 0i6 </TIMEX3>. This is another example of the detection and nor-
malization of durations.

We have also found several cases in which the system is not successful, such as
those presented below:

— paonux npesudenma CIIA 3 nayionanvnoi Oesnexu Maiikn @ninn nooag y
siocmasxy <TIMEX3 type = "TIME" value = "2017-02-24TEV"> eseuepi
</TIMEX3> <TIMEX3 type = "DATE" value = "2017-02-13"> 13 momozo
</TIMEX3>. This is a typical example of temporal expressions in which the nor-
malization process may fail. Here, the right normalization value is 2017-02-13.
Yet, for the normalization of the first part of the expression sgeuepi (in the eve-
ning), the systems exploits the last date recorded, which is 2017-02-24. Such tem-
poral expressions are very frequent in the encyclopedia corpus since several mili-
tary actions are happening in the evening. For mending this kind of errors, more
sophisticated patterns and rules will be created.

— V <TIMEX3 type = "TIME" value = "1776-12-07TNI"> niu </TIMEX3> 3 25 na
<TIMEX3 type = "DATE" value = "1776-12-26"> 26 cpyons </TIMEX3>
Kpaovkoma nepemuys Jlenasep I posdousé Opumancekuil 3azin y oumsi 0OLs
Tpenmona, saxonuewu maiice 1000 30usosanux I HeyKpinieHuUx 2ecceHCbKux
natimanyis. This example is similar to the previous example, but the situation is



more complicated because we have in addition the interval of dates 3 25 na 26
epyons (from December 25th to 26th). As we can see, currently we did not fit the
system to the detection of intervals and usually only the last date is detected. This
is the main source of current errors as the intervals are very frequent in presenta-
tion of historical and political information. They frequently occur in both corpora
processed. Description and encoding of intervals will be added to the system in fu-
ture.

— Vpao naanye oooamu oo nenciti 6i0 200 0o <TIMEX3 type = "DATE" value =
"1000"> 1000 </TIMEX3> zpusens. Here, the system detects wrong information
because of the preposition do (up to), which can also have temporal meaning, fol-
lowed by numbers /000, yet not related to the temporality. This kind of errors can
be reduced with the creation of specific exception patterns and rules.

— V cnpobax norecuumu muck 3 <TIMEX3 type = "TIME" value = "1967-06-12T
24:00"> nignoui </TIMEX3>, <TIMEX3 type = "DATE" value = "1967-08-09">
9 cepnusa </TIMEX3> mobinena opuecada apmii Biagpu y cknaoi 3000 oci6 3a
niompumKy apmuiepii ma 6poHeMauiun nepenpasulacs Ha 3axionutl bepee Hizcepa.
In this example, we can see that the word niénoui is ambiguous as it can mean
midnight and north. This temporality marker causes several errors in the processed
corpora. Its disambiguation will need additional analysis of texts, as pre-processing
or post-processing step.

These are certainly the main detection and normalization errors which we can find
in the corpora processed. Another difficulty which we currently face is related to very
specific temporal expressions. The system does not take them into account, which
causes several silences (false negatives) in the output. They will be described and
encoded in our future work. Here are some example:

— Relative temporal expressions like ¢ moit oice Oenv, yvoco sic Ons (the same day,
that day),

— Specific temporal expressions like 3a munyauit 3 mux nip micsyo (during the month
that passed since),

— Specific forms for expressing the temporality (combination of numbers and charac-
ters) like 27-eo cmonimms, na nouamxy 1990-x poxie (XXI century, at the begin-
ning of 1990s);

— Specific calendars like the one introduced during the French revolution. Ha éumocy
Pobecn’epa 14 ¢pimepa opyeoeo poxy (STIMEX3 type = "DATE" value ="1793-
12-04"> 4 epyous 1793 </TIMEX3>) 6ye opeanizosanuti ypso i3 GUHAMKOGUMU
nosnosaxcennsamu. In this example, the system correctly detects and normalizes 4
epyonst 1793, but is not sensible to 14 ¢pimepa opyeozo poky (14 of Frimaire of the
second year). For such cases, additional resources must be created, so that their de-
tection, conversion and normalization become possible.

7 Conclusion and Future Work

We presented our work on creation of automatic system for the detection and nor-
malization of temporal information in Ukrainian. In information extraction applica-
tions, temporal information is indeed important. For performing this task, we pro-



posed to use an existing tool HeidelTime. This system has undergone automatic adap-
tation of its resources to Ukrainian but this showed to be not efficient: the system
produced no results with these resources. Hence, the main purpose of our work was to
create the suitable resources.

We used two corpora from two genres (newspaper and encyclopedia). 22 news-
paper articles were used to develop the system. The rest of our data was used for the
tests. Encyclopedia articles correspond to the WikiWars project. The Ukrainian
WikiWars corpus has been compiled for our study. The evaluation of the system
shows that up to 90% of temporal units in newspaper articles are detected and normal-
ized correctly. In encyclopedia articles, the detection shows 86% precision and the
normalization 78% precision. We also present and discuss some examples of the cur-
rent failures of the system.

In future, the system will be further developed and fitted to Ukrainian, so that it
detects and normalizes other temporal expressions. It will be made freely available to
the research community. Besides, the two used corpora will be fully annotated with
temporal expressions and also made freely available to the research community.
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