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Abstract. In this paper I outline the case for artificial consciousness re-
search which, while rising in popularity, remains less impactful than work
in neighbouring fields. I argue that the ethical concerns around creating
artificial consciousness are important, even with respect to near-future
incremental advances towards general intelligence. I also give examples
of how AI consciousness in particular provides unique tools and meth-
ods for testing and thinking about theories of consciousness from both
metaphysical and practical standpoints.
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1 Introduction

While consciousness research has progressed rapidly in recent years, scientific
consensus remains out of reach. Meanwhile, AI has made significant advance-
ments, reaching superhuman performance on a wide range of tasks. Humans are
no longer the best quiz-show contestants [8], the best Go players [18], or even, in
some aspects, the best doctors [7]. This rapid expansion, and Bostrom’s influen-
tial discussion of mind crimes [2], has led some artificial consciousness research
to be framed partially [1], or completely, in terms of superintelligence [15, 21].

However, even with recent advances, no current state-of-the art AI approaches
can compete with simple animals when it comes to adapting to unexpected
changes to their environment or any of a wide range of behaviours commonly
associated with consciousness. Furthermore, when we attribute consciousness to
animals, it is generally accepted that human-like intelligence is not necessary.
The first conscious AI systems are not likely to have surpassed the general in-
telligence of humans, or even of many animals usually considered conscious [12].
Understanding such systems of minimal artificial consciousness presents impor-
tant ethical questions, and also opportunities to improve both our understanding
of AI and of our own consciousness.

Whilst the amount of work on artificial consciousness has been growing, the
area has yet to be as impactful as other fields in either consciousness or AI
[13]. This paper presents the case for the importance and timeliness of research
into artificial consciousness without superintelligence. It is ethically relevant, it
can teach us about consciousness, and it can help us progress towards general
intelligence in AI.
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2 Phenomenal Consciousness

For the purposes of this paper I will restrict discussion to phenomenal con-
sciousness. There is no agreed upon definition. For our purposes I refer to
Schwitzgebel’s extended definition by example [16]. Positive examples include
your current visual experience of this text, the auditory experience of surround-
ing sounds, any imagery you choose to conjure into the mind, and the felt sense
of emotions. Negative examples include your current visual experience of the
other side of the world, currently unrecalled knowledge (such as that Paris is
the capital of France), and the flow of blood in the capillaries of your left knee.
Phenomenal consciousness is then defined as the simplest thing common to all
the positive examples and missing from all negative ones. While there are tech-
nically an infinite number of concepts (and combinations of concepts) that fit
this definition, the intended interpretation is assumed to be clear enough.

There are many proposed tests for machine consciousness, most of which ig-
nore the phenomenological component, instead focusing on more measurable re-
lated aspects [13]. However, ignoring the phenomenological component amounts
to ignoring the reason that consciousness is interesting in the first place, and the
thing that sets it apart from general measures of intelligence. The problem of
how phsyical systems can give rise to phenomenal experiences at all, the ‘hard
problem’ of consciousness, must be addressed, even if only to be explained away,
by any complete theory of artificial consciousness [5]. For the purposes of this
paper I will assume consciousness means phenomenal consciousness and main-
tain the commonly held assumptions that consciousness supervenes on purely
physical processes and there are many physical substrates that could realise it.

3 The case for artificial consciousness

This section is split into two parts. The first part concerns the ethical considera-
tions around introducing potentially conscious entities to the world. I argue that
discussion should be focused on near-term possibilities of minimal consciousness.
The second part gives examples of the unique methodologies and insights about
consciousness afforded by research into artificial intelligence.

3.1 The ethical case

There is no definitive answer to which animals are conscious. At one end of the
scale, panpsychists ascribe consciousness to all animals (and beyond) [4]. At the
other extreme some higher-order thought theorists deny consciousness to most
non-human animals, though even here there is large disagreement [14]. Most
views sit somewhere in the middle, claiming human-like and more intelligent
animals are conscious whilst other ‘lesser’ animals are not. For example, Pe-
ter Godfrey-Smith suggests mammals, birds, squids and octopods as candidates
whilst other mollusks, jellyfish, and many fish are not [9]. Categorising animals
by consciousness is made even harder under the common view that consciousness
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exists on a gradual scale, whereby ascriptions on a per-animal basis are more
involved than a simple ‘yes’ or ‘no’ answer.

While there is wide disagreement in ascriptions of consciousness, there is one
thing common to all the above; superintelligence is not required. The human
case by itself is enough to prove this. The majority of theories go much further,
ascribing consciousness to entities with rudimentary - or even in some cases,
no - intelligence. Extrapolating to artificial consciousness, it may be possible to
recreate consciousness in minimally intelligent artificial systems.

Furthermore, it is likely that we will create minimally intelligent conscious
systems long before we create entities that have, or exceed, human-like intelli-
gence. As AI progress incrementally towards its goal, the question of AI con-
sciousness will arise for, at least in the biological sense, minimally intelligent
systems long before it does for superintelligent systems. Measured on aspects
of intelligence common in biologocial systems, the first ever conscious artificial
system will likely be closer to a mouse than a superhuman.

Thomnas Metzinger has put forward a thought-experiment in which he sug-
gests that the first conscious AI systems would find themselves in a situation
similar to that of human infants with cognitive and emotional deficits [12]. The
idea is that if any AI systems are ever conscious, the first set of conscious entities
will be the least capable that we can create. As with any engineering project, the
first few attempts will be less streamlined and capable than future versions. In
comparison to our consciousness, they will be both cognitively and emotionally
deficient, which leads to obvious concerns about suffering.

I take the general case for the importance of ethical considerations towards
any conscious entities with the capacity for capacity for suffering to be uncon-
troversial [19]. Should it be possible to create entities that suffer, then they will
naturally have moral patiency. The real question is whether or not we will ever
have even minimal artificial consciousness and, even if yes, whether it will be of
a form with the capacity to suffer. Sotala et al specify three general rules for a
problem to be worth considering (paraphrased below) [21]. They apply these to
the superintelligence case, but the rules by themselves are also applicable here:

1. The outcome must cause enough harm to merit attention.

2. The outcome must have reasonable probability of being realised.

3. There must be some way to reduce either 1. or 2.

If it can be shown that just one of these conditions is violated then a problem
becomes much less pressing. However, for the case of minimally conscious AI, I
will argue that all of these hold.

The scale at which AI systems can be created or destroyed suggests the
problem is ‘bad enough’. Should it be possible to create a conscious artificial
entity, then its artificial nature will allow for easy copying and replicating. Many
modern AI algorithms involve creating multiple instantiations and then testing
them over a wide range of domains. This practice means that any created AI
consciousness would probably exist many times over, multiplying the ethical
significance of the event.
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Whether or not even minimal artificial consciousness has a reasonable prob-
ability of being realised is still open to debate. However, there are many reasons
to believe this will happen at some point and AI research is making incremental
progress in this direction. Given the ubiquitous nature of biological consciousness
and the progress of cognitively inspired AI [10, 11], it is premature to rule out
the possibility of artificial consciousness, especially accidentally or unknowingly.

Finally, there must be some way to reduce the probability of causing harm
or the amount of harm caused. As our understanding of consciousness grows,
our ability to influence its creation also grows. If we do develop a better under-
standing of which systems are conscious, this could be used to, in the extreme
case, avoid creating such systems in the first place.

Artificial consciousness research reasonably meets all three of the criteria,
but, more importantly, the criteria are useful for shaping the most important
areas of research. The most ethically abhorrent scenario is that artificial con-
sciousness research lags behind AI progress and we only find out too late that
we have been creating conscious, suffering AI systems. This makes the topic not
only ethically relevant, but urgent. Our understanding of consciousness must
keep pace with, and be applied to, progress in AI.

3.2 Learning about consciousness from AI

Beyond the ethical considerations, AI is uniquely placed to teach us about con-
sciousness. It can be a testbed for theories, and also provide insights into long-
standing metaphysical problems.

The Roomba Test One use from considering theories of consciousness applica-
ble to AI systems is that they can be evaluated through minimal instantiations.
Any substrate independent theory of consciousness has to answer to its simplest
possible implementation in AI, and often that implementation will provide in-
sights into what is working and what is missing from the theory. I have called this
the Roomba Test because this well-known device features in public discourse on
machine consciousness [20] due to meeting some rudimentary properties related
to consciousness; autonomy and representations of the world. At its simplest this
test can be just a thought experiment where it serves as a sanity check on theories
of consciousness. However, actual implementations provide much more feedback
and can then be further compared against preferred measures of consciousness.

One response to Roomba examples is to bite the bullet, such as IIT does
[22] when faced with similar questions about systems that, unlike the Roomba,
would have non-zero consciousness (i.e. Φ > 0) [17]. The theory predicts that a
small set of interconnected logic gates is conscious, and, in the face of such a
system, sticks to this claim. Another response is to use such examples to refine
the theory and move towards a better understanding as is the dialectical method
in the presentation of the radical plasticity thesis [6]. If there exists no simplest
instantiation of an artificial system then this stands as a critique of the generality
of the theory. Either way, AI provides an important tool for evaluating the claims
of theories of consciousness.
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The Veridical Dualist Most of modern day AI research uses simulated en-
vironments for testing due to their many advantages over real-world, or static,
data sets. Simulated environments can be constrained to test for exactly the
problem that is being searched, noise can be controlled, they can be simplified
as necessary, mistakes don’t have real-world consequences, and they are cheap
to copy and run. Algorithms can be swapped in and out and are usually run in a
separate thread (and often using completely different programming languages)
to the simulated environments themselves. With all these advantages, and the
recent proliferation and improvement of such environments it is likely that more
and more systems will be tested in this way in the future.

The veridical dualist thought experiment, (originally from Chalmers [3]),
asks you to imagine you are an artificial entity, existing in a rich simulated
environment. Furthermore, you happen to be conscious and even capable of
asking (and solving) questions about your consciousness. You have learnt much
about your simulated world by exploring it and probing it, paying close attention
to how it reacts and moves. All this information becomes integrated into your
experience of the simulated environment. However, it occurs to you that the
thoughts and experiences you have don’t seem to originate from within this
world. They seem (comparitively) ethereal. They seem to come from somewhere
else, perhaps they are some kind of secondary metaphysical type to everything
else in your (unbeknownst to you) simulated environment.

A simulated entity might naturally become an ontological dualist. No mat-
ter how hard the artificial entity looks for the underlying substrate forming its
experiences inside its world, it will never be able to find them. Its equivalent
of a brain is running in a computer in our world and, presumably, giving rise
to conscious experiences that, from its perspectives, exist in the only world it
knows, the simulated one. It seems rational for it to become a dualist and, from
the perspective of its simulated world, correct to do so.

What this thought experiment, and the host of others that can be created
by considering the unique properties of simulated environments, tell us about
our own situation is not yet clear. This certainly does not mean we should all be
dualists, but, as Chalmers put it, perhaps “dualism isn’t quite so outlandish and
conceptually problematic as tends to be supposed.” The important point here
is that AI consciousness provides some unique perspectives for advancing our
understanding and will continue to be fruitful on this front as we come closer
to realising complex simulated worlds and able to implement more complicated
theories of consciousness.

4 Conclusion

In summary, there are many reasons to expect that AI will play an important
role in our future understanding of consciousness. Furthermore, understanding
artificial consciousness is an ethically relevant problem on a scale only limited
by our increasing computational resources. It will be important in the future
that advances in consciousness science are translated and incorporated into our
understanding of artificial consciousness. It will also be important that, in the
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other direction, advances in AI are translated back to consciousness science, not
least, to ensure that if we ever do create artificial consciousness, we have at least
some idea of what we are doing.
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