
Ontological Approach to Plot Analysis and Modeling 

Yevhen Burov[0000-0001-6124-3995], Victoria Vysotska[0000-0001-6417-3689],  
Petro Kravets [0000-0001-8569-423X] 

Lviv Polytechnic National University, Lviv, Ukraine 
yevhen.v.burov@lpnu.ua1, victoria.a.vysotska@lpnu.ua2, 

petro.o.kravets@lpnu.ua3 

Abstract. The paper addresses the problem of structural plot aspects analysis 
for both fiction and non-fiction works. For this, an approach based on ontologi-
cal modeling is proposed. The requirements and the ontology for plot analysis 
and construction is developed. The structure of plot is represented by contextual 
graphs, containing scenes and action nodes. The meta-information, describing 
the specific scene is formalized using contextual ontology being a subset of 
common ontology of discourse. The proposed approach can be used for creation 
of new tools facilitating the detailed and multi-faceted analysis of literary 
works.  
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1 Introduction 

One of the central problems of computational linguistics is the detection and analysis 
of meaning for both fiction and non-fiction literary works. The meaning is a complex, 
multidimensional concept. It hides not only in the meaning of sentences and para-
graphs, but also in the structure of the text when one part references or reinforces 
what has been said in other part. The thoughts of author in text form the arcs of cohe-
sion [1] which contribute to better understanding and overall logical integrity of the 
text. A complex text is a collection of ideas, stories, anecdotes, tropes, and allusions 
to real and hypothetical events, which should not contradict but rather reinforce each 
other within the context of a goal or the main message of literary work. The attentive 
reader should be aware of the soundness and relevance of research underlying the 
author’s text and should be able to follow and study it in detail if needed.  Moreover, 
the literary work is usually a part of larger discourse, and detecting all its meaningful 
components allows to establish the relations with other works within the context of 
discourse. 

The implementation of the computational analysis of meaning requires the devel-
oping of tools for meta-analysis of text which can be used by writers and readers on 
all stages of literary work existence, starting from planning and writing and ending by 
reading and analysis.   



2 Background analysis 

The idea of usefulness of a common formalized framework for the analysis of texts 
permeates the works on literary and discourse analysis for a long time. For example, 
[2] states that “literary pragmatists need a taxonomical apparatus which will apply to 
genres of all kind, literary or otherwise”. Such apparatus can be used to detect and 
compare common patterns of meaning in texts.  

The more recent work [3] elaborates on importance of narrative analysis of mean-
ing, introduces the modes of meaning in detailed analysis of sentences. Author speci-
fies modes of narrative (poetical, analytic) and different types of writing (scientific, 
historical) each having the different requirements to elucidation and understanding of 
meaning. However, the [3] considers the notion of ontology in the most general, phi-
losophical sense, not trying to apply the plethora of concepts, methods and tools de-
veloped in the knowledge engineering area for knowledge representation and analysis. 

Some articles use analytical, mathematical methods to analyze meaning. In [4] is 
developed the method of character analysis based on graphs for systemic analysis of 
literary works. Graphs represent characters as nodes and vertices as relations between 
characters. Authors introduce the graph models for dialogues, and build dialog and 
opinion networks. Those networks are also used for sentiment analysis. The plot 
structure model formalizes the change of the narrative contents or the recipient’s emo-
tion according to the event development. The [5] applies information-theoretic ap-
proach to the evaluation of narrative complexity and uses it for support of writing 
process.  

In order to explore the dynamics of changes in characters or plot development in 
[6] the temporal networks of characters are used. Authors compute the time-averaged 
eigenvector centralities, Freeman indices and vitalities of characters as measures for 
evolution of characters in a story.  

However, the current research explores and formalizes only some specific aspects 
of meaning in a literary work. In order to study meaning in all its complexity we need 
a unifying platform, the common set of formalized concepts and relations which can 
be used to represent different facets of meaning and various its models. The best can-
didate for this platform is arguably the modern knowledge engineering framework 
based on ontologies.  

The researchers in the area of knowledge engineering were from the very begin-
ning fascinated by formal representation of meaning conveyed by texts. For this, they 
developed semantic maps as graph-like structures which were later enriched by 
J. Sowa by adding formal logic constructs [7-8]. Conceptual graphs [8] were used to 
formalize the meaning to simple sentences.  Later, on the basis of contextual graphs 
research the RDF ontology representation language was developed, which is the one 
of the mainstay elements in ontology engineering area [9]. The RDF formalizes mean-
ing of simple sentences, having basic subject-predicate-object structure. The process-
ing of texts from the specific area remains the preferred method of ontology construc-
tion [10]. 

Another area which can contribute to better understanding if meaning is situational 
awareness and decision support area. The analysis of scenes, understood as a collec-



tions of multimedia artifacts, objects and people present in specific time and location, 
requires the capturing and formalization of concepts and relations relevant to the sce-
ne. This is not unlike to the formalization of literary scene and can use the same ap-
proaches. 

Thus [11] proposes to build a scene model based on simple qualitative descriptors 
(shape, color, location, topology) and use it for reasoning in home automation.  The 
article [12] uses multimedia ontology for video scene interpretation and reasoning. 
This approach can be applied to understanding the meaning of scene in the movie.  

However, current research results in the domain of ontological analysis of scenes 
or texts don’t take into consideration the forms of meaning specific to literary works 
such as story, plot, character, references to research, and arcs of cohesion [13-14].  

This paper elaborates the idea of using ontological engineering approach for plot 
and story analysis focusing on the aspects of meaning and structure specific to literary 
works. 

3 Ontological modeling for plot analysis and construction 

Ontological modeling reflects a specification-based approach to knowledge manage-
ment, where initial specification of knowledge is built by domain experts and later 
processed by information systems [15-19]. It presents an alternative to machine learn-
ing, where knowledge specification is derived from processing huge datasets, evaluat-
ing the quality of obtained result and updating knowledge specification using feed-
back mechanisms [20-27]. The main advantage of ontological modeling compared to 
machine learning is the absence of learning datasets (which are not always available) 
[28-32]. Moreover, machine-learning models don’t explain the rationale of obtained 
solution, while in specification-based approach the initial specification elements al-
ways has some justification [33-39].  

In [13], ontology is defined as a formal model of a certain conceptualization of a 
subject area. Such a model contains the definition of the entities of the subject domain 
En and the relations Rl between them, the constraints and axioms Ax. 

),,( AxRlEnOn   (1) 

Ontology provides the shared conceptualization, containing concepts and relations, 
which can be reused in different application across the selected subject area [40-43]. 
Even more, it formalizes logical rules and dependencies existing in subject area and 
either automatically apply them or checks their conformance in specification created 
by expert [44].  

In case of the plot analysis the availability of ontology will not only allow to ana-
lyze literary work, but also create the library of topics, ideas, tropes common in liter-
ary discourse and track their usage in multiple works [45-48].  

Let’s elucidate the main requirements for plot analysis ontology which stem from 
tasks performed [49-51]. Thus, the ontology  



1. Should allow to formalize typical plot elements, such as characters, artifacts, ide-
as, research, moods, plots, roles etc. 

2. Allow to represent the structure of narrative and also the structure of specific 
threads of narrative and their interactions and crossings. 

3. Represent scene as basic element of a plot or thread in narrative. 
4. Support timelines, which are events and scenes ordered according time of occur-

rence, allowing to check time-related consistency of work. 
5. Allow to focus on development of selected characters or artifacts across the work 
6. Analyze scenes selecting relevant elements and building references, describing 

dependencies to other scenes or external research sources. 
7. Place markup in a text allowing to highlight particular text for a specified refer-

ence. 
8. Use markup to specify specific repeating pattern in text. For example definition, 

classification, known trope or cliché. 
9. Allow for logical reasoning, which is especially helpful, for example in building 

genealogies and defining family relationships between characters.  
10. Support the specification and verification of external formal requirements for lit-

erary text, such as the number of characters, structural requirements. For example, 
the scientific article usually has text specifying authors and their affiliation, ab-
stract, introduction, background analysis, method description, discussion and the 
list of references. 

4 The ontology for plot analysis 

The proposed ontology structure for plot analysis represented as a taxonomy of ob-
jects is shown on fig. 1. First of all, each literary work is always a part of discourse, 
sharing with other works common tropes, ideas, roles for characters. This part of on-
tology stores common elements, occurring in multiple works. Next comes the list of 
works included in discourse. For each work we specify such basic components as 
ideas and messages, characters, artifacts, events, research sources, text fragments. 
This list can be further enlarged with illustrations, multimedia components and even 
critical reviews. Those elements represent the basic elements for meta-analysis and 
discovering relationships and structures within analyzed work. 

The scenes, which are the basic components of a plot are also presented as a com-
ponent of ontology tree. This tree includes references to structures which can be per-
ceived in the analyzed work. One of these structures is a plot, represented as contex-
tual graph containing scenes. There are also the linear work structure representing the 
order of text fragments in the final published variant. Multiple timeline views help to 
focus on analysis of character development, artifact usage, or how the most important 
ideas or messages are conveyed across the work. The timeline and ideas views are 
also used to check for inconsistencies and logical conflicts. The ontology can be eas-
ily enriched by other elements reflecting, for example, the critical evaluations of par-
ticular elements or work as a whole. 



 
Fig. 1. The structure of ontology for plot analysis 

5 Using contextual graphs to represent plot structure 

Let us represent the structure of plot as a set of connected scenes. The connections 
between scenes can reflect time order or sequential order presented to reader or just 
possible variants of plot development as seen by author. The analysis of possible plot 
developments requires focusing on all relevant elements for each scene (scene con-
text) which is helped by contextual graph model. 

The model of context graphs was initially developed for analysis of emergencies 
by metro operators. [14]. The authors of this model note that further actions taken in 
particular situations (scenes) are hard to formalize and are influenced by human op-
erator’s experience. In order to make a correct decision the operator should have all 



relevant information and not be overwhelmed by unnecessary detail. The contextual 
graph not only represent the structure of possible solutions depending on contextual 
information, but allows the operator to focus on small set of relevant data in order to 
make better decision. 

Contextual graph is an acyclic graph with one input node and one output node (fig 
2). 

 
Fig. 2. Contextual graph representing a fragment of plot 

The contextual graph has two types of components: contextual elements and actions. 
Contextual elements reflect contextual knowledge and actions – the possible actions 
(decisions) taken depending on the values of contextual element. The arcs coming 
from contextual elements to actions have marks showing which part of contextual 
knowledge is used in action. In more than twenty years after their development, the 
contextual graphs were successfully used to solve tasks in the areas of healthcare, 
military, transportation, information security [14].  

With the purpose of plot analysis, we will interpret the contextual elements as 
scenes-nodes. Such nodes combine not only actual scene description as literary text, 
but also references to events, position in general story timeline, links to relevant re-
search, ideas. The action node, which usually comes after scene will be construed as a 
change in the plot which occurred after action. It will contain information about how 
basic plot elements (characters, events, artifacts) were changed after scene and thus 
will reflect the evolution of plot. The action node coming after the specific scene can 
be split in several parts describing dependencies between scenes. In the process of 



plot construction action nodes can describe the alternative paths for plot development 
and can be used by author for the evaluation and selection of the best path.   

Formally, the contextual graph used for plot analysis and construction is repre-
sented by tuple: 

),,,( ArAcScPl     (2) 

where Sc is a set of all scene descriptions, Ac is the set of all actions descriptions and 
Ar is a set of arcs between them.  

6 Scene analysis and representation 

A scene node is the important part of plot structure. It represents the context in which 
this scene is created. In knowledge-based systems the context is often used as a filter 
limiting the number of parameters to be tracked. In order to represent the knowledge 
pertaining to the scene it is advisable to use contextual ontology [15] OnCon  , that 
is a part of general ontology On. The definitions of contextual ontologies are stored in 
knowledge base. In practice it is often handy to track the change of contextual ontolo-
gies between scenes by splitting the contextual ontology in parts, according to impor-
tant descriptive parameters of the story. Those parts are considered as separate con-
texts. For example, such parts may be the contexts of locations, characters, time, and 
narrative ideas.  

ideastimelocchar ConConConConCon  . (3) 

The changes of those contexts are tracked across the story and for each scene i the 
contextual scene ontology Sci is built and instantiated.  

This ontology typically contains references to instances of such ontology types as 
Characters, Artifacts, Location, Ideas, Time, Research, Text fragments. Therefore, the 
ontology of scene can be represented as a tuple: 

),,,,,,( txtrestimeidealocartchar TTTTTTTSci  . (4) 

Similarly, information about action Acj can be represented using ontology types in-
stances, inherited from scene description.    

7 Conclusion 

This article describes an approach which can be used in the processes of plot analysis 
and construction for both fiction and non-fiction literary works. Conversely to the 
most used approach of formalizing meaning using concepts, relations and axioms, the 
proposed approach focuses on formalizing and studying larger concepts such as 
common tropes, ideas and patterns. The representation and analysis of such objects is 
required in the study of narrative and discourse being an important part of computa-
tional linguistics. Its usefulness transcends the notion of just another author’s and 



analyst’s toolbox. It can be used to construct or analyze the work focusing on specific 
facets such as stories, characters, and threads. Ontological approach facilitates detect-
ing and tracking common tropes or other repeating patterns in multiple works across 
the discourse. 

Moreover, the usage of ontologies for plot analysis allows using logical or rule-
based reasoning enforcing structural requirements and other detectable patterns, de-
tecting logical inconsistencies. Contextual graphs could help to construct multiple 
variants of alternate plots developments within the same literary work. Contextual 
ontologies and contextual graphs can constitute a basis for detecting and formalizing 
repeating patterns of meaning across multiple works.  
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