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Abstract This paper describes a multi-channel approach to open-set cross-domain
authorship attribution (AA) for the PAN-CLEF 2019 AA shared task. The present
work adapts the EACH-USP ensemble method presented at PAN-CLEF 2018 to
an open-set scenario by defining a threshold value for unknown authors, and ex-
tends the previous architecture with an additional character ranking model built
with the aid of the PageRank algorithm. Results are superior to a number of base-
line systems, and remain generally comparable to those in the original closed-set
ensemble approach.

1 Introduction

Authorship attribution (AA) is the computational task of identifying the author of a
given text by examining samples of texts written by a number of candidate authors
[8]. Practical applications include, for instance, the detection of internet misuse, text
forensics for copyright protection, and many others [5].

AA may be based on single- or cross-domain settings. In this paper we discuss the
latter, that is, situations in which we would like to identify the author of a text in a
certain genre based on samples of text written in another genre.

From a computational perspective, we may distinguish two AA problem definitions:
closed- and open-set AA. Closed-set AA assumes that the author of a disputed text
necessarily belongs to a pre-defined set of possible candidates. This subtask was the
theme of the PAN-CLEF 2018 shared task in [7]. Open-set AA, by contrast, assumes
that the disputed text may not necessarily belong to any known candidate [18]. This
subtask was the theme of the PAN-CLEF 2019 shared task, and it is also the focus of
the present work.

In the context of closed-set AA, the work in [2,3] presented an ensemble approach
that combines predictions made by three knowledge channels, namely, standard char-
acter n-grams, character n-grams with non-diacritic distortion and word n-grams. In the
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present work, this method is adapted to an open-set scenario by defining a threshold
value for unknown authors, and further extended with the inclusion of a fourth chan-
nel based on a character ranking model built with the aid of the PageRank algorithm
[10,15].

2 Related Work

The present work consists of an extension of the ensemble AA approach in [2]. This,
and a number of related studies, are briefly discussed below.

The work in [2] presented an ensemble approach to cross-domain AA called EACH-
USP, which combines predictions made by three independent classifiers based on word
n-grams (Std.wordN), standard character n-grams (Std.charN), and character n-grams
with non-diacritic distortion (Dist.charN). The method relies on variable-length n-gram
models and multinomial logistic regression, and selects the prediction of highest prob-
ability among the three models as the output for the task by soft voting.

The word-based Std.wordN model in [2] is intended to help distinguish an author
from another based on word usage. However, given that a single author may favour
different words across domains (e.g., fictional versus dialogue text), and that word-
based models will usually discard punctuation and blank spaces thyat may represent
a valuable knowledge source for AA [13], the character-based models Std.charN and
Dist.charN were added as a means to capture time and gender inflection, punctuation
and spacing.

Both Std.charN and Dist.charN models in [2] are intended to capture language-
independent syntactic and morphological clues for AA. In the latter, all characters that
do not represent diacritics are removed from the text beforehand, therefore focusing on
the effects of punctuation, spacing and the use of diacritics, numbers and other non-
alphabetical symbols.

For further details regarding the ensemble method, we report to [2]. Character mod-
els are extensively discussed in [14], with details regarding the role of affixes and pre-
fixes in the task. Function words and word n-gram models are discussed in [6]. Text
distortion models for removing noise information from text are discussed in [17].

Finally, the work in [19] creates word-adjacency graphs and extracts weighted clus-
tering coefficients and weighted degrees from certain nodes in the word-adjacency net-
work. An AA knowledge channel along these lines will be addressed in our own work
as discussed in Section 4.

3 Corpus and Baseline Analysis

We started our investigation by examining the PAN-CLEF 2019 cross-domain AA
dataset1, and by comparing the results obtained by the baseline systems provided. This
analysis is described as follows.

The PAN-CLEF 2019 AA development dataset conveys 20 problems written four
languages (English, French, Italian and Spanish), with nine candidate authors per prob-
lem, seven documents per candidate and an average of 4500 characters per document.

1 https://pan.webis.de/clef19/pan19-web/author-identification.html



Figure 1. PAN-CLEF 2019 baselines performance according to target language.

The shared task organisers also provided three baseline systems, namely, compression
models [20,11], the Impostors method [9], and a SVM classifier based on character tri-
grams. Further details are provided in [13]. Figure 1 presents a comparison between
macro F1 scores obtained from the three baseline systems for each target language.

From Figure 1 we notice that the SVM classifier has the best overall performance
among the three baseline systems. Moreover, we notice that the three systems obtained
similar results in the case of the English dataset.

Figure 2 presents a comparison among the same baseline methods according to the
number of unknown documents under consideration.

From Figure 2 we notice that the proportion of unknown texts in each dataset, or
openness of the AA task, has a considerable impact on the performance of all models.
This confirms the general intuition that open-set AA is more challenging than closed-set
AA.

4 Current Work

As in [2], our current approach to AA assumes that evidence of an author’s identity may
be found in multiple layers of morphological, syntactic and semantic knowledge. These
layers may be modelled as knowledge channels that use character- and word-based n-
grams as their main source for feature extraction [4]. Channels of this kind tend to be
relatively independent from each other, that is, the information captured by one channel
may not necessarily be captured by another.

Based on these observations, we follow the work in [2] and address the AA task by
making use of multiple models combined as an ensemble of classifiers. More specif-
ically, our current approach extends the ensemble method in [2] by adding a fourth



Figure 2. PAN-CLEF 2019 baselines performance according to the number of unknown docu-
ments.

module to the existing set of channels (Std.wordN), Std.charN), and Dist.charN, cf.
previous section) and proposes further adjustments for the open-set AA setting.

4.1 A Character Ranking Model for AA

Language models are central to a wide range of natural language processing tasks.
Accordingly, many studies have attempted to estimate the probability of a word (or
character) appearing after a given symbol [4]. N-grams and recurrent neural networks
[1,16] are the most well-known methods of this kind.

Of particular interest to the present work, language models may be represented as a
character adjacency graph, in which the degree of influence of each node may help cap-
ture the (most influential) character sequences that denote a particular author. Influence
may be measured, for instance, by using the PageRank algorithm [10,15]. In this case,
the influence of a node is defined by the equation 1, in which N is the number of nodes,
α is the original alpha factor, and M is the set toward pi points to.

PR(pi) =
1− α
N

+ α
∑

pj∈M(pi)

PR(pj)

L(pj)
(1)

Using this method as a basis, we envisaged a character ranking model for AA,
hereby called Rank.char, that computes character adjacency graphs and uses PageRank
to select the most influential characters of a set of documents of a given author. For
instance, the word ‘the’ gives rise to three nodes t, h and e, and two edges t → h e
h→ e.

Once the adjacency graph is computed, symbols of frequency lower than five are re-
moved, and the resulting structure is submitted to the PageRank algorithm to determine



Figure 3. Ensemble cross-domain AA architecture

its most influential nodes. The algorithm is executed with a maximum of 500 iterations,
and an alpha value set to 0.85. The output - a matrix of size |d|, |v| where d is the set of
documents and v is the corpus vocabulary - is then fed into the AA pipeline.

4.2 A Multi-channel AA Model

There are many possible strategies for combining the outputs of a set of classifiers.
Among these, the most common are averaging, soft voting and hard voting. Averaging
simply averages the predictions made by each classifier and chooses the class with
higher probability. In hard voting, the majority vote is used as the final decision and, in
soft voting, a weighted vote is considered.

In the present work we follow [2] and consider the use of a soft voting method in
which the probabilities produced by a set of classifiers are concatenated and taken as
an input to a softmax logistic regression model. This strategy is motivated by similar
methods commonly applied in convolution neural network learning, in which multiples
filters are applied to a stream of text, and subsequently combined by using a softmax
layer. In the present AA setting, this method allows full filter (or channel) optimisation
with the benefits of soft voting, which may be particularly suitable to scenarios with
restricted number of text samples per author.

Our resulting architecture is illustrated in Figure 3. The first three channels are simi-
lar to those in [2], whereas the last channel (Rank.char) represents our current extension.

The output of the ensemble method is a matrix of probabilities conveying d rows
representing documents and a columns representing authors, in which dij is the prob-
ability of a document di belong to an author aj . The openness aspect of the AA task



Figure 4. Model pipeline parameters

Figure 5. Model pipeline parameters optimal values

at PAN-2019 (i.e., the fact that an input text may not belong to any of the candidate
authors) is dealt with by assigning the unknown author (<UNK>) label to the input text
when the standard deviation of the corresponding row is below a 0.05 threshold.

5 Evaluation

Model parameters were set by using the PAN-CLEF 2019 development dataset as fol-
lows. Features were scaled using Python MaxAbsScaler transformer, and dimensional-
ity reduction was performed by using a standard PCA implementation. PCA also helps
remove correlated features, which is particularly useful in the present case because our
models make use of variable length feature concatenation. The resulting feature sets
were submitted to multinomial logistic regression by considering a range of possible
alternative values as summarised in Figure 4.

Optimal values for each pipeline were determined by making use of grid search
and 3-fold cross validation using an ensemble method. The optimal values that were
selected for training of our actual models are summarised in Figure 5. In this summary,
a sequence as in, e.g., Start=2 and End=5 is intended to represent the concatenation of
subsequences [(2, 2),(2, 3),· · · ,(4, 3),(4, 5)], assuming that Start is not greater than End.

In addition to the main experiments presently reported, a large number of alterna-
tives were considered as well. These included the use of BM25 and one-hot represen-



Table 1. Macro F1 results based on the PAN-CLEF 2019 AA development corpus

Baselines Channels Ensembles
# Comp Imp SVM Std.charN Std.wordN Dist.charN. Rank.char EACH-USP current
01 0.66 0.66 0.67 0.69 0.61 0.65 0.57 0.86 0.83
02 0.34 0.40 0.44 0.47 0.45 0.39 0.19 0.51 0.49
03 0.49 0.42 0.50 0.62 0.47 0.46 0.37 0.63 0.67
04 0.51 0.49 0.35 0.40 0.31 0.24 0.20 0.48 0.46
05 0.36 0.27 0.49 0.42 0.46 0.39 0.23 0.61 0.53
06 0.67 0.56 0.67 0.65 0.45 0.61 0.47 0.74 0.74
07 0.52 0.43 0.50 0.57 0.46 0.41 0.52 0.56 0.60
08 0.49 0.36 0.51 0.56 0.37 0.46 0.25 0.66 0.61
09 0.61 0.26 0.61 0.67 0.44 0.52 0.13 0.70 0.71
10 0.52 0.35 0.46 0.53 0.28 0.44 0.41 0.59 0.61
11 0.56 0.42 0.62 0.62 0.37 0.64 0.48 0.75 0.73
12 0.50 0.51 0.58 0.62 0.37 0.47 0.46 0.61 0.65
13 0.72 0.49 0.67 0.73 0.44 0.53 0.43 0.76 0.76
14 0.78 0.53 0.60 0.81 0.42 0.57 0.57 0.70 0.85
15 0.72 0.33 0.74 0.71 0.38 0.42 0.34 0.88 0.77
16 0.67 0.60 0.74 0.81 0.66 0.53 0.48 0.72 0.74
17 0.62 0.32 0.57 0.62 0.53 0.45 0.18 0.68 0.65
18 0.65 0.53 0.69 0.80 0.61 0.54 0.28 0.82 0.79
19 0.41 0.28 0.55 0.52 0.52 0.41 0.28 0.62 0.60
20 0.24 0.29 0.52 0.44 0.31 0.22 0.12 0.47 0.44

Overall 0.55 0.42 0.57 0.61 0.44 0.47 0.35 0.67 0.67

tation for feature extraction, and the use of bagging, boosting, multi-layer perceptron,
decision tree induction and other learning methods. All these results were however be-
low those obtained by the present approach, and were therefore discarded.

6 Results

Table 1 presents macro F1 results based on the PAN-CLEF 2019 test dataset and evalua-
tion software [12] as obtained by the original baseline systems, our four individual clas-
sifiers, the ensemble approach EACH-USP taken from [2], and by the current method.
Baseline systems were trained with their default parameters, and all models were indi-
vidually optimised by using the parameters described in Table 5. Best results for each
problem are highlighted.

From these results we notice that the current approach keeps a relatively good per-
formance overall. Figure 6 presents a comparison between macro F1 scores obtained
from the SVM baseline, the char n-gram model with variable range Std.charN, and the
EACH-USP and current ensemble methods for each target language.

From these results we notice that the use of Rank.char was more effective for the
Italian language dataset. Moreover, the task seems to be more challenging in the case
of the English dataset than for the other languages.

Finally, Figure 7 presents a comparison among the same methods according to the
number of unknown documents under consideration.



Figure 6. F1 Results according to target language.

Once again, we notice that the percentage of documents of unknown authors had a
great impact over all system under evaluation regardless of other factors.

7 Final Remarks

This paper has proposed an extension to the work in [2] by presenting an approach
for open-set cross-domain authorship attribution that relies on fully optimised char n-
grams, word n-grams and char-ranking models. To this end, results obtained from the
individual models as probability vectors were combined by making use of a soft voting
ensemble method, and unknown authors were classified by considering the standard
deviation of the final probability vector.

Our current results are generally superior to those obtained by the PAN-CLEF 2019
baseline systems, but were not generally superior to the work in [2]. Although the com-
pact text representation provided by the current Rank.char model does help improve
some of our results, the Dist.charN model from [2] remains the most useful knowledge
source within this ensemble approach even in the present open AA setting.

As future work, we intend to experiment with other kinds of network influence
methods, and further customise the PageRank algorithm [10,15] for the AA problem.
The use of part-of-speech and embedding channels for AA is also to be investigated.
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Figure 7. F1 results according to the number of unknown documents.
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