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Abstract. In this work, we propose a 16-layer 3D convolutional neu-
ral network with a slice selection technique employed in the task of 3D
Computed Tomography Image data of Tuberculosis(TB) patients which
attained 10 th place in the ImageCLEF 2019 Tuberculosis - Severity scor-
ing challenge. The goal is aimed at estimating TB severity based on the
CT image. The best result reported in this work is Area Under the ROC
Curve (AUC) of 0.61 and a binary accuracy of 61.5%. Codes for this
work can be found at @E
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1 Introduction

Tuberculosis is a potentially serious infectious disease that affects lungs, and
sometimes other parts of the body. Mycobacterium tuberculosis, is the bacte-
ria that causes the infection and can spread from one person to another via
cough, spit or sneezes. Most infections do not cause any symptoms, which is
refered as latent tuberculosis and 10% of them turns to potentially fatal ac-
tive diseases. People with HIV/AIDS and smokers are more vulnerable to active
TB. The symptoms of the infections are cough with blood-containing mucus,
night sweats, fever, chills, loss of appetite and severe weight-loss. About one-
quarter of the world population has been infected with the disease. In 2010,
1.2-1.45 million deaths have occurred due to the disease, mostly in developing
countries which makes it the second most common cause of death from infec-
tious disease [I]. Tuberculosis is diagnosed by conducting chest X-ray and micro-
scopic examination of bodily fluids. Computed tomography (CT) scan provides
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more detailed information about the infection than X-ray images [2]. Several
techniques have been used to automate the detection of Mycobacterium infec-
tion using different machine learning techniques in chest radiographs and CT
scan images. Deep learning [I4] has also been used to diagnose lung diseases
in CT scan images. [4] used deep belief network and convolutional neural net-
work to classify lung nodule in 3D tomography images, where deep beleif net-
work performed better than convolutional neural network and SIFT. [3] shows
an ensemble of AlexNet and GoogleNet DCNNs performed best with the AUC
score of 0.99 on radiograph images to detect pulmonary tuberculosis. Progno-
sis of diseases such as chronic obstructive pulmonary disease and acute respi-
ratory disease on smokers lungs has also been predicted using convolutional
neural network in computed tomography images [5]. Three different deep learn-
ing techniques have also been applied to detect lung cancer from CT scan im-
ages using convolutional neural networks(CNN), Deep neural networks(DNN)
and Sparse Autoencoders(SAE), where CNN performed best with an accuracy
of 84.15%, sensitivity of 83.96%, and specificity of 84.32% [6]. Most computer
aided diagnosis has been done for tuberculosis which uses radiographic images
[7]-[10]. A challenging part of working with CT scans is the fact that the data
points comprises of depth information, which make it not only three dimen-
sional but also computationally expensive to process for images with have large
depth size. Several works have been done on detecting 3D objects, for exam-
ple by integrating volumetric grid representation with a 3D convolutional neu-
ral network [I1] introduced a network named VoxNet, which is then validated
in LiDAR, RGBD, and CAD data. [I2] on the other hand, uses 2D represen-
tation from various angles of a 3D object and trained a multi view convo-
lutional neural network classifier with view pooling method which performed
better than 3D CNN. They show the use of transfer learning [13] which is an
effective technique where a model is used which previously learnt a set of fea-
tures to solve a visual recognition task as a starting point to solve another task.

Training 3D Convolutional Nets on volumetric data is computationally ex-
pensive due to depth information which requires additional feature learning and
hence results in an increased number of learnable paramters. Moreover, all the
data samples do not have same depth size which complicates training. To ad-
dress this problem, we introduce a novel data partitioning technique which makes
the training method not only effective but most importantly feasible. We show,
using partial depth information from the each volumetric data point, it is pos-
sible to achieve good AUC and accuracy values. We show our approach which
achieves 10th place among a total of 100 participants in the ImageCLEF 2019
Tuberculosis - Severity scoring challenge [16].

2 Experimental Overview

This section provides details of the setup used in the different experiments.
A brief description of the data set used for the experimentation will be given,



followed by description of the network architecture. Moreover, details of the
training regiment with the metrics are provided.

For replication of this work, it is relevant to mention that all of the exper-
iments were performed on a machine with Windows system with Intel Core(TM)
i7-7700 CPU @3.60GHz processor, 32 GB RAM, a single CUDA-enabled NVIDIA
GTX 1050 4GB graphical processing unit (GPU), Python 3.6.7, Keras 2.2.4 with
Tensorflow 1.12.0 backend, and CUDA compilation tools, release 10.0, V10.0.130
dependencies for GPU acceleration.

2.1 Dataset Description

The dataset for the severity scoring(SVR) task is provided by ImageCLEF
Tuberculosis 2019 [15][I6]. The dataset consists of a total 335 chest CT scans
of Tuberculosis patients in addition with clinically relevant metadata. From the
dataset, 218 data points are used for training and the remaining 117 are hold
out for the final evaluation. The selected metadata includes the following binary
measures: disability, relapse, symptoms of TB, comorbidity, bacillary, drug re-
sistance, higher education, ex-prisoner, alcoholic, smoking. The 3D CT images
which were provided have a slice size of 512x512 pixels and a number of slices
varying from 50 to 400. All the CT images are stored in NIFTI file format.
This file format stores raw voxel intensities in Hounsfield units (HU) as well the
corresponding image metadata such as image dimensions, voxel size in physical
units, slice thickness, etc. Figure [1| shows an instance of this.

Fig. 1. Slices of 2D image from an arbitrary 3D CT image. The slices are started off
from the lower chest progressing to upper chest.

The original severity score which is assigned by a medical doctor is included as
training meta-data which are annotated in a scale from 1(”critical/very bad”) to
5(”very good). This grade is converted to "LOW?” (scores 4 and 5) and "HIGH”
(scores 1, 2 and 3) thereby reducing the task to a binary classification problem
as per task descriptions provided by ImageCLEF Tuberculosis 2019[15][16]. In
addition to these requirements, the 117 test set labels are hidden, which make
it more challenging.



2.2 Data Prerocessing - Slice Selection Technique

In order to prepare the data for training, we first resize individual slices of
the 3D input volume to 128 x128 with bicubic interpolation.

This is followed by a slice selection technique that we introduce in this work,
where a depth size of 32 and 16 - which results in two experimental settings
discussed in[Il- are chosen for our final submissions.

Partition = Number of Slices / 2

Slices = 4 Slices = 4 Slices =4 Slices = 4

| |

Slices = 16

Fig. 2. Slice Selection Technique with a depth size of 16.

In Figure |2| we show a visual representation of the slice selection technique.
For a given input volume the first 4 slices, the middle 8 slices and the last 4 slices
are extracted. The middle slice of the input volume is obtained by taking the
half of the input volume depth. These three sub components are then stacked
to reconstruct the desired input volume where, in this case, is a depth size
of 16. In other words, the input volume consists of a total of 16 slices. The
main motivation behind the proposed technique eliminates the problem of GPU
exhaustion during optimization. Since the default input volume consist of large
number of slices, it was entire impossible to allocate tensors for computation in
our experimental setup discussed at the end of Section 1.



2.3 Configuration of the proposed Convolutional Neural Network

The network used in this work was inspired by the architecture used for real
time object recognition by integrating a volumetric occupancy grid representa-
tion with a supervised convolutional net named VoxNet [I1]. All the 3D input
volumes were transformed to 128 x 128 x depth, where depth is 32 and 16 for
the two different settings, with cubic interpolation for the network input. The
network consists of three convolutional layers with 32 filters of size 2 x 2 x 2 .
After every convolutional layer, a maxpooling layer is added with a stride of 2.
Maxpooling layers reduces its size of input to half by taking maximum values
from a window of size 2x2. Recitified Linear Units(ReLu) was used as the acti-
vation function for both convolutional and fully connected layers. The activation
function is governed by Equation [T}

a = maz(0, x) (1)

where, a is the output of the activation for a given input x.

The convolutional blocks in Figure [3h is then followed by a batch normaliza-
tion layer. The deep learning community has quickly adopted the use of batch
normalization as it introduces a form of regularization which restrains the net-
work form simply memorizing the training dataset, which means the network is
expected to generalize better on unseen data with use of batch normalization.
The output from the batch normalization layer is flattened and passed to a series
of fully connected layers with two dense layers having 1028 neurons, one with
512 neurons. Each of the dense layers were connected to a dropout layer which
drops the neuron connection with a probability of 40%. The output from the
final two dropout layers was followed by a dense layer of 2 neurons. The network
architecture is shown in Figure

Softmax activation shown in equation [2] was applied on the last layer to
get the probability results for the binary classification problem. The output of
the softmax function is equivalent to a categorical probability distribution, it
tells you the probability that any of the classes are true. This enables better
performance of the model.

e(Zj)
Zszl e

where z is a vector of the inputs to the output layer (if you have 10 output
units, then there are 10 elements in z). And again, j indexes the output units,
soj=1,2, ..., K.

(2)

o(zj) =

2.4 Training Regiment

Stochastic Gradient descent was used to optimize the weights of the network
via backpropagation with a learning rate of 10™* with a momentum of 0.9.
Cross-entropy error between the predicted and ground truth was used as the
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Fig. 3. 16-layer 3D Convolutional Net

loss function show in Equation [3] and the weights were updated using mini-
batches for every iteration. The initialization of the weights was done at random
and the biases were initialized as zero.

N C
. 1
L(y,§) = _NZ Z Ly,€c., 108 Pmodet[yicc, ] (3)
i=1 c=1

In equation (3] the double sum is over the observations i, whose number is
N, and the categories ¢, whose number is C. The term 1,, in C. is the indicator
function of the i*” observation belonging to the cth category. The pmoder is the
probability predicted by the model for the ith observation to belong to the ¢**
category. When there are more than two categories, the neural network outputs
a vector of C' probabilities, each giving the probability that the network input
should be classified as belonging to the respective category. When the number
of categories is just two, the neural network outputs a single probability with
the other one being 1 minus the output.

Training was continued for 300 epochs on layers L1 to L16 in Figure [3|with a
validation split of 0.1 and the final evaluation was done on the test set. For the
final submissions, we only make change in input volume depth size which also
required us to change the batch size which results two different settings shown in
Table |1l All the other remaining parameters were kept same in the two settings.

It is noteworthy that, in both the configurations, the learnable parameters are
23,808,378.



Table 1. Different experimental settings

Name Input Volume|Batch Size
Depth Size
CFG-A 32 4
CFG-B 16 16
2.5 Metrics

The task is evaluated as binary classification problem, including measures
such as Area Under the ROC Curve (AUC) and accuracy. An AUC of 1 represents
a perfect classification system where True positive rate is 1 and False positive
rate is 0. Since the ranking of the techniques will be first based on the AUC and
then by the accuracy, AUC is the optimizing metric and the binary accuracy is
the satisfying metric.

3 Result and Discussion

From Table 2] it can be seen that CFG-A achieves the highest AUC and
accuracy values in the experiments conducted in this work. CFG-A, where the
network is trained with an input volume of 128 x128x32 , this achieves an average
test AUC of 0.611 and test accuracy of 61.5%. Also to note, the batch size for
this configuration was set to 4, since any larger values resulted in GPU memory
exhaustion. This still led to achieve the best result in the set of experiments
conducted which is surprising. CFG-B which is trained and evaluated with an
input volume of 128 x 128 x 16. From the experiments it can be said that the
degradation in CFG-B is due to lower number of slices in the input volume which
results in information loss. Even though the batch size was 16 in this setting,
the information loss outweighs the impact on the overall performance.

Table 2. Performance on final test set

Name Area Under|Test Set Ac-|Best Val-|Test-Val
ROC Curve |curacy idation Accuracy
Accuracy Margin
CFG-A 0.611 61.5 68 6.5
CFG-B 0.57 53.8 82.5 28.7

In Figures[d and 5] we show the training logs for both the configurations. Both
CFG-A and CFG-B are trained for 300 epochs. In Figure [4 which portrays the
training log for CFG-A, it can be seen that the network starts to overfit only
after 25 epochs. CFG-A achieves a highest validation accuracy of 68%, where in
the test set an accuracy of 61.5% is achieved which results in test-val accuracy
margin of 6.5% between validation and testing set even when the batch size is
set to 4.
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Fig. 4. CFG-A Accuracy/Loss graph

In the case of CFG-B which is shown in Figure [5] the network starts overfit-
ting after 60 epochs and achieves a highest validation accuracy of 82.5%. It is
surprising that this configuration achieves only a test accuracy of 53.8% which
results in a test-val accuracy of 28.7%. From this behaviour we can say that the
preprocessing technique employed in CFG-B with depth size of 16 results the
test set to not be representative of the validation set. This setup also causes
information loss which results in significantly lower performance than CFG-A.
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Fig.5. CFG-B Accuracy/Loss graph

4 Conclusion

We demonstrate a 3D convolutional neural network with a newly proposed
preprocessing technique, slice selection from volumetric data, used in the task
to estimate severity based on CT Image of Tuberculosis patients. This work
achieved 10 th place with a test AUC of 0.611 and test accuracy of 61.5% in the



ImageCLEF 2019 Tuberculosis - Severity Scoring challenge [I5][16]. We show
that even without using all the slices from the training set, via slice selection
technique, it is possible to achieve certain rather good AUC and accuracy values
in the final test set.

5 Future Works

In future works, the results will be further analyzed to gain a better under-
standing of the reasons behind the results. In addition, various networks archi-
tectures will be experimented and further improvements in the proposed slice
selection technique will be made, in an attempt to build a robust deep learning
model to estimate severity of TB patients.
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