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Abstract. With this work we participate in the competition on the author profiling task
on the MEX-A3T track at IberEval 2019. Author profiling task aims to identify gender,
occupation and location from images or text of Mexican Twitter users. We propose a 3D
Convolutional Neural Network for solving this task, using visual information, in this case
images extracted from the user’s profile which are grouped to create a unique input of each
user.
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1 Introduction

Author Profiling (AP) consists on identifying demographic information such as age, gender, lo-
cation, occupation, native language, personality traits, etc. [8], to obtain a description from a
particular user. This information can be obtained from several sources of information, in this case
through texts and images from the user’s Twitter profile due to the large quantity of information
available in this medium.

In this work we focus on obtaining the profile of an author using images only; however, using
only this source of information is a challenging task due to the interaction of users in social media,
for example a group of friends can share the same nature of the image on their Twitter account.
Another issue is related to gender equality, making gender identification complicated because now
a man or woman can share the same images. That is why in this work we propose to work with
groups of images instead of single images from a user’s profile. With this group of images we aim to
capture the history of each user’s profile in such a way that it will not be of importance if another
user uses the same image; to classify these groups of images we propose 3D Convolutional Neural
Network (CNN) models capable of extracting features from these groups of images.

This work is structured as follows: in Section 2 we describe the previous work related to this
task; in Section 3 we describe our proposal; in Section 4 we show the results obtained from this
work, and finally in Section 5 we draw our conclusions.

2 Previous work

In this work we focus on Mexican Twitter users and on three classes of demographic information:
gender, location and occupation; most of the previous works on AP have been devoted to
the analysis of textual information, disregarding information from other modalities, such as visual
information, that could be potentially useful for improving the performance of AP methods.

Some of the first related works were devoted to obtainin gender using textual information are
developed by Argamon et al. [3][4]. They proposed combinations of textual attributes ranging from
lexical features such as content words and function words. Another work by Ortega et al. [12], uses
syntactical features such as personal phrases to detect gender on texts.

Merler et al. [11] uses images extracted from the user profile and categorize each one with
independent classifiers, to obtain gender from those categories. Taniguchi et al. [13] categorizes
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each image of the profile using CNNs and then performs classification on those categories to
predict gender. Although Merler et al. [11] and Taniguchi et al. [13] work with images, they rely on
an intermediate stage that recognizes certain features in images, and thus, an additional process of
labeling and training is required. A similar work is made by Álvarez-Carmona et al. [1]; they use
a multimodal approach to identify gender and age from Twitter users using both texts and single
images. To our knowledge, there are no works devoted to author profiling using images directly,
without depending on a previous categorization of images prior training. In the next sections we
give a detailed description of our proposal.

3 Proposal

In this section we describe our method using visual information from Mexican Twitter users; we
used 3D CNN models and images to identify the AP gender: male and female, location: north,
northwest, northeast, south, southeast and center, and occupation: arts, student, social, sciences,
administrative, health, sports and others.

It is worth to mention that we are working with Mexican Twitter users, so their native language
is Spanish while all the previous mentioned work was focused on English language users. Another
important point is that, as far as we know, there are no other works trying to predict location
and occupation from both textual and visual information.

Finally, in this work we use only visual information provided by the users, that is, we will use
images taken from their Twitter profiles. From the aforementioned works we take the idea that
CNNs are capable of extracting features from single images and classify them in different classes.
We propose a 3D CNN capable of classify gender, location and occupation at the same time from
groups of images instead of single images.

3.1 Dataset

The dataset was provided by the AP task on the MEX-A3T at IberEval 2019 [2]. It consists of
images and texts extracted from Mexican Twitter users to identify gender, occupation and location.
For solving this task we use images only. The dataset contains 11 images per user (in few cases
the number of images is less than 11 depending on the Twitter user), the full dataset consists of
3,500 users, resulting in 38,500 images approximately. In Fig. 1 we show samples of several images
of this dataset.

Fig. 1. Sample images from a Twitter user.

By analyzing the images given by the users we found that using a single image as in Álvarez-
Carmona et al. [1], determine all labels was not possible because some users, for example a man
or woman, can share the same image. This is why we decided instead of using a single image, we
could use a group of images shared by a user. As we are using a 3D CNN, we adapted the dataset
grouping several images in a single volume for each user as shown in Fig. 2.
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Fig. 2. Group of images from a Twitter user as input for the 3D CNN, where p is the number of images
per user.

3.2 3D CNN

We use two 3D CNN models based on [5] and [6]; they use a 3D CNN to classify human actions on
videos; this kind of CNNs work with temporal information such as videos; a video can be seen as
a sequence of images in time. We do not posses that temporal relationship but we have groups of
images that can be processed as sequences by the 3D CNN. The representation of a convolutional
and fully connected layer is shown in Fig. 3.

Fig. 3. Single layer representation of the convolutional layer and a fully connected layer.

The 3D CNN Model 1 is shown in Figure 4 and it is based on [6], where h is the height of the
patch, w is the width of the patch, p is the number of images per user—in this case we decided
to use 11 images per group— and n is the batch size. It consists of four convolutional layers to
extract features; in this CNN we use 3D kernels of size 2x3x3 and Max-pooling with size 2x2x2;
finally we add a classification stage.
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Fig. 4. 3D CNN Model 1.

The 3D CNN Model 2 is shown in Figure 5 and it is based on [5], where h is the height of the
patch, w is the width of the patch, p is the number of images per user—in this case we decided
to use 11 images per group— and n is the batch size. It consists of seven convolutional layers to
extract features; in this CNN we use 3D kernels of size 2x3x3 and Max-pooling with size 2x2x2;
finally we add a classification stage.

Fig. 5. 3D CNN Model 2.

The main differences between both models is the Max-pooling operation performed on the last
layers of Model 2, this operation reduces the input volume just in h and w dimension to extract
features at lower resolution. Also the number of layers used to extract features from the input
volume is different in both models.

Classification stage. We needed to adapt the output of the models to classify each profiling
setting separately; we use Fully Connected layers to perform the classification, all of them with
ReLU as activation function; as loss function we use the Categorical Crossentropy function [9]
given by Eq. 1.

L(y, ŷ) = −
M∑
j=0

N∑
i=0

(yij ∗ log(ŷij)) (1)

where ŷ is the predicted value and y the target value. Categorical crossentropy will compare the
distribution of the predictions (the neurons in the output layer, one for each class) with the true
distribution, where the probability of the true class is set to 1 and 0 for the other classes. This
output layer consists of three stages, the first one classifies gender (male and female) using 2
output neurons, the second one classifies location (north, northwest, northeast, south, southeast
and center) using 6 output neurons and finally the third one classifies occupation (arts, student,
social, sciences, administrative, health, sports and others) using 8 output neurons. In Figure 6 we
can observe how each stage is divided.
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Fig. 6. Classification stage, where r is the number of output neurons for each profiling task and r1 = 2,
r2 = 6 and r3 = 8.

4 Experiments and results

The dataset provided by [2] consists of training and test sets; the training set consists of 3,500
groups of images per user and 11 images for each group and the testing set consists of 1,500 groups
of images per user with the same number of images.

We trained both models using the training set and using the Backpropagation (BP) method
[10] and ADAM optimizer [7] to update the weights during training, with learning rate equal to
0.05 and decay equal to 0.7; we used 100 iterations and a batch size of 13. We trained the model on
two GPU NVIDIA GTX 1080Ti; it took five hours for training and less than a second for testing
a single group of images.

As mentioned before we were participants of the AP task on the MEX-A3T at IberEval 2019;
we compare our method with CerpamidTeam as their results were made public for this contest as
well; they use the textual information to perform their prediction. From Tables 1 to 6 we report
the evaluation of our 3D CNN models, and present the comparison with CerpamidTeam. We use
the metrics given by the organizers of the contest such as F measure, Accuracy (Acc), Precision
(P) and Recall (R).

Table 1. Comparison between our method and CerpamidTeam on gender.

Method F(P, R) Acc P R

CerpamidTeam 1 0.8366 0.8347 0.8412 0.8347
CerpamidTeam 2 0.8331 0.8313 0.8392 0.8313

3D CNN, Model 2 0.5227 0.5227 0.5230 0.5227
3D CNN, Model 1 0.4711 0.4840 0.4823 0.4840

Table 2. Comparison between our method and CerpamidTeam on location.

Method F(P, R) Acc P R

CerpamidTeam 1 0.5020 0.6307 0.5214 0.4934
CerpamidTeam 2 0.4844 0.6153 0.4988 0.4766

3D CNN, Model 1 0.1482 0.2393 0.1645 0.1573
3D CNN, Model 2 0.1098 0.1687 0.1674 0.1846
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Table 3. Acc comparison between our method and CerpamidTeam on different values for location.

Method center southeast northwest north northeast west

CerpamidTeam 1 0.6889 0.3864 0.6667 0.1667 0.7091 0.2890
CerpamidTeam 2 0.7021 0.3984 0.6651 0.2535 0.7297 0.2634

3D CNN, Model 1 0.4177 0.0430 0.0952 0.0260 0.2066 0.1008
3D CNN, Model 2 0.3606 0.0000 0.0867 0.0491 0.1377 0.0250

Table 4. Comparison between our method and CerpamidTeam on occupation.

Method F(P, R) Acc P R

CerpamidTeam 1 0.3957 0.6587 0.4331 0.3744
CerpamidTeam 2 0.3824 0.6613 0.4201 0.3619

3D CNN, Model 1 0.1196 0.2693 0.1235 0.1284
3D CNN, Model 2 0.0951 0.2300 0.1402 0.1260

Table 5. Acc comparison between our method and CerpamidTeam on each occupation.

Method others arts student social sciences sports admin health

CerpamidTeam 1 0.1026 0.2514 0.8597 0.5695 0.1982 0.3077 0.5134 0.2564
CerpamidTeam 2 0.1333 0.3333 0.8648 0.5508 0.2075 0.3500 0.4785 0.2469

3D CNN, Model 1 0.0000 0.0902 0.4495 0.1390 0.0654 0.0000 0.2131 0.0000
3D CNN, Model 2 0.0000 0.1181 0.4394 0.0701 0.0408 0.0000 0.0926 0.0000

4.1 Discussion

As shown in previous tables we observe that predicting the AP of a Twitter user using only images
is a difficult task due to the generality of purpose of images on this platform, and even if we look at
the images is hard to classify them; nevertheless we obtain better results using the 3D CNN Model
2 on gender and using the 3D CNN Model 1 on location and occupation. As far a we know there are
not other participants who solve the task using images, so we cannot compare with the methods
using text. Also both models work with volumes of images instead single images as described in
previous work. One disadvantage from our method is that we need the same number of images
per user and if a user has less number of images we are not able to determine precisely his or her
profile.

5 Conclusions and future work

AP using only visual information such as images from Twitter is a difficult task due to the ambiguity
and the source of them, although we did not obtain high results, we developed a new framework
in which we can obtain AP using only images. Also we created a framework in which we can use
groups of images instead of single images, avoiding the problem of shared images between users;
additionally, our models allow to classify simultaneously directly from the images three different
aspects of the profile.

As a future work we plan to create a multimodal 3D CNN model which is able to combine
visual and textual information.
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