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ABSTRACT
Music is often both personally and affectively meaningful to hu-
man listeners. However, little work has been done to create music
recommender systems that take this into account. In this demo
proposal, we present Spotivibes: a first prototype for a new color-
based tagging and music recommender system. This innovative
tagging system is designed to take the users’ personal experience
of music into account and allows them to tag their favorite songs
in a non-intrusive way, which can be generalized to their entire
library. The goal of Spotivibes is twofold: to help users better tag
their playlists to get better playlists and to provide research data on
implicit grouping mechanisms in personal music collections. The
system was tested with a user study on 34 Spotify users.
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1 INTRODUCTION
Many people love to listen to music and share their music tastes
with others. With music consumption largely having moved to the
digital realm, music organization and discovery have moved to the
digital space accordingly, opening up great opportunities for digital
music services to support these experiences.

However, many popular present-day music services are very
much framed as catalogues, in which users have to perform directed,
linguistic searches on existing song metadata to find what they are
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looking for. In the Music Information Retrieval research domain,
considerable work has been performed to automatically describe
music objects beyond catalogued metadata. However, much of the
research in this area still has focused on fairly “objective” descriptors
of aspects of the music object (e.g. chords, tempo), but did not
explicitly consider corresponding end user experiences [3, 6, 11].

Frequently, music is seen as a moderator of mood and emotion. A
considerable body of work on automatic music emotion recognition
from audio content exists [2, 9, 17]. However, generally, it is hard
to get good labeled data (for which humans need to give the initial
input) at scale. In order to make labeling engaging, several pro-
posals have been made for crowdsourced tagging games [1, 8, 10].
While these are more engaging to users than traditional tagging
interfaces, they explicitly ask for users to concentrate on the an-
notation within imposed linguistic frames (e.g. describing songs
with a tag, or mapping songs in valence-arousal space), which may
take away the “natural” affective experience of music consumption.
Furthermore, these tagging interfaces generally reward consensus
across human annotators. While this allows for labels that are more
stable and generalizable across a music population, this takes away
any notion of very personal and subjective perception.

Also with regard to automatic music recommendation, in which
user consumption patterns are taken into account to foster auto-
matic music discovery, it was pointed out that true user feedback
is not yet optimally integrated [14]. While many algorithms are
evaluated with user studies or trained on hand-labeled genre tags,
not many approaches holistically incorporate user responses.

While algorithms have focused on describing musical objects,
when humans listen to music in everyday life, they actually may
not have their full focus on the musical object for active listening.
Instead, multiple studies have shown that music is often consumed
passively, e.g. in the background while performing another activ-
ity [5, 7, 12, 16]. This again gives useful dimensions of (personal)
music categorization, that presently still are understudied.

To study these open challenges in the literature and music con-
sumption in general, we propose the Spotivibes system. This system
is designed to capture user reactions and associations to music in
both a personal and an abstract way, in an integrated way with the
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user’s existing listening preferences in the Spotify music service.
Taking a user’s existing playlists as the basis, users are asked to tag
the “vibe” of songs (with “vibe” intentionally chosen to be more
abstract than “mood” or “purpose’) with one or more colors. This
both restricts the tag vocabulary in the backend, while at the same
time, it allows for more abstract associations at the user side than
would be the case when imposing a certain vocabulary.

In the backend, the system will learn associations from colors to
content features in the user’s consumption history. Consequently,
the system can generate tailored playlists for the users based on
colors. In this way, Spotivibes serves a twofold goal: on one hand,
it can serve as an annotation system that is both more abstracted
than existing tagging tools, while at the same time being more
integrated with actual everyday listening behavior of a user. On the
other hand, it also directly can serve users in gaining insight into
their music preferences and associations, and setting more personal
recommendations. This makes Spotivibes an interesting research
tool to study the impact and usefulness of abstract color tagging
of personal perception of music in recommender systems. In the
current paper, we present a first functional prototype of Spotivibes,
that is intended to provide a framework for conducting deeper
research on tagging mechanisms in the future.

2 OVERVIEW OF THE APPLICATION
Spotivibes is a web application and as such only requires a device
with Internet access and a browser, as well as a Spotify account.
Upon their first login, users have to tag a certain number of songs
(10 or 30) from their Spotify saved tracks, using as many colors
as they want. The available colors are depicted in the upper part
of Figure 1. Then, they can get personalized playlists based on a
single color, a progression between two colors or a mosaic of colors.
Those playlists can then be exported to their Spotify account.

Spotivibes relies on user feedback to further improve its recom-
mendations : users can always modify existing tags or tag more
songs. Users have also access to various statistics regarding their
tags to give them more information about their tagging behavior
and motivate them to tag more.

A detailed overview of the application can be found at
https://youtu.be/x2KZ2z0s4Uk .

2.1 Initialization
The initial set a user is asked to label is based on k-means clustering
of Spotify’s audio features. The user is asked to label either 10 or
30 of their own tracks, so k is set to 10 or 30. This theoretically
gives tracks which represent the major clusters of songs in Spotify’s
audio feature space and so should cover the majority of associations
a user can have to songs in their library. Also a “reset labels" button
on the home page allows the user to clear all the label data the user
has provided. This way, the initialization process can be repeated
for a fresh start.

2.2 Bulk labeling
Once the initialization process has been completed, if the user wants
to label more songs, he/she can select multiple songs and labels and
tag that selected group of songs with a color in one go. The user

Figure 1: Mosaic playlist generation
can also label their own saved Spotify playlists in one go, labeling
each song with the chosen color.

2.3 Playlist generation
Spotivibes allows users to create their vibes-based playlists in three
different ways: a gradient playlist, a single color playlist and a
mosaic playlist.

One color. The single color playlist is pretty self-explanatory. The
user will select a single color and will receive a playlist containing
songs with a high label value for the selected color.

Gradient. The gradient playlist generationworks by selecting two
different colors. A new playlist will be generated with a gradual
change in song vibe from start to finish. For example, the user
selects the colors yellow and blue, for the first and second colors
respectively. The first songs in the playlist will contain a higher
“yellow" label assigned to it and gradually change to songs with
that contain more “blue".

Mosaic. The mosaic pattern works by selecting multiple colors,
the user can also select the same color multiple times. As shown in
Figure 1, if a user selects two blue and one yellow, a playlist will be
generated containing songs with more blue than yellow, but should
also contain yellow.

Editing and Exporting Playlists. Once a playlist has been gener-
ated, the user can give feedback on each song by updating its color
labels. Songs can also be removed, which gives negative feedback
for future playlist generation. After creating and editing a playlist, a
user can choose to export the playlist to their Spotify library. They
can give it any custom name and later listen to it on their own
Spotify account.

2.4 Statistics
As a part of their Spotivibes experience, users can get insight into
their labeling behavior on a “Statistics” page. This page provides
some basic information about the users, including the number of
songs the user has labeled, and tracks in the library. More detailed
statistics listed in the subsections below can be viewed by selecting
a color from the color picker pop-up window on the left side. For
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Figure 2: The different statistic representations of the user’s
labelling behavior and playlists.

displaying the different statistics plots shown by Figure 2, the data
is calculated by the classifiers or retrieved from the Spotify API.

Landscape. The “Landscape” statistic is a detailed 3d plot pro-
viding information about the songs labeled with the selected color.
The x , y, and z-axis of the 3d plot indicate tempo, valence, and loud-
ness respectively. Each song labeled with the selected color will
be displayed as a dot on this 3d plot, its size corresponding to the
certainty with which we have classified it to be that color, as shown
in the upper left part of Figure 2. For example, if a user associates
yellow songs with high-tempo numbers, a cluster of larger dots will
appear on the higher end of the tempo axis. The plot is interactive:
it can be dragged to be viewed from different angles and when the
user hovers over a dot, they can see the title and artist of the song
it represents.

Influencers. The “Influencers” section, displayed in the upper
right part of Figure 2, is a bar plot showing the 3 most influential
artists within a color. The metric used to measure “influence” is
simply the sum of the likelihood of all the songs of the artist within
that color. In this way, influence indicates the likelihood of an artist
being associated with the currently selected color, depending on
how many of this artist’s songs are classified as that color.

Decades. The “Decades” tile displayed in the lover left part of Fig-
ure 2 shows a histogram of the number of tracks in decades that
belong to the selected color, weighted by their likelihood to be
correctly classified.

Genres. The “Genre” tile displayed in the lover right part of Figure
2 shows a radial histogram of genres classified within the selected
color.

2.5 Associating songs with colors
The algorithm that learns correspondences between songs and color
tags is the heart of Spotivibes’ functionality, yet is almost invisible to
users. Since color labels are so personal, we do not make use of any
inter-user information. Thismeans that classifiers need to be trained
for each individual user, yielding user-dependent correspondences
between audio features and (categorically modeled) color tags.

Our color label predictor consists of an ensemble of classifiers
and regressors from the scikit-(multi)learn [13] and XGBoost [4]
python packages.

The label predictor must find underlying audio features that
are strongly correlated with the labels that users give to songs.
This, of course, means that the predictor is strongly influenced by
how a user labels tracks. If a user chooses to use a color as a label
for something completely uncorrelated with the audio features,
no meaningful connections will be found, but this will also show
accordingly in the “Statistics” overviews.

[15] found that, in the context of multi-label classification of
music by emotion, the random k-label sets (RAKEL) ensembling
method worked best on datasets of a similar size to most user
Spotify libraries (less than 15,000 songs). The RAKEL algorithm
works by training multiple naive predictors on subsets of the total
label set and then deciding on the final output by voting among the
predictors. Here we used scikit-multilearn’s RAkELo module. Based
on a set of training features and training labels, the algorithm
outputs a list of features that is most descriptive for a color. To
allow for some tolerance in the predictions, the RAKEL’s binary
classification was combined with a regression of the label values, for
which we made use of scikit-multilearn’s MultiOutputRegressor
module. This means a song can e.g. be 30% green and 70% blue.
Depending on need, the fractional scores can be thresholded in
different post-processing steps. For example, labels with a score
higher than 0.5 score are currently shown to users in the front-end
(this gives a nice balance between showing many labels, while not
just returning all the colors), and calculating “influencer" artists for
the statistics page only incorporates the most certain predictions.

3 EVALUATION: USER STUDY
A user study was conducted to assess the usability of the system and
quality of recommendations (measured by user satisfaction). The
study was conducted with 34 participants recruited via personal
connections and among computer science students of our university.
They all had to freely explore the application on their own, and
fill in a questionnaire afterwards. All users had to go through the
longer setup which made them tag 30 of their Spotify favorite songs.
The experiment lasted around 20 minutes per participant.

The questionnaire was composed of 17 questions. The answers
to the main questions are shown in Figure 3. They were designed
to measure the tediousness of the initial set-up process, user sat-
isfaction in the recommendations, the perceived usefulness of the
color-based tagging system and the usability of the interface. Other
notable questions were about the user satisfaction of Spotivibes.

The user study concludes that overall, the participants had a
good/satisfactory experience with the application (3.74 average on
a 5 points scale), but were less satisfied with the services provided
by Spotivibes (3.41 average on a 5 points scale), as shown in Figure
3a and Figure 3b .

Initialization Process. One thing that emerged during this study
is that the song labeling process was on the edge of tediousness
as shown in Figure 3c. The results shows an even split of 1/3rd of
users agreeing the process was tedious, 1/3rd being neutral, and
1/3rd disagreeing that the process was tedious. We might consider
going back to include the short labeling process in further user
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Figure 3: Bar charts with answers to six of the main questions about the users’ satisfaction in Spotivibes, its functionalities
and perceived usefulness.

experiments, but this can result in a decrease in playlist satisfaction.
Perhaps a quick initialization process with better bulk labeling
features could be included during initialization to improve user-
friendliness as well as data for the classifier.

Playlist Generation. The user study was sadly inconclusive on
the value of Spotivibes’ color-based playlist generation, as shown
by Figure 3e. Users were asked to rate their satisfaction with Spotify
and Spotivibes on a 1 to 10 scale in terms of keeping to a given
vibe or emotion. Disregarding low scores for Spotivibes related to
a couple of users for which the initialization process failed due to
bugs in the data management model, the minimum, lower quartile,
median, upper quartile, and maximum were identical and the mean
score for Spotivibes was 0.2 lower (not statistically significant). This
might be affected by our choice of splitting the rating of Spotify and
Spotivibes into different parts of the user study. In-person feedback
from a couple of users indicated that they did not realize they were
rating the two services against each other. Perhaps placing those
two questions next to each other in the survey would have given a
better view of how users actually felt about recommendations.

Colour Associations. Users were, however, generally satisfied with
the use of colors as labels for emotions, as shown by Figure 3d. Half
agreed that colors made it easy to represent emotions, a quarter
were neutral, and a quarter disagreed. When asked whether using
multiple colors helped express complex or multi-faceted feelings
65% agreed and only 10% disagreed. This does point towards the
usefulness of colors as abstract labels for emotions in music. An
interesting point to note was that users that gave negative feedback
on the intuitiveness of the color labeling process (regarding their
difficulty relating colors to songs or not knowing multiple labels

could be used) also had lower satisfaction with the quality of playlist
generation. This suggests that our classifier does actually pick up
on patterns in the user’s color labels and functions better when
users label meaningfully.

4 CONCLUSION
Spotivibes is an innovative color-based tagging system that allows
users to tags songs in a personal, intuitive and abstract way in order
to get personalized playlists that supports their unique experience
and needs of music. The current version of Spotivibes still is an
early, but functional prototype, on which initial user studies have
been performed. In future work, deeper research into the merit of
the color-based tagging is planned to be performed, also including
larger-scale user studies.
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