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Abstract. Time-Sensitive Networking (T'SN) is a set of ongoing projects
within the IEEE standardization to guarantee timeliness and low-latency
communication based on switched Ethernet for industrial applications.
The huge demand is mainly coming from industries where intensive data
transmission is required, such as in the modern vehicles where cameras,
lidars and high-bandwidth modern sensors are connected. The TSN stan-
dards are evolving over time, hence the hardware needs to change de-
pending upon the modifications. In addition, high performance hardware
is required to obtain a full benefit from the standards. In this paper, we
present a research plan for developing novel techniques to support a
parameterized and modular hardware IP core of the multi-stage TSN
switch fabric in VHSIC (Very High Speed Integrated Circuit) Hardware
Description Language (VHDL), which can be deployed in any Field-
Programmable-Gate-Array (FPGA) devices. We present the challenges
on the way towards the mentioned goal.
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1 Introduction

Nowadays, modern vehicles demand a more complex computing system in or-
der to monitor and control different vehicular systems. In particular, there is
high load on Electronic Control Units (ECUs) to process intensive data com-
ing from high-resolution sensors, such as radar, lidar, cameras and ultrasonic
sensors. This complexity is not only on the computation power, but also on
the communication infrastructure to transfer the high amount of data. Con-
ventional communication infrastructure, e.g., Controller Area Networks, cannot
support this demand, mainly due to limited communication bandwidth support.
Therefore, the research community already recommends using high-bandwidth
on-board communication networks with solid ECUs [1,2]. Switched Ethernet is
suggested to become a backbone network for on-board vehicular communication
networks. However, lack of real-time capabilities in Ethernet prevented the use of
this protocol in industrial domains, including the vehicular domain. In a recent
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effort to support high-bandwidth industrial communications, the IEEE Time
Sensitive Networking task group has developed a set of standards [3-5] obtain-
ing many features to be used in real-time applications. TSN-based architectures
are obtaining more attractions thanks to the features of TSN, such as precise
time synchronization, low-latency transmission and supporting several real-time
traffic classes. Current research works can not take full advantage of the TSN
for a model-based software development environment and hardware realization.
Full-fledged TSN-based development could be useful for the vehicular industry
regarding on-board communication.

1.1 Motivation

The appearing of the TSN standards has sparked a huge interest among vehic-
ular industries which is evident in their activities and research towards obtain-
ing high performance communication design. Several Tier-1 suppliers already
provide TSN hardware, while the big challenges are in how to utilize TSN in
products and how to efficiently design such hardware. The TSN standards are
evolving over time, which means that the tools and hardware should be adapted
time to time. This leads to provide a solution based on a fully modular and
parameterized hardware. To this end, not much work has been done regarding
such activity to design and develop a fully parameterized modular TSN hard-
ware, which is the main goal of this research plan.

1.2 Research plan

For taking full advantage of TSN, we are going to benefit new techniques for tim-
ing analysis to verify predictability, designing hardware switch fabric to match
the evolving TSN standards, deploying and executing TSN-based vehicular ap-
plications. Fig. 1 illustrates the envisioned workflow in our research and the
proposed scientific techniques, prototypes and industrial demonstrators. In this
workflow we will perform the following;:

e First, new analysis techniques are required to allow modelling of software
functions that use TSN and support verification of timing properties of these
functions. This environment should be complemented with a tool chain that
implements the techniques and a proof-of-concept validator to demonstrate
its usability in industrial settings.

e In the second part, we are going to deal with the hardware implementation
of the TSN switch fabric. To match with the evolving nature of the TSN
standards we target using component-off-the-shelf (COTS) FPGA which is
a re-programmable hardware device. FPGAs are well established in a variety
of specialized applications, such as high-throughput communications and
real-time image processing, as they can profit from long pipelines, on-chip
data-reuse and customized scheduling algorithms. The hardware IP design
should be modular and parameterized, which bring reusability and facilitate
the upgrade of the implementation as demanded. Moreover, parameterized
hardware for various applications in which the hardware is used.



e Finally, in the third part, we provide a proof of concept by implementing
the proposed techniques in an industrial tool chain and demonstrating their
availability on industrial use-cases.
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Fig. 1. Envisioned workflow: new scientific techniques and methods to be developed
are depicted on the left; whereas the new tools, models and prototypes to be developed
are shown in the right.

1.3 Outline

The paper is organized as follows. Section 2 describes the background. Section 3
describes the method and ongoing works. Finally, the summary of the research
plan is presented in Section 4.

2 Background

In this section, we present the background and prior work related to the research
plan, including TSN descriptions and features, predictability and hardware im-
plementation.

2.1 Time Sensitive Networking

More than a decade, Ethernet has been used in many applications [6-9]. In-
creasing bandwidth and reducing costs put Ethernet in a better situation com-
pared with traditional communication protocols, e.g., Controller Area Network
(CAN) and FlexRay. The IEEE 802.3 Ethernet Working Group announced few
amendments to the standards in response to improving industry requirements for



emerging Ethernet applications in recent years. However, new applications de-
mand more bandwidth and real-time communication, thus the TSN task group
aimed to extend standard Ethernet to guarantee the required bandwidth and
real-time Communication. The IEEE TSN task group has been working on an
extension of the IEEE 802.3 Ethernet for real-time capability since 2012. The
TSN standards benefit from continuing improvements in Ethernet security, band-
width and other capabilities. Among several capabilities, the task group devel-
oped time-aware traffic shaper (IEEE 802.1Qbv) [4], frame preemption support
(IEEE 802.1Qbu) [5], clock synchronization (IEEE 802.1AS) [10] and path con-
trol and reservation (IEEE 802.1Qca) [11]. These capabilities improve Quality
of Service (QoS) of Ethernet to guarantee frame transmission through switched
networks, providing the inherent robustness and reliability. Based on these im-
provements, TSN obtained remarkable attention from the research community
and the industry. Therefore, many works have recently investigated different
aspects of TSN [12-16].

2.2 Predictability and timing Analysis

Distributed safety-critical applications in industry to achieve the proper realiza-
tion of time behavior, needs to analyze a worst-case end-to-end latency. By using
TSN, distributed applications without sacrificing real-time features can be built
on top of standard Ethernet technologies. Several schedulability analysis tech-
niques are proposed, such as [17] and [18], to compute the worst-case delay of
traffic when only credit-based shaper is in place. The very recent work [19] pro-
posed the notion of Eligible Interval to calculate the bounded delay per message,
which delivers a tighter bound on the delay compared to the previous techniques.
The TSN standards introduce other shapers than the credit-based shaper and
new schedulability analysis techniques have been proposed, such as [20] and [21]
based on the network calculus method. The main challenges with respect to pre-
dictability analysis are to consider all TSN features and shapers, which is not
sufficiently studied.

2.3 Hardware implementation

FPGA is a promising platform in many industrial applications because of pro-
viding low energy consumption, re-programmability and/or re-configurability
and higher flexibility. In addition, it offers better time-to-market compared to
Application-Specific-Integrated-Circuit (ASIC) platforms [22]. FPGAs could be
leveraged for implementing TSNs due to their extensive benefits including:

1. Re-configurability: The TSN protocols can be implemented in a customiz-
able manner thanks to the FPGA reconfigurability. The design can be easily
upgraded and/or replaced with the new TSN protocols. This feature highly
diminishes the cost of design when it is upgraded.

2. Supporting parallel designs: FPGAs can be used to implement multiple
data processing pipelines in parallel. Therefore, it supports high-throughput



designs. In addition, FPGAs can be used for developing time predictable
designs due to supporting the Worst Case Execution Time (WCET) analysis.

3. Security: Nowadays, considering security issues is vital in communication
protocols. FPGA provides hardware level security for TSN designs due to
integrated security features such as differential power analysis protection,
cryptography IP-cores and advanced encryption standards [23].

4. Energy efficiency: FPGA is an energy efficient solution compared to many
COTS processing platforms such as Graphic Processing Units (GPUs) and
CPUs [24]. This feature makes FPGAs a potential platform specially for
low-power implementations of TSNs.

5. Workload acceleration: Recently, FPGA has become an interesting plat-
form for accelerating specific-purpose applications such as machine learn-
ing [25], database processing [26] and biological sequence alignment [27].

FPGAs are widely used in Ethernet network [28—-30]. However, there are only
few works that have addressed the hardware realization of TSN. Gro$ et al. [31]
have proposed a TSN node architecture design where the time-sensitive and
computation-intensive network functions are implemented in dedicated hardware
modules to reduce the CPU load. Their hardware/software co-design approach
flexibly allocates network function to be executed completely in hardware, com-
pletely in software, or in both based on the dynamic load. The performance
evaluations from a prototype implementation shows a significant reduction in
the CPU load compared to a software. Lif} et al. [32] introduce TrustNode, the
architecture of a novel networking device that provides low-latency switching
and routing. It integrates an FPGA with a standard x86-64 processor, which
also targets TSN. It features frequency synchronization across networks and is
easily extendable. There are also some commercial solutions for TSN hardware
design!, with not much information about the design.

These solutions lack the scalability and do not take advantage of modern
memory technologies. Moreover, the existing solutions suffer from the inflexibil-
ity with respect to the evolving TSN standards. In our research we implement
our design in an SoC FPGA that merges both the processor and the FPGA
subsystems into a single device. The design will be analyzed and evaluated in
a multi-port Zyng-based TSN board using both synthetic and real benchmarks.
The idea for using Zyng-based is to use the collaboration of hardware and soft-
ware(hardware/software co-design) to optimize cost, performance and power of
design [33]. There are several benefits to use HW/SW co-design approach in-
cluding:

1. Better integration: Reducing design time and product cost.
2. Faster integration: More reliability and performance.

3. Verified integration: Fewer errors compared to using separate design lead-
ing to faster verification.
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3 Methods and ongoing Work

This paper presents a research plan for developing novel techniques to support
timing predictability analysis and hardware realization that use TSN as the
backbone for onboard network communication. Using TSN guarantees higher
bandwidth and real-time communication for new applications. Moreover, TSN
benefits from continuing improvements in Ethernet capabilities which mentioned
in section 2.1. However, for taking full advantage of the TSN in our research the
following challenges need to be addressed.

Real-time: The TSN standards present several traffic scheduling mecha-
nism, such as credit-based shaping, time-aware shaping and preemption mecha-
nisms, to support different latency guarantees. When developing the hardware
the scheduling mechanisms should be considered for each port with the perfor-
mance as high as possible.

Reliability: To improve the reliability, IEEE 802.1Qca amendment of TSN
uses a multipath route between nodes that want to communicate. There are
several techniques using multipath routing like temporal redundancy [34,35]
and spatial redundancy [36]. However, using these techniques will increase the
cost and size of the system. Therefor, we need to investigate a fault tolerance
mechanism for TSN considering a time redundancy, cost and size of the system
to improve the reliability.

Scalability and high throughput: Besides all the advantages of TSN,
high-performance, aggregate throughput and scalable switches are notable fea-
tures when designing switches for large-scale networks such as data center net-
work environment. In our research, we can use either single-stage crossbar switches
or multi-stage switches. However, single-stage switches can be implemented for
small-sized switches, and they become too complex to design and unscalable for
higher ports [37]. Multi-stage switches are a better approach than single-stage
switches because they can be incrementally expanded by adding more modules
to the existing design and also they are more scalable. They can use multiple
routes between inputs and outputs to allow the traffic to be balanced across
alternative paths [38].

Timing and synchronization: All TSN network nodes are synchronized
by IEEE 802.1AS-Rev standard. This standard is based on IEEE 1588v2 for
Layer 2 Ethernet to suggest Precise Time Protocol (PTP) to obtain low-jitter
clocks and accurate synchronization of flows. If we have a small system with two
nodes, it is easy to design a timing system. However, besides the collaboration
of hardware and software parts, we have many nodes which need to be synchro-
nized. Therefor, we need to investigate different techniques to achieve the best
result in the synchronization from our research.

Memory management: On-chip memory limitation and relatively primi-
tive memory abstraction model are the major bottlenecks in FPGAs. Therefore,
memory optimization is a key issue especially for supporting more TSN interfaces
since we need to keep buffered data in off-chip memory. For off-chip memories
there are predefined IP Cores which need to be optimized to provide sufficiently
large request queues. Moreover, up-coming memory architectures require cus-



tom IP modules for efficient packetizing request-response communication model,
again with optimized request queues.

Once solutions and techniques to answer the challenges are proposed, we
present a proof of concept by implementing the proposed solutions and we
demonstrate their performance on a use-case.

3.1 Support for predictability

A key requirement for vehicular applications is predictability. It is not enough to
obtain functional predictability and correctness, but also it is equally essential to
achieve predictability in timing as the project targets real-time applications. The
main intention of this part is to develop techniques to achieve timing predictabil-
ity of TSN-based vehicular applications. In this part, we develop a Response-
Time Analysis (RTA) for TSN. Then the next step is to integrate the newly
developed analysis to the state-of-the-art end-to-end timing analysis considering
computing nodes. The aim of this step is to achieve an extended end-to-end
timing analysis framework for TSN. After this, we are going to integrate the
developed framework to a software modeling framework, to support the timing
analysis of the software architectures of TSN-based vehicular applications. The
results from this activity will be used in the hardware realization.

3.2 Hardware realization

In this part of the research, we design and develop a parameterized and modular
hardware IP core of the TSN switch fabric in VHDL, which will be deploy-
able in any FPGA devices. The modularity and parameterized solutions help
in updating the TSNs IP core to match the evolving TSN standards in a short
time. The switch fabric IP core will be equipped with a set of optimized AXI-
based memory modules supporting the present and up-coming types of memory.
In this part at first step, we design a modular TSN switch architecture that
can be easily modified/adapted by leveraging the FPGA reconfigurability. A
portable memory controller is considered as data storing infrastructures, ex-
pected to greatly improve performance. We use an HW/SW co-design approach
for designing the multi-stage TSN switch to increase the bandwidth utilization
and diminish memory contention pressure based on the partitioning into com-
munication and application tasks. Time-critical and computationally intensive
parts of the communication task will be done in FPGA modules allowing the
attached CPU to fulfill the timing requirements of the application without in-
terference. The modularity is the next necessity of TSN switches to provide a
portable solution that flexibly adapts to up-coming TSN standards. Finally, the
scalability should be addressed in the design to support different use-cases with
different levels of bandwidth requirements. The next step is to optimize memory
interface in TSN switchs. As we know, performance of FPGA is not only defined
by its raw computational power but also by the performance of the memory
and I/O subsystems. The final step is to design and develop a specialized FPGA
board that offers a scalable TSN switch fabric. The board supports TSN IP core,



and up-coming communication protocols. The prototype will be evaluated on a
use-case provided by our business partners.

4 Summary

In this paper, we discussed a concrete research plan focusing on developing novel
techniques to implement a high-performance TSN hardware. The hardware will
be customized for vehicular domain as modular as possible such that it can be
adapted based on the standards modifications. In addition, we presented the idea
of using Zyng-based to optimize cost, performance and power of the hardware.
We also considered multi-stage switches for scalability and high throughput. Fi-
nally, we mentioned the challenges in achieving features, such as timeliness, relia-
bility, scalability and high throughput, timing and synchronization and memory
management that need to be addressed for taking full advantage of TSN.
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