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1. METHOD

We trained a fully convolutional neural network based on
SUMNet [1] architecture, described in Fig.1, using Pytorch,
for segmentation, detection and localization of lesions in Gas-
trointestinal endoscopic images using 386 images from EDD
2020 dataset [2]. An 80:20 training-validation split was fol-
lowed with additional weights given to the under-represented
classes depending upon their overall frequency of occurrence.
We augmented the dataset with rotation, affine, scaling, pro-
jective and multi-crop transformations to accommodate for
the variations caused due to scope positioning and augmented
with variable brightness and HSV values to accommodate
for images enhanced with narrow-band imaging and variable
lighting conditions [3] [4]. We used the ADAM learning rate
optimizer and binary cross-entropy loss function for training.
SUMNet features (i) an encoder-decoder architecture with
the pooling indices of encoder being passed to the corre-
sponding decoder upsampling layers, (ii) encoder having a
VGG11 like architecture pre-initialized with ImageNet pre-
trained weights and (iii) concatenation of activations of the
encoder with that of the decoder, combining the features of
segmentation networks for natural and biomedical images [1].

2. RESULT

Our model was able to obtain dice coefficients of 0.977,
0.974, 0.986, 0.987, 0.961 and 0.545, 0.219, 0.172, 0.339,
0.573 on the training and validation sets for Barretts oe-
sophagus, suspicious, high-grade dysplasia, cancer and polyp
classes respectively. A class-wise distribution of the abnor-
malities detected in the test dataset is shown in Table 1 and
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Fig. 1: SUMNet architecture.

Class Name No of instances
Barrett’s Esophagus 21
Suspicious 6
High grade dysplasia 9
Cancer 1
Polyp 30

Table 1: Distribution of the detected classes in the test dataset

Fig. 2 shows examples of the semantic masks and the bound-
ing boxes we obtained for each of the five classes. We were
able to obtain a semantic segmentation score of 0.538 with a
standard deviation of 0.35 in our test submission and a mean
detection score of 0.16 with a standard deviation of 0.074.
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Fig. 2: Illustration of the original images (top) and their cor-
responding semantic masks (bottom).
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