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1 Introduction

At the present stage of development, the need to develop common and specialized
linguistic systems is forcing applied and computational linguistics to go far beyond
their borders - in the field of information technology [1-6]. Developing effective
speech models to provide computational linguistic systems will enable a way to per-
form such applied linguistics tasks as analyzing and synthesizing oral and written
texts, describing and indexing documents, translating texts, creating lexicographic
databases, and more [9-15]. An effective tool for this type of linguistic modelling is
the main part of combinatorial linguistics - the theory of generative grammars, the
beginning of which started from the works of the American linguist N. Chomsky [10-
13, 16-24]. The advantages of generative grammar modelling are that they can equal-
ly successfully describe not only the syntactic level of speech (word formation rules),
but also morpheme (word formation rules with morphemes), which can be used to
automate word-translation and word-formation processes [1-2, 25-29]. For example,
automatic morphological synthesis implies that, based on the set requirements for
word-forms, a computational linguistic system, based on morphemes, must be able to
form a similar word-form itself [6, 30-48].

2 Analysis of Recent Researches and Publications

Studies of linguists in the field of morphology, morphonology, structural linguistics
have identified many different structures for describing word-forms [1, 2, 4, 5, 7, 8,
10]. With the beginning of the development of the theory of generative grammars,
linguists have focused not only on the description of finished word-forms, but also on
the processes of their synthesis [8]. In Ukrainian studies, a lot of useful information
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was gathered during morphologists researches in functional part of this case, in par-
ticular theoretical problems of morphonological description, questions of classifica-
tion of morphemic and word-forming structure of derivatives of Ukrainian language,
regularities of affix combinatorics, modelling of word-formation mechanism of mod-
ern Ukrainian language in vocabulary of organization distinctive verbs and suffixes
with a denominative meaning, problems of word-forming motivation in the formation
of derivatives, the laws implementing morphonological phenomena in Ukrainian
word formation, morphonological modifications in the verb inflection, morphonologi-
cal processes in inflection and word formation of adjectives modern Ukrainian literary
language, etc. [4]. The dynamic approach of modern linguistics to the study of the
morphological level of language, when the researcher's attention is focused on the
study of morphological rules, allows effective application of the results of theoretical
research in practice - for the construction of computer linguistic systems of various
purposes. One of the first attempts to apply the theory of generative grammars to lin-
guistic modeling belongs to Gladkyi and Melchuk [1-2].

3 Article Goals Formation

Linguistic support is used in all computer systems without exception, and improving
human-machine communication is an important challenge that can be solved by im-
proving the process of synthesizing texts at the morphemic level. To improve this, let
review the process of linguistic modelling of the synthesis of participles in Ukrainian
language with help of generative grammars. To do this, a proper description of the
word systems must be finished - to determine, based on a morphological analysis, a
list of corresponding morphemes, and to find out a system of rules by which any cor-
rect forms of participles can be obtained without obtaining any wrong ones.

4 Scientific Results Analysis

The participle is a changeable, grammatically formed from verb tense forms, charac-
terized by the features of the verb and adjective [5, 9], for example: “Tenie nosimps
Haskpyau 06y10 Hanocne naxowamu cmenosux kgimig” (O. I'onuap); “I ixuiii KcboHO3,
Heopumuil nigsumu, saxymanuti ¢ mymetiwi xunumu’” (JI. Koctenko); “Ilosesnu moio
mamip Ha 6inux onax, neonaaxany mamip, Heonaraxany mamip” (JI. Kocrenko). The
basis of the participle is the basis of the verb, so the basic properties of the verb are
the properties of the participle. To illustrate, let's do a morpheme analysis (parse) and
define word formation rules for several randomly selected Ukrainian verbs.

At the morphemic level, units of language are morphemes (chains of phonemes for
oral language and chains of letters for written language), a strictly ordered morpheme
chain forms a lexeme. It has a semantic and grammatical or only grammatical mean-
ing [6]. A typical [6] morpheme chain for Ukrainian language lexemes can be repre-
sented as follows:

[prefix] + {root + [interfix]} + [suffix] + [ending] + [postfix]. D



The options listed in squared brackets indicate the optional elements of lexemes and
the other brackets show morphemes that may be repeated.

Let review the participle word-form as a chain of three or four morphemes: zanizu
+ i+ + uil, smapn + i + 1+ uil, po3dpyx + oea + n + wil, 3anpoepam + osa + n +
utl, nocij + a + n + uit, posnun’ + a + u + uti). In this article, the root with the prefix
is considered together as one morpheme (“word stem”). Apostrophe indicates the
softness of consonants meaning that 2’y = wo, 1’a = ns, etc. Word forms and mor-
phemes are recorded mainly in accepted orthography with transcription, where it is
convenient to formulate rules: in some cases, j is used to indicate the softness of con-
sonants (only paired soft ones).

For adjectives we distinguish five classes of morphemes given in Table. 1.

Table 1. Morphemic classes for participles

Class Name Example
| Word stem 3mapi-, po3opyK-, 3a20j-, 3aCNOKOj-, posnu - etc.;
1 Thematic element (word stem  -u(i,i)-I-a(2)-l-oa(p)o-;
expander)
1| Suffix for the formation of -yea-(-108a-)l-osyea-I-ny-, for example, amaxysamu,
verbs of the perfective and BOEHIZY6AMU, 2APAHMYEAMU, IHMEeHCUPIKysamu,

imperfective aspect of predom-  nacrioysamu, opaanizoeyeamu, opeanizysamu,
inantly foreign language origin  meneepagysamu, meneponysamu, aposusysamu,
3ACOXHYMU, NPOMOKHYMU,
v Suffix -1-, =yu-l-tou-, -au-I-su-, -n-, -en-I-en-, -m-, -osa- etc.;

\Y Ending -a, i, -e, -yl-10, -uil, -o etc.

The rules by which morphemes are combined with each other use the following fea-
tures of a series of morphemes. (Table 2).

I. For word stems:
(1) transitive / intransitive (t / T/ t—t , for example, (t—-T) );
(2) figuration (d /d/d —d_), (d —d_) means that following verb is partly homony-

mous (aemomamusysamu, OJocuioxcyeamu, and also eeximu, einuamu,
JiIceHumuL);
(3) Grammatical conjugation (I/11);

Table 2. Signs of a range of verbs (for morphemes of the word stem)

Verb Analysis Word steam Participle

aBTOMATU3yBaTU(Cs) aBTOMAaTH3- ABTOMATH3- aBTOMAaTH3-
ya-Ti(-c1) (t-T,d-d,1,atem,y,ca—ca)  OBaHHH

OymyBatu(cs) Oyn-yBa-tu(-  Oya- Oyn-oBa-H-Uit
cs) (t—-T,d—d,I,atem, y, ci—ca)

BecTH(cs) Bec-TH(-cA) pec-(t—T, d . 1,atem &, ca —ca ) Be/-€H-Ui

BTPAaTUTH — BTpar-u-TH — rpau-(t,d — d o, f%’ z, C_}Z) BTpay-eH-ui

BTpayaTu BTpay-a-TH



Verb

Analysis

Word steam

Participle

BTpY4aTUCS BIPY9-a-TH-CS  provu (T . d 1,8, ,cn) BTpY4-CH-HI
JIOCTIKyBaTH(CA) JIOCIIK-yBa- nocmimr-(t,d —d 1, % Y, ca —en ) JIOCITI/K-yBa-
— TH(-CsT) — H-uil —
JocmiguTh(cs) JoCia-u-Tu(- JIOCIIIK-€H-
csl) 17071
3ari3HIOBATHC — 3ari3H-10Ba- samize-(T,d, 1, 7 M, ca) 3aIi3H-10Ba-H-
3ai3HUTUCS TU-CA — uit —
3aIi3H-U-TH-CA 3aIi3H-eH-ui
KoXaTtu(cs) KOX-a-Th(-Cs) Kox-(t dl.a.& ca _5) KOX-a-104-ui
moouTH(cs) MO0-U-TH(-C51) mo6-(t d .%o ci—ca ) J00JI-eH-UH
MaroBaTH(Cs) Mali-loBa-TH(-  Mair'- MaJtii-oBa-H-
cs) (t-T,d-d,l1,atem,y,cai—ca) uu
Hectu(cs) Hec-TH(-cs1) nec-(t d | atem . & ci—ca ) Hec-eH-Ui
noOymyBatu(cs) noOy-yBa- no6yx-(t, d , 1,atem , y c;z—&) no0ya-oBa-H-
TH(-Cs1) uit
noaimuTh(cs) TOJTLT-K-TH(- noxin-(t, d , I, f%’ &, ca —ca ) MO iI-eH-Ui
cs1)
npuBecTu(cs) npuBec-TH(-C51) npusec-(t,d , 1, atem | &, ca s ) MIPUBEA-CH-UI
po3dapOysaTu(cst) po3dap06-yBa- posbap6-(t,d ,1,atem, y,ca _&) po3dapb-oBa-
THU(-Cc51) H-u{
CMISITUCS cMij-a-Tu-cs emij-(T,d 1,8, ca) cMij-yu-uit
crutatu(cs) cruT-a-TH(-Csl) crmr-(t dla. & ci—ca ) CITUT-a-109-ui
CTOTHATH CTOTH-a-TH crorn-(T d 1. &O a) CTOTH-Y4-Ui
YCMIXHYTHUCS yemix-Hy-tu-  yemix-(t ,d, |, atem ,u,ca) yCMiX-H-eH-Hit
cst
(hapOysatu(cs) (dap6-yBa-Tu(- bap6-(t,d ,1,atem, y, c;z—&) (hap6-oBa-H-
cs1) 2171
MoJIOTH(CS1) MOJI-0-TH(-CsT) mor-(t,d ,1,0,Q csl—cs ) MOJ-0-T-HH 1
Me-eH-1i
3MapHITH 3MapH-1-TH smapu-(T,d 1,1, C_ﬂ) 3MapH-1-1-uit

(4) Possibility or need of a thematic element (a/i/%f’/?o/atem), where a stands

for need of a thematic element -a-/-a- (nuc + a + n + uii, vum + a + n + i,
posnun + 2 + n + uil, rexc + a + uuii); stands for need of a thematic element -
u(i,i)- (3mapn + i + 2 + uit); & means that thematic element -a-/-s- is possible,
but not necessary have to included (ocnis + a + n + wil, or ocnig + ysa +u +
uii); £ means that thematic element -u(i,i)- is possible, but not necessary have
to included (zanisu + i + a1 + uil, 3anizn + weéa +un + uil, 3anizn + en + ul,
supiwumu — supiwyeamu, y3200umu — Y32000CY8amu, 3aNi3HUMUCS
3ANIZHI06AMUCS, 3MYCUMU — 3MYULY8amMu, 3a20imu — 3a2otoéamu); 0 means the
possibility of forming parallel participle forms for the basics of the infinitive
verbs on -op(r)o- (koromu — xonomuit and xonenuii, nopomu — nopenuii and
nopomuil, monomu — monomuti and menenuil); atem means that the thematic el-
ement is not possible (secmu — sedenmit),



(5) The ability to attach the suffix to the base (y/§4ulB):y means that suffix

should be added to the word stem -ysa-/-06a- abo -osysa- (3acmoc + osysa +
H + uil, 6yoyeamu), $ means that suffix could be added to the word stem -yga-

[-106a- abo -osysa- (3aco + wea + n + wil OF 3aeoi + mu, sauumysamu,
POosnu0samu, 00CaONCysamu, 3acmocogyéamu, cnisuiosamucs); n defines the
possibility for creating the parallel forms of participles for word stems with suf-
fiX -ny- (npun + ny + m + wit, kuny(mu) — kunymui and xunenuit; eepry(mu) —
eepruymuit  and eepuenui; cmucuy(mu) — cmucnymui and cmucnenuil,
yeyny(mu) — yeynymuti and  yeymwenuit; zamxny(mu) — samxuymui  and
samkHnenutl; 3ieny(mu) — zienymuii and zienenuii); & impossible to add a suffix
to the word stem (nexmu, 3anpsemu, onacmu),

(6) Possibility or necessity of adding —cs (csi/calca—ca) — «cs» means the ne-

cessity of adding -ca (cmismucs, posuepsonimucs, Hamepsmucs,
Yyemixuymucs, 3adcypumucs, émomumucs), <ca» - N0 possible cases to add
—cs (cmoenamu), «cs—ca» - possible to use form including a —cs or exclud-
iNg cx (xynamu — kynamucs).

I1. For suffixes of participles:
(1) Grammatical conjunction (|/||/|_||), where (1-11) means that suffix could be

included to both grammatical conjunctions (smomaenuti, 3acoxauii, npomoxnuil,
Mep3nutl, Onanui, 3MAPHIIUL, PO3YEPBOHINUL, HAMEP3IUL, 3ANCYPEHUl,
VCMIXHeHUiL);

(2) State (active/passive = act/ pas);
(3) Time (present/past = act/ pas);
(4) Kind (perfective/imperfective = d /d );

Participles endings forms (full/reduced = f/f). Table. 3 shows a list of

morphemes of all the classes listed, indicating the required characteristics.

Table 3. List of morphemes of all classes with a set of characteristics

Class Example
| asmomamus- no6yo-
(t-T,d—d ,I,atem,y,ci—ca) (t,d,l,atem,y,ca—ca)

6y0-(t—t‘,d—5,l,atem,y ,C}l—gl) nooin-(t ,d ,||,f%,@,c}l—c_}l)

gec-(t—t_,a,l,atem,@,Cﬂ—c_}Z) npusec- _
(t,d,l,atem,J,ca—cs)
Bmpaq-(t,d—a,ll,f%,@,c_ﬂ) pospap6- -
(t,d,l,atem,y,c1—ca)
6mpyq-(t_,a,|,a,@,c’ﬂ) c/wy'-('[_,a,l,a/t,g,c;l)
OOCJlidofc-(t,d—a,I,f%,ﬁ/(,c}l—c_ﬂ) cnum-(t,&,l,&,@,c}l—c_}l)
3“”1'3H'(t_7d:|7f%79/(702) cmozn-(t_,a,l,a/l,@,c_ﬂ)

ox-(t,d 1,8, ,ca—ca) yemix-(t ,d 1, atem, n,ca)



Class Example

w06-(t,d 1, AD ca—cn) papo-(t,d 1, atem, y ,cai—ca)
mar-(t—=T,d—d ,1,atem, y ea—ca) mon-(t,d 1,0, ca—ca)
nee-(t,d |1 ,atem,@,c;l—c_;z) smapu-(T ,d | 1,i ,@,c_}l)

] -u(i)- -a(s)- -y(r0)sa- -06y6a- -Hy-

Il -yea-(-r06a-)l-oeyea-I-ny-

Vo (1N act, past, d) -m- (1-I1, pas, pres/ past,d/d )
—yu-l-0u- (1, act , pres ,d ) -e(en- (111, pas, pres/ past . d/d )
~au-l-s4- (11, act , pres ,d ) - (I-I1, pas, pres/ past,d/d )
-yea-(-106a-)l-osysa-l-osa- (1-11 , pas, pres/ past,d /J)

\4 f: -uti -020 -010 -oi’ -um -Umuy -OMy -ux

f: -a -e -i -y -0

Now, the rules for creating the forms for Ukrainian participles would be defined [5].

IV. Basic rules
(1) The wordform must contain no more than one morpheme of each class.
(2) Morphemes should follow one another in order of class numbering.
(3) Class 1, 4, 5 morphemes (base + participle suffix + flexion) must be present.
V. Incompatibility rules. A wordform cannot contain following items at the same
time:
(1) Morphemes of classes 2 and 3 (thematic element and suffix).
(2) The word stem with signs a/i/o and the suffix of the participle with the sign
act.
(3) The word stem with the sign cs and ending -cs .
(4) The word stem with the sign d in the absence of the suffix for the formation of
verb forms and the suffix of the participle with the sign pres (from verbs of the

completed form, the participles of the present tense are impossible).

(5) The word stem with the sign & and the suffix for the formation of verbs.

(6) The word stem with the sign | and without sign atem and the suffix of the par-
ticiple with the sign 11 (conjugations of verbs do not allow conjugations of suf-
fixes).

(7) The word stem with the sign atem and adjective suffix with a sign 11 is differ-
ent from -au-/-au- (non-thematic verbs do not allow suffixes of conjunction,
except -au-/-sy-).

(8) The suffix for the formation of verb forms and the suffix of the participle with
the sign 11 (the suffix for the formation of verbs changes any verb in the conju-
gation 1).

(9) The word stem with the sign 11 in the absence of the suffix for the formation of
verb forms and the suffix of the participle with the sign 1.



VI.

VII.

VIII.

(10) The suffix with the sign act and flexion with the sign ¥ =o (The unchang-

ing form of the verb is formed from passive participles by replacing the ending
with f =0, for example, nanucanuit — mnanucamo, 3abumuii — 3abumo,

3pobaeHull — 3pOONEHO, PO32NAHYMULL — PO32IAHYMO).

(11) The word stem with the sign atem (in accordance without the sign atem)
and suffix -iou-/-su- (in accordance -yu-/-au-), for example, cnisaio(ms) —
cnisatovutl, keimny(mo) — keimuyuuil, simxaio(mv) — simxarouuil, reaxca(ms) —
nedxcayuti. These forms are of limited use in modern Ukrainian language.

(12) The word stem with the sign #, &, or o, thematic element and the suffix be-
ginning with a vowel (if the subject element is optional for word stem, it is not
used before the suffix beginning with the vowel).

(13) The word stem with the sign  (in accordance with sign &) and the thematic
element that is different from -u(i, i)- (in accordance from -a-/-2-).

(14) The suffix for the formation of verbs of the perfect and imperfect kind of
predominantly foreign origin and the suffix of the participle with signs act for
example, amaxkyeamu — amako8aHull, B0CHIZY6AMU — BOCHI308AHUI,
eapanmysamu — 2apanmosanuil, IHMeHCUPIKysamu — HMeHCUPIKosaHuil,
Hacaioygamu — HaACAiOY8AHUU, OPeaHi308y8aAMU — OP2AHI308AHUL, OP2aAHi3y8amu
— opeanizoeanuil, menezpagyyeamu — menespagosanull, meiepoHysamu —
meneqhoHOBaHUTl, SAPOGU3YEAMU — SPOBU3OEAHUL, 3ACOXHYMU — 3ACOXAUL,
NPOMOKHYIMU — NPOMOKTIULL.

(15) Participle suffix and ending - ¢s (participles can't have an ending - cs ).

Rules of inseparability. A wordform must contain following items:

(1) For word stem with the sign a — thematic element -a-/-s-.

(2) For word stem with the sign i — thematic element -u(i,i)-.

(3) For word stem with the sign o — thematic element -op(r)o- and a possibility for
the formation of parallel forms of participles for infinitive verbs (xoromu —
xonomuti and xonenuil, nopomu — nopomuti and nopenuti, moromu — MorOMuULl
and menenuil).

(4) For the infinitive word stem with the sign -a (-2), -yea- (-0sa-), -osysa-, suffix
n- (-utl, -a, -e, -i) is being added, for example zazorsamu — 3azoeanuii, nocis-
(mu) — nocianuii, wuma-(mu) — uwumanuii, nuca-(mu) — nucanuii, 3iena-(mu) —
sienanuil; posnuns-(mu) —  posnuAAHUL, OCHigyéamu —  OCHNIGYEAHUIL,
sacmocosysamu — 3acmocosyeanuil;, SUfix -yea- (-osa-) it changes to -osa-, if
the stress goes to the first vowel, for example cgopmymosa(mu) —
cihopmynvosanuii, pexoncmpyrosa(mu) — pexoncmpytioganutl, pozopyxysa(mu)
— po3opykosanuil, 3anpozpamysa(mit) — 3anpospamosaHuil.

For word stem with the sign atem and the suffix of the participle beginning with a

consonant — or a thematic element, or a suffix for the formation of verbs of the per-

fect and imperfect kind of predominantly foreign origin.

For word stem with the sign ¢s — the absence of a part ¢s in participles.

. Morphological and phonological rules. Morphological rules are rules that relate to

phonemic sequences (in our case, phonemes for simplicity are identified with let-
ters), and it is necessary to take into account the morphological role of these se-



quences. Phonological rules deal simply with phonemic sequences, regardless of

their morphological status. For the following set of rules the phonological rule is

only rule 1V.18.

(1) Between two neighboring vowels belonging to different morphemes, appears j,
for example j, pozdin' + a + jyu + uil, Of nocij + a + 1 + uii, posnun’ + a + n +
uu.

(2) In the word stem that contains suffix -ysa- (-r0ea-) and the stress goes to the
first vowel, suffix changes on -oea-, for example cgopmymosa(mu) —
chopmynvosanuii, pexoncmpyrosa(mu) — pexkoncmpytioganuti, pozopyxysa(mu)
— po3opykosanuil, 3anpozpamysa(mi) — 3anpospamosaHuil.

(3) If the word stem of the infinitive ends with vowels -u, -i (i) or consonants, then
the suffix -en- (-en-) is formative; in this case the final vowels fall out, and the
consonants are mostly changed, for example, empam-u-mu — empau-en-uii.

(4) All verbs containing -omimu of the conjugation I, that have correspondences -
omamu (yokomimu — yokomsamo, OF YOKOMAMU — YOKOUYMb): OYIbKOMIMU,
mypkomimu, mpickomamu etc. Some verbs with the word stem -omamu don’t
have the correspondences containing -omimu, for example mypu-oma-mu —
MYPM-04-Y, MyPM-04-ymb, OelbK-oma-mu — beibk-ou-y, bervk-ou-yms. In oOr-
der to describe unregistered cases of type 6ervx-oma-mu (alternation of i/a is
impossible) or yoxomimu — yoxomamu (alternation i/a is possible, but not re-
quired), it is necessary to enter one more sign of the word stem: alternation of
i/a before-mu is possible / impossible / required.

(5) In the word stem of verbs with a suffix -xy- when changing the kind, this suffix
is not saved, for example, cmyxnymu ( d , What to do?) — cmyxamu (d , What
shall | do?), kpuxnwymu ( d , What to do?) — kpuuamu ( d , What shall | do?).
The suffix -uy- when the participles are formed also usually falls out, for exam-
ple zacoxuy(mu) — sacoxauit, npomoxuy(mu) — npomoxaul.

(6) In passive participles, -u- does not double, for example spo6renui,
HAMAILOBAHU, 346 SA3aHUll, HAMXHEHUL TOIIO.

(7) If the infinitive word stem ends with vowels -u, -i (-i) or consonants, and the
suffix -en- (-en-) is formative, then the final vowels fall out, and the consonants
are mostly changed, for example yseooumu — yseodowcenuit, 3mycumu —
3MYuenull, 3anpsaemu — 3anpsdiceHull, NeKmu — newenutl, pasumu — ePAaANHCeHul,
eepmimu — GepueHull, nycmumu — RYWeHull, 3ACNOKOimu — 3ACNOKOEHULL,
saeoimu — 3azocnui. For these suffixes, after the labials, -z- appears, for exam-
ple erosumu — eroenenuil, Kynumu — Kynienuil, 3p0oumu — 3podaeHul, 3IOMUTH
— 31OMIEHUU.

(8) In the formation of participles, in some cases there is an alternation of the con-
sonants in the personal forms given in table 4.

Table 4. Rules for alternating consonants in personal forms

Conjugation Rule Example

| the consonants change at the end of xomimu — xouy, moemu — moorcy,
the word stem when the participle is nexmu — newy, maszamu — maoxcy,
formed, if there is an alternation in koauxamu — komuwy, uecamu —



Conjugation Rule Example

the 1st person singular — 2-orc, 3-0ic, k- uewry, 3aceucmamu — 3acéunyy,
Y, X-wt, C-ul, M=y, CM-uf, CK-1y nonockamu — nonowy, for example,
neKkmu —neuy — ne4yenui,

1 sound changes are only in the 1st npocumu — npowy, 60oumu — 600-
person singular — 0-0ac, m-u, 3-o1c, - arcy, eozumu — 6oducy, izoumu —
ut, 30-24cO4C, CM-1y icooicy, mpemmimu — mpemyy,

mocmumu — mowyy, for example,
mocmumu — mowenuii. The only
exception is the verb iemu (and its
derivatives:  Giemu, nepebiemu,
sabiemu etc), in which 2 alternates
with the same in all personal forms,
for example:6iemu — 6iocy, Gixcuw,
biocumo,  biocamv  (eubiemu  —
subidcy, subixcuu etc).

(9) In word-alteration and word-formation in verb forms 2-arc, x-u, x-w, for exam-
ple 6epeemu — Gepeoicy — bepedicenuii, cmepezmu — CMepextcy — CIMepeNCeHu.
(10) In word-alteration and word-formation, in the roots of the verbs given in Ta-

ble 5.
Table 5. Rules for alternating consonants in the root of the verb
N Rule Example
1 0-omc 20pOOUMU — 020POOACYBATNU — 020POOHCEHULL; 20POOUMU — 3A20POOUMU
— 3a20p00dceHuUll,
2 30-21c00C 30umu — idcoarcy — icoxceHul,
3 3o 603UMLU — BODICY, BUBOICY — GUEE3CHUI, NAZUMU — N1AICY,
4 c-w sucimu — 8UULY, BUBIULYBAMU — BUBIULEHULL;
5 cm-wy PO3MICIUMU — pO3MIWLY, pOIMICIUMU — PO3MIWYEamu — po3MiujeHull,
Macmumu — Mawy, HaMawyro — HamMawjeHuti, MOCIMUmu — Mowy, 3a-
MOWyIo — 3amaujeHul,
6 6-6n mobumu — 106110 — ArbaeHUl, NoadAAMU — NOM0OAeHUll, YIH00Ne U,
pobumu — pobnro, pobnenutl, BUpoOIAI0 — BUPOOIEHU;
7 m-y Jemimu — newy, RAamumu — niayy, CRAAYY8amu — CRaayenull, Kpymumu —
Kpyuy — Kpyyenuil, HaKpyuylo — HaKpyyeHuil, niamumu — CRiamumu —
Chaa4eHul,
8 n-na mepnimu — mepnuio — mepuiA4UlL,
9 m-mn SPOMUMU — 2POMIIO — HOSPOMUMU — NOZPOMIEHUIL,
10 - epagumu — epaghnio — epapaenuil, posepagriosamu,
11 m-o secmiu — 600UMU, BUBOOUMU —6UBCOCHUIL,
12 6-6n JIOBUMU — JI0BTII0, BUNOBNIOBAMU — BULOGNIEHU.

(11) In some cases the element -6a- is lost, depending on the tense of the verb, for
example «xynysamu — xynumu, e6usamu — eb6umu, OF Opykysamu —
HaopyKyeamu, Cnieamu — npoCcnigamu.



(12) In a word form that has the suffix -y(x)sa-, or the word stem has an ending

u/a the root vowel is in some cases replaced by a. To describe the type cases
that are not included here sacnoxoimu — 3acnoxorweamu and zacnoxocnuii —
sacnoxorweanuii (alteration of the o/a is impossible) or romumu — ramamu and
nomnenuii — namanuii (alteration of the o/a is possible, but not required), anoth-
er word stem sign is needed — alteration of o/a before -y(r0)sa- is possi-
ble/impossible/required. The alternation in the root of the verb occurs for vow-
els given in Table 6-8.

Table 6. The rules of alternation at the root of verbs for the vowels o0 and a

N

Rule Example

1

with o long, undivided zonumu — zomenuir; cxonumu — cxonnenuil; Komumu — Ko-
action or a single, com- uenuil; KIOHUMU — KAOHEHULL; KDOIMU; TOMUMU;, OONOMO2-
plete, complete appear- mu; ckouumu; BHHATOK — SUMOSUMU; RPOCMUMU; 3ACNO-
ance Koimu; ycmaHosumu,
with a - repeated, multiple eawsmu — eawsiouuit; xanamu — xanarouuii;, kamamu —
action, imperfect appear- xamarouuii;, Kiauamucs; Kpasmu — Kpaiouuil, JaMamu —
ance namaiouutl, OONOMAa2amu; CKakamu — CKakaoyuil; BUHATOK
— BUMOBIAMUL;, NPOWAMIL; 3ACROKOIOEAMUL; YCMAHOBIOEA-
mu.

Table 7. The rules of alternation at the root of the verbs for the vowels e (unalterable) and i

N

Rule Example

1 with e in prefixed verbs of the esuepeomu; szamecmu; eunexmu; napexmu; 36epeemu;

perfective aspect BUKOPEHUMU; NPUYenumu

2 with i in prefixed verbs of the esuepibamu;  samimamu;  eunikamu;  napikamu,

imperfective aspect 30epieamu; UKOPIHIOBAMU;, NPUYINISIMU U 3a4inamu;

3 in verbs with suffix -yea- (- 6pexamu — na6pixysamu — nabpixyeanns, 3aeepmimu

j06a-) containing stress at root — zasipuysamu — 3asipuysanns, vexamu — O4iKy6amu —

i and in the nouns derived ouixysanns, nonockamu —  eunonickysamu — —

from these verbs ending with eunonickysanns, ane: susepuyeamu — susepuiysannsi,

-HHA nompefyeamu — nompe6ysanns, NPUWEnIoamy —
NPULYENTIOBAHHSL.

Table 8. The rules of alternation in the root of verbs for vowels e (alterable) and u before 1z, p

N Rule Example
1 with e in the roots esucmento — eucnramu —sucnanuii — eucmensiiouuil, 6epy — opamu —
of verbs suUbpanull — eubUpaIoduil, 3a6Mep — 3aMpy — 3A8MUPAOYULL, cmep
— cmepmuil — CMupalodull, yMmepmu — ympy —yMupaodui;
2 with u in the roots eubupamu — eubpanuii — eubupaioyuii, 3a6Mupamu — 3a6MUpPaio-
of verbs uyll, cmupamuy — cmepmuil — CIMupaloduil, yMupamu — ymupaio-
yul.

(13) The participle suffixes are not doubled because the stress in the parcisiples
falls to the root (Table 9).



Table 9. Rules for the use of participle suffixes in the creation of participle

N  Rule Example
1 -an(uit) 3a8IUWAHUL, CKA3AHULL, BUXOBAHULL
2 -en(uir) HeoyiHeHUll, HeCKIHYeHUll, He3iYeHUll, 3a8iueHull, KynieHul
3 -str(ur) NOpIGHAHU

(14) Rules for the use of verb suffixes are given in Table. 10.

Table 10. Rules for the use of verb suffixes in the formation of participles

Emphasis Suffixes Example

in roots in derivative -ysa- bombyeamu — 6OMOYEAHHs, MAPWUPYEAMU — MAPUWIU-
words and forms DYBAHHS, GUBEPULYEAMU — GUGCDULYEANHI — GUBEPULYEA-
(nouns and partici- HULl, MAPKY6amu — MApKy6anHs, O4iKyeamu — O4iKy6aH-
ples derived from H5l — OUIKYy6aHuil;

verbs) -106a- nio6imosamu — nioGiN0EanHI — NIOOII06AHUIL;

to the first suffix -o6a- Manbosanuil, OF MAn08amiL, MANO8AHH;, PULLIMOBAHUIL,
vowel puwmosanist, OF puwLmyeamu, puwmyeants; OpyKoea-

Hutl, OF OpyKyeamu, OpYKY8aHHs; NiONOpsAOKoeanuil, Or
niOnopso0Kyeamu, NiONOPsIOKY8aHHs,

-08y8a-  3A60U08Y6AMU — 3ABOLU0BYEAHHS — 3A680U0BAHULL; Nepe-
Manb08YBAMU — NePeMAIbOBYEAHHS —NepeMaibO8aHUll.

(15) Before the suffixes -e(e)u-, -y(10)sa-, -osa-, -osysa- the final consonant of the
word stem -c*- is replaced with -u-, and the final consonant -6"- with -6 (sim-
ilarly, 0"-orc, m'-u, ¢™-en etc.; but in our list there are no word stems for -0, -m'-,
-¢"-), for example, eucimu — euuty, susivysamu — sugiwienuit; iooumu — 110610
— Jobnenuil, nomooasmu — nonooieHull, yaooienull, pooumu — poonio, pooe-
HULl, 8UPOOIIAI0 — BUPODTIEHUI.

(16) Before suffixes -e(e)u-, -y(10)sa-, -osa-, -osysa- the solid ending of conso-
nants of the word stems are softened by: 0-0’, c-¢', etc.

(17) The unchanging form of the verb is formed from passive participles by re-
placing the ending with a suffix -o, for example, nanucanuit — nanucano,
3abumuii — 3a6umo, 3pobaeHull — 3pobeHo, posenanymuil — pozensiHymo. Form
with -rno, -mo should be used instead of passive participles when it is necessary
to emphasize actions rather than signs, for example, ypox zaxinueno, knuoicku
30aHo.

(18) The combination of ju is replaced by and i.

X. Graphic- orthography rules:

(1) The combination of ja, jy, je, ji are depicted as x, 10, ¢, i.

(2) The combination X'a, X'y, X'e, X'i, X'u are depicted as Xz, Xio, Xe, Xi, Xi (X' —
any of the paired soft consonants).

Note. There is a difficulty of the formation of passive participles of the past tense
from the word stem of the imperfect kind without suffixes. In some cases, they are
possible (nucanuii, papbosanuii), in others, perhaps impossible (zybrenuir); there are
many intermediate, not entirely clear cases, such as sedenuii, nobnenuii, 6yoosaruii.



The context here, which is not taken into account in the rules laid down, is crucial
here, and therefore such entities, formally always possible, are allowed by these rules
(and are generated by the grammar constructed on the basis of these rules).

Thus, we have drawn up precise rules that describe the set of word forms we need -

forms of adjectives of several Ukrainian verbs [5]. We use the data obtained to con-

struct generative grammar.

Generative grammar G =(V,T,S,P) is a system that contains an alphabet — set V,

and its subset T of terminal elements, starting symbol s (SeV) and s set of products

P. Set vV /T is depicted as N. Elements from N are called non-terminal. Every product
from P should contain at least one non-terminal element in the left part.

(1) A set of terminal symbols — a selection of initial elements that make up the
grammar-generated chains. In grammar G, - it is a set of all Ukrainian letters,

which are typed in italics unlike other uses of these letters. Thus, real Ukrainian
morphemes and word forms will be written in italics. Morphemes, as such, are
not considered to be independent characters and are therefore not included in
the set of terminal characters or in the set of non-terminal characters (see be-
low, paragraph 2): they are considered as chains of terminal characters - letters.
A plurality of terminal symbols (for example, class 1 morphemes in the exam-
ple just sorted out) are essentially Group V111 rules.

(2) A set of non-terminal symbols - a selection of characters that denote the clas-
ses of terminal elements or chains of terminal elements, as well as, in some
cases, some special elements. In the grammar we introduce the following non-
terminal characters, presented in table 11.

Table 11. Non-terminal symbols of grammar Go

N Symbol Explanation
1 Dy participle;
Dy (x, y) participle of a given state and time (value for x, y listed
below, rule I);
3 the base of the verb, including the suffix or thematic ele-

0'(a,,8,,8,8,,8;,3)

O(a,a,,8,,8,,a)

C(xy.a,)

ment, if any, and supporting information for it: a, — tran-
sistence (t/T/t-T); a, — kind (d/d/d-d); a -
conjugation (I/1); a,— thematic (a/i/&P#o/atem);
a, — possibility of suffix (y/$#8r/D), a, — possibility
or need of accession —cs (sl calca—ca);

"Pure" participle basis (without possibility or necessity

accession —ca (calcalca—ca))with the same support-
ing information as above;

the suffix of the participle with the information to it ( x —
state, y —time, a, —conjugation, see: above);



N Symbol Explanation

6 d)(u,r,n) Flexion of the participle with information to it; u — form
(full / abbreviated = f/f ), r — gender category (male
/female/medium = m/w/k),
n —number (singular / plural = 5/5).

0, C, @ — morphemes without information; C, — suffix of the verb; T — thematic

element; + — the boundary between morphemes; automatically appears after those
morphemes that word forms cannot end; X' — soft consonant, where X - the depiction
of an arbitrary consonant; j — the depiction of sound [j] (yot).

(3) Starting symbol — a non-terminal symbol identifying the set (class) of all those
linguistic objects for which the grammar is assigned. In grammar G, this is a

D, symbol, because our purpose is to describe the set of participles.

(4) A set of products (substitution rules) — equation like X —Y (change X for
Y or change X for Y ), where X and Y - chains, that include different termi-
nal or non-terminal symbols. In grammar G, the rules of substitution are fol-

lowing:

I Defining the grammatical meanings of a participle. For a better understand-
ing, the substitution rules are divided into groups (numbered in Roman numerals),
each of which corresponds to a specific meaningful representation; this view is in-
dicated by the group number. Group and rule numbers should not be construed as
indicating the order in which they are applied: the order in which the rules of the
generating grammar are applied is arbitrary.

D — Dy (x,y), Where x =(act/ pas); y=pres/ past);
Expression D, — D, (x,y) is used for reduction: in fact, there are not one but four
rules corresponding to the valid sets of variable values x, vy, for example
D, — D, (act, pres) then D, — D, (pas, pres) and so on. In the other cases x, y, are
used in the same way.

1. Implementation of grammatical values by corresponding morphemes. As men-
tioned above, real Ukrainian morphemes and word forms are typed in italics.

(1) Dy (act, pres) —0'(t,d,a,)C (act, pres,a ) ®
(2) 2. D, (act, past)—>O'(T,d,a,)C (act, past,a,) ®
(3) 3. Dy (pas, pres) > O'(t,d -d,

(4) 4 Dy (pas,past) >O'(t,d-d,a

d.a,)C(pas, pres,a,) ®
d,a,

,a5)C (pas, past,a;)
When writing information to morphemes for reduction, the designations of those fea-
tures which in this rule can acquire any values. So, for example, expression O(J,as)

is a reduction for many expressions like O(al,J,as,a4,a5),Where (a,,a,,a,,8;) ac-



quire any valid values; accordingly expression C (act, past) also reductions for two
expressions like C (act, past,a;) - Therefore, for example, line 11.1 actually contains
not more than one rule, but many more different rules.

I11. Decomposition of the "difficult" word stem (the selection of the actual word stem

and the thematic element or suffix, if any). Here atem is used for reduction and
stands for any meaning of the sign a,, different from atem, meaning

(a/i /%%0) . A similar meaning has the expression &.
(1) 0'(atem) — O (atem)T
(2) 0'(d.@)C(x.y)>0O(d.Z)C,C(xy.1)

In this rule, variables x i y must satisfy the following condition: if x = pas it is
necessary that y = pres .

(3) 0(atem) — O (atem)
IV. Implementation of the thematic element of the corresponding morpheme.
(1) O(&Ta >0 (&Ha
2 O(V’Ta—)O(?/}a
() o(a)T »0(a)a+
@) o(i)T —»O(i)i+
(5) 0(0)T - 0O(0)o+
(6) O(d, 11,a)TC (act, pres) > O(d, I1,a)a+C (act, pres)
(") o(d
(8)O< —d, I )TC pas, pres)—>0(d d,I,|)+C(pas pres)
(9) O(&M1)TB—O(&ll)a+ A
(10) o(o)Tp—0(P1)+p

d,I,a)TC (pas, pres)—>O(d—d,I,a)a+C(pas pres)

Here o and g - reducing; « - arbitrary vowel, g - arbitrary consonant.

V. Implementation of a suffix for verb formation by a corresponding morpheme.
(1) c(act, past, 1 = 11) - 2+
(2) o(atem)C (act, pres, 1) = yu +
@) o atem)YC (act, pres, 1) — rou +

(

(
(4) O(atem)C (act, pres, I ) — au +
®) O(ae )YC (act, pres, 1) — s +
(

(6) C(pas, pres/ past, | —11) =+



(7) C(pas, pres/ past, | — 1) — m +
(8) O(atem) (pas, pres/ past, | —11) — en+

9 o(a )YC pas, pres/ past, | — 1) — en +

(10) O(atem)C(pas, pres/ past, | — 1) — yea +

(11) O( )YC (pas, pres/ past, | —11) = 106a +
(12) c(pas, pres/ past, | - I1) — ogysa +

(13) O(atem)C (pas, pres/ past,| — 1) — osa +

(14) O(M)YC pas, pres/ past, | — 1) — iiosa +
(15) O(atem) X C(pas, pres/ past, | - 1I) > X bosa +

Here Y - reducing; arbitrary suffix or thematic element.

V1. The choice of the form of the participle ( f / ¥ ) and the implementation of flexion
by the corresponding morpheme.

1) o-a(f) 6) o af)

2)  ®©(f,s)>oco,umony ) @(?,W)—)a,y
3 o(f.m)>ui 8) @(fk)>e

4)  o(f,w)->om0,0i 9 o(f5)>i

5  @(f,5)—>wwm,ux  10) c(pas)cp(?)—w

VII. The implementation of the word stem of the corresponding morpheme. Group VIII
rules are not numbered because each line here is a whole set of rules whose num-
ber is determined by the number of bases with this information.

(1) O(t-t,d ~d, 1,atem, y) - asmonamus+, 6yo+, mar'+, ..
(2) O(t-Tt,d, I, atem, &) - sec+, ...

(3) o(t.d —d, I, ”2) - empav-+, ..
4) O(T.d,1,a,8) > empyu+, ..

(5) O(t.d —d, I, P94 — docrionc+, ..
(6) o(t.d |,%j%’—>3amsﬂ+,...
(Mo(td

®oftd

©) oft.d

l,a, @) — KOX+, ...
,10/,°®)—>/zi06+,...

1, atem, @) — Hec+, ...



(10) Oft,d, I, atem, y) — no6yo+, posdapt+, ...
(11) oft,d, I, D) - nodir+, ..

(12) oft,d, I, atem, &) - npusec+, ...

(13) O(t_, d, I, ﬂ/,o@) —> cMij+, cmozgH+, ...

(14) o(t.d,1,a,8)— cnum+,..

(15) O(t,d, I, atem, n) = yemix+, ...

(16) O(t, d, I, atem, y) - Pap6+, ...

(17) o(t,d,1,0,9) - mon+,..

(18) O(t.d, 1,i, @) > smapu+, ...

VIII. Morphonological rules.
(1) oy+ —> o, + jo, (Where ¢ and ¢, are arbitrary vowels).

(2 jru—i.
(3) oX +C(pas, pres) + ® — aX +C(act, pres)+® -

Here X reduced string not exceeding three characters. It is about alternating o/a in the
verb root of the type of econumu/zansmu, cxonumu/xanamu, xomumu/kamamu,
KAOHUMU/KIAHAMUCS, — KPOIMU/Kpasimu, — JOMUMu/1amamu,  CKOYUmMu/cKakamu,
oonomozmu/oonomazamu. The consonant group, which appears to be rooted in that it
alternates -o- (i.e., which separates it from the thematic element -a-/-s- before -
y(10)sa- does not appear to contain more than three letters.

4c'+X—>w+tX 6+X—>er'+X

o'+X —> on+X ...

0'+X = ouc' + X Tyr X =-e(e)u-, -y(10)sa-, -osa-, -osyea-.
Before suffixes -e(e)n-, -y(1w0)sa-, -osa-, -osysa- the ending consonant of the word
stem -¢'- alternates for -u-, and the ending consonant -6'- for -6~ (same for o0’-orc, m'-
y, ¢™-ex, etc; but in our list there is no word stems with -0'-, -m*-, -6'-).

50+X 0 +X c+X ¢+ X .. Before suffixe X (-e(e)n-, -y(10)sa-, -osa-, -

osysa-) the solid ending of consonants of the foundations are softened by: 0-0', ¢-c’,
etc.; npunec + mu — npunec' + en+ uil.

6. un+d u+o.

IX. X. Graphic-orthographic rules.

1l jra—>=a ja—>a
j+y—oiw0 jy—wo
jte—e je—e

2. X'+a>X+a

X +u—>X+i
X'+y—>X+rmw0 X'+i—>X+7i
X +e—>X+e



Here X —arbitrary consonant.
X. Erasure of boundary between morphemes.

X+Y > XY
Here x and Y are any morphemes that none of the rules of groups 1X-X apply.

This restriction on x and Y prevents the boundary between morphemes being
erased very early, before applying the relevant morphological rules. Otherwise, such
morphological rules would not be applied, which would lead to incorrect results (for
example, * kauenuu from kamamu or *komarouuii from xomumu) the fact is that if
any morphological rule can be applied, then it must be applied.

So, introducing example G, we have described the composition of formal genera-

tive grammar. We introduce several concepts necessary to describe the use of gram-
mar, that is, to describe the process of generation [1, 2].
Immediate deductibility. If there are two chains x and Y, X =24z, and

Y =2,BZ, (z,and / or Z, can be empty) and there is a rule A— B in grammar G,
then it is directly deduced in G from x [2]. In other words, x can be redonein Y in
one step - using a single substitution: Y turns out from x to be a substitution B for
some entry of the chain A. For example, from a chain
O(t,d, 1, a, D, ca—ca)a+C(1,act, pres,d ) + @
according to rule V1.3, the chain is output directly
Ot,d,l,a, D, ca—ca)a+iou+d
Deductibility. If there is a sequence of chains x, x,,..., x, in which each succes-

sive chain is directly derived from the previous one, then X is output from X ; the
same sequence X, X,,..., X, is called output x_from x_  [2]. This means that X
does not necessarily translate into X in one step, but through the consistent use of

several substitutions. Obviously, direct inference is a separate case of inference. Here
is an example of output in the presented grammar G, (in parentheses, to the left of the

output line, specifies the rule number, the application of which to the previous line
gives this).
D

K
(1) Dy (pas, pres)

(11.3) O'(t,d, I, atem, y,CR—E)C(paS,pres,l)dD
(I11.3) O(t,d, 1,atem,y)C( pas, pres, | )
(V1.13) O(t,d, 1,atem, y)osa + @

(VI1.1) O(t,d,1,atem, y)osa + @ ( /)

(VI1.3) O(t,d, I,atem, y)osa +uii

(VIL.10) posgpap6 + oea + uii
(X1) pospapbosauii



This output (beginning with an initial character and ending with a chain consisting

only of terminal characters) is called complete. Of course, not every derivation begin-

ning with an initial character is complete; in particular, such outputs beginning with

an initial character that cannot be continued until full output are "deadlocked output".
Here is an example of deadlock in G, .

DK

(I) D, (act, past)

(112) O'(t,d, 11, atem, @, cn — x| C (act, past, 1) ®
(11.3) O(f,d, II,atem,@)C(act, past, Il )®

(V1.1) O(f,d, II,atem,@)Jz+cD

(VIL1) O(t,d, 11 atem, &) 2+ ( £)

(V11.3) O(f,d, II,atem,@)Jz+mZ

(XI) O(f,d, II,atem,@)JzuzZ

It is impossible to continue this conclusion, though it is not complete, that is, it does
not end with a chain of terminal characters (Ukrainian letters). In grammar G, there

is no rule whose left side would be contained in the last chain of this output. This is
explained by the fact that in the Ukrainian language there are no athematic verbs (the
base ends in the consonant), which are cancelled by the Il conjugation. Thus, the signs
atem, @ and |l , which were interpreted as independent in constructing the grammar
G, are in fact connected. Their coherence could be taken into account, but this would

make the grammar more noticeable. Formal grammar does not require at all that any
derivation in it ends with a correct

terminal chain: it is sufficient that any complete derivation gives the correct chain (in
our case, the form of the Ukrainian participle) [2, 5]. Thus, the language generated by
grammar G, is the totality of all participles of the above verbs. Obviously, this lan-

guage is over. However, grammars can also produce endless languages. Thus, the use
of grammar is the construction of complete inferences; the last strands of these deriva-
tions form a grammar-generated language.

5 Conclusions

To simulate the generation of language and texts at the morphemic level, a linguistic
analysis of the set of adjectives was performed, the classes of morphemes involved in
the creation of word forms were identified, and the rules for the combination of mor-
phemes with each other were determined. Identified features of word formation can
be used to construct systems of computer morphological analysis and synthesis [6]: to
create a generative grammar that generates language - a set of all considered adjec-
tives. Application of the theory of generative grammars to solve problems of applied
and computational linguistics at the level of morphology allows to create systems of



synthesis of language and texts, as well as to create textbooks of practical morpholo-
gy, to create tables of words, to list morphemes (affixes, roots), to determine produc-
tivity , to determine the frequency of implementation in texts of different grammatical
categories (categories of genus, case, number, etc.) for specific languages [6, 7].
Model-based generative grammars can be used to ensure the functioning of computer-
based linguistic systems for analytical and synthetic document processing, infor-
mation retrieval systems, and the like.
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