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Abstract. The paper suggests a method for processing digital content for bio-

metric identification based on artificial intelligence approaches. To get the goal 

the methods of forming digital content characteristics, creating a structure mod-

el of a system for processing digital content, the method of selecting the struc-

ture determination of parameter values of the mathematical model of digital 

content processing system are suggested. The suggested characterization of dig-

ital content automates the processing of digital content which increases the ac-

curacy and speed of determining the values of signs. The suggested creation of 

a model structure of a digital content processing system provides knowledge in 

the form of easily accessible for human understanding rules that simplifies the 

process of determining the structure of the system and also allows parallel pro-

cessing of information that allows increasing the learning speed. The suggested 

selection of structure method of determining values of model parameters of the 

processing system of the digital content based on the genetic algorithm uses a 

combination of directed and random search that decreases the probability of a 

hit in local extremum and provides an acceptable speed of determining values 

of the model parameters. The suggested method of digital content processing 

for biometric identification of a personality by voice can be used in various in-

telligent digital content processing systems. 

Keywords: digital content processing, biometric identification of personality, 

artificial neural network, fuzzy inference systems, genetic algorithm. 

1 Introduction 

Human-machine interfaces are one of the directions of digital content processing. For 

these interfaces, biometric identification of a person is important. 

mailto:utkina
mailto:s.mitsenko,%20m.chychuzhko%7D@
mailto:s.mitsenko,%20m.chychuzhko%7D@


Automated biometric identification of a person means decision making based on 

acoustic and visual information, which improves the quality of recognition of the 

person being studied [1-3]. Unlike the traditional approach, computer biometric iden-

tification speeds up and improves the accuracy of the recognition process, which is 

especially critical in limited time conditions. 

A special class of biometric identification of a person is formed by methods based 

on the analysis of acoustic information [4-8]. 

The methods of biometric identification of a person by voice include: dynamic 

programming [9, 10]; vector quantization [11, 12]; artificial neural networks [13, 14]; 

decision tree [15]; Gaussian mixture models (GMM) [16-19]; their combination [20]. 

Artificial neural networks are the most popular methods. 

The advantages of neural networks consist in: the possibility of their training and 

adaptation; the ability to identify patterns in the data, their generalization, i.e. extract-

ing knowledge from data, therefore, knowledge about the object is not required (for 

example, its mathematical model); parallel processing of information, which increases 

the computing power. 

The disadvantages of neural networks include: the difficulty of determining the 

network structure, since there are no algorithms for calculating the number of layers 

and neurons in each layer for specific applications; the difficulty of forming a repre-

sentative sample; a high probability of a learning method and adaptation getting into a 

local extremum; inaccessibility for human understanding of knowledge accumulated 

by the network (it is impossible to present the relationship between output and output 

in the form of rules), since it is distributed between all elements of the neural network 

and is presented in the form of its weighting coefficients. 

Recently, neural networks have been combined with fuzzy inference systems. 

The advantages of fuzzy inference systems are the following: presentation of 

knowledge in the form of rules that are easily accessible for human understanding; no 

accurate assessment of variable objects is needed (incomplete and inaccurate data). 

The disadvantages of fuzzy inference systems include: the impossibility of their 

training and adaptation (parameters of the membership functions cannot be automati-

cally configured); the impossibility of parallel processing of information, which in-

creases the computing power. 

Since genetic algorithms can be used instead of neural network learning algorithms 

for training of membership function parameters, we note their advantages and disad-

vantages. 

The advantages of genetic algorithms for neural networks training are the follow-

ing: the probability of getting into a local extremum decreases. 

The disadvantages of genetic algorithms for neural networks training are the fol-

lowing: the speed of the solution search method is lower than that of neural network 

training methods; in the case of binary genes, an increase in the search space reduces 

the accuracy of the solution with a constant chromosome length; in the case of binary 

genes, there are encoding/decoding operations that reduce the speed of the algorithm. 

In this regard, it is relevant to create a method of digital content processing for bi-

ometric identification of a person, which will eliminate these drawbacks. 



The aim of the work is to increase the efficiency of digital content processing sys-

tem due to the artificial neuro-fuzzy network, which is trained on the basis of the 

genetic algorithm. 

To achieve this goal, it is necessary to solve the following tasks: 

1. Generation of digital content attributes. 

2. Creation of a model of digital content processing system. 

3. Choice of the structure of the method for determining the parameter values of the 

mathematical model of digital content processing system. 

2 Generation of digital content attributes 

The generation of digital content attributes in the case of biometric identification of a 

person by voice provides for the following steps: 

─ determination of vocal segments of a speech signal based on statistical estimation 

of short-term energies; 

─ definition of formants of the central frame of the vocal segment; 

─ choice of vocal speech sound attributes based on formants of the central frame of 

the vocal segment. 

2.1 Determination of vocal segments of a speech signal based on statistical 

estimation of short-term energies 

The paper proposes a method for determining vocal segments of a speech signal based 

on statistical estimation of short-term energies, which includes the following steps: 

1. Set a speech signal with one vocal sound ( )y n , 1, fn N . Set the number of 

quantization levels of a speech signal L  (for an 8-bit sound sample 256L  ). Set 

the length of the frame N , on which the short-term energy is calculated, 

2 1bN   , where the integer parameter b is selected from the inequality 

 2 min1 log sb f f b   , sf  is the sampling frequency of the speech signal in Hz, 

8000 22050sf  , minf  is the minimum frequency of the fundamental human 

tone in Hz, min 50f  . Set the parameter for adaptive threshold  , 0 1  . 

2. Calculate short-term energies 
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3. Calculate the mathematical expectation of short-term energies 
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4. Calculate the standard deviation of short-term energies 
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5. Calculate the adaptive threshold T    . 

6. Determine the left and right borders of the vocal segment: 

6.1. Set the sample number 1n  ; 

6.2. If ( ) ( 1)E n T E n T    , then 1lN n  , go to step 6.1; 

6.3. If ( ) ( 1)E n T E n T    , then rN n , proceed to completion; 

6.4. If 1fn N N   , then go to the next sample, i.e. 1n n  , go to step 6.2, 

else rN n , proceed to completion. 

As a result, the left and right boundaries of the vocal segment are determined. For 

the method of formants determining, the frame with the center in the sample with the 

number   / 2c l rN round N N   is selected as the central frame. 

2.2 Definition of formants of the central frame of the vocal segment 

The paper proposes a method for determining the formants of the central frame of the 

vocal segment based on linear prediction coding, which includes the following steps: 

1. Perform through the low-pass filter the balancing of the spectrum having a steep 

decline in the high frequency region 

 ( ) ( 1) ( )s m s m s m   , / 2, / 2c cm N N N N   , 

where  is the filtration parameter, 0 1  . 

2. Calculate the autocorrelation function ( )R k  

 ( ) ( ) ( )s m s m w m , 
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where ( )w m  is the Hamming window, p is the linear prediction order, 

( /1000) 5 ( /1000)d dceil f p ceil f   , ( )ceil f  is the function that rounds f to the 

nearest integer. 

3. Calculate the LPC coefficients ja  in accordance with the Durbin procedure 

[21, 22]: 

3.1. (0) (0)E R ; 
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3.6. 1i i  ; 

3.7. if i p , then go to step 2; 

3.8. ( ) ,1p

j ja j p   . 

4. Calculate the gain coefficient G  
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5. Calculate the logarithmic energy spectrum using the gain and LPC coefficients 
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6. Calculate the frequency and amplitude of the formant in the logarithmic energy 

spectrum of the central frame: 

6.1. Set frequency number 0k  . Set the number of formants 0i  ; 

6.2. If 10lg ( ) 10lg ( 1) 10lg ( ) 10lg ( 1) 10lg ( ) 0W k W k W k W k W k       , 

then fix the formant frequency, i.e. 1iF k  , and the formant amplitude, i.e. 

1 10lg ( )iA W k  , increase the number of local extremums, i.e. 1i i  ;  

6.3. If 3i  , then go to the next frequency, i.e. 1k k  , go to step 6.2. 

2.3 Choice of vocal speech sound features based on formants of the central 

frame of the vocal segment 

The following vocal speech sound features have been chosen: 

─ - the frequency of the first formant 1 1x F ; 

─ - the frequency of the second formant 2 2x F ; 

─ - the frequency of the third formant 3 3x F ; 

─ - the amplitude of the first anti-formant 4 1x A ; 

─ - the amplitude of the second anti-formant 5 2x A ; 

─ - the amplitude of the third anti-formant 6 3x A . 

The total number of features is denoted as 6Q  . 



3 Creation of a model of digital content processing system 

The proposed digital content processing system that performs biometric identification 

of a person by voice is the artificial neuro-fuzzy network, a graph model of which is 

shown in Fig. 1. 

 
Fig. 1. A graph model of digital content processing system. 

The input (zero) layer contains (0)N Q  neurons (corresponds to the number of 

features). The first hidden layer implements the fuzzification and contains (1)N MQ  

neurons (corresponds to the number of values of linguistic variables). The second 

hidden layer implements the aggregation of subconditions and contains (2)N M  

neurons (corresponds to the number of rules M ). The third hidden layer implements 

the activation of conclusions and contains (3) 2N M  neurons. The fourth hidden 

layer implements the aggregation of conclusions and contains (4)N M  neurons. 

The output layer implements the defuzzification and contains (5) 1N   neuron. 

All weighting coefficients are equal to 1. 

The creation of the mathematical model of digital content processing system in-

volves the following steps: 

─ formation of a fuzzy rule base; 

─ fuzzification; 

─ aggregation of subconditions; 

─ activation of conclusions; 

─ aggregation of conclusions; 

─ defuzzification. 

3.1 Formation of a fuzzy rule base 

Imagine the j -th fuzzy rule in the form 

 :jR  IF 1x  is 
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N  THEN y  is j , 
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where 
ix  is the name of the input linguistic variable, 1,i N ; y  is the name of the 

output linguistic variable; j

i  is the fuzzy variable (the value of the linguistic variable 

ix ), 1,j M , 1,i Q ; j  is the fuzzy variable (the value of the linguistic variable 

y ), 1,j M . 

The fuzzy set j

iA  is the range of values of the fuzzy variable j

i , the fuzzy set jB  

is the range of values of the fuzzy variable j . 

3.2 Fuzzification 

Let’s determine the degree of truth of the i -th subcondition, i.e. let’s establish the 

correspondence between the input variables ix  of the j -th rule and the values of the 

membership function ( )j
i

iA
x . 

Since a number of methods related to person identification by voice use the Gauss 

function, we choose this function as ( )j
i

iA
x , i.e. 
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where j

im  is the mathematical expectation, j

i  is the standard deviation. 

3.3 Aggregation of subconditions 

The membership function of the condition for the j -th rule is defined as 
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3.4 Activation of conclusions 

The membership function of the conclusion for the j -th rule is defined as 
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 is a triangular function. 

3.5 Aggregation of subconditions 

The membership function of the final conclusion is defined as 



 1( ) max( ( ),..., ( ))MC C C
y y y   . 

3.6 Defuzzification 

To obtain the class number, the membership function maximum method is used. 

 argmax ( )
j

j

C
z

y z ; jz is the center of the fuzzy set jC . 

Thus, the mathematical model of digital content processing system (Fig. 1) can be 

represented as 
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The determination of the parameters of this system is carried out on the basis of the 

genetic algorithm. 

4 Choice of the structure of the method for determining 

parameter values of the mathematical model of digital 

content processing system 

The choice of the structure of the genetic algorithm, which allows to determine pa-

rameter values of the mathematical model of digital content processing system, in-

volves the following steps: 

─ identification of individuals of the initial population; 

─ definition of fitness function; 

─ choice of reproduction (selection) operator; 

─ choice of crossing-over operator; 

─ choice of mutation operator; 

─ choice of reduction operator; 

─ definition of a stop condition. 

4.1 Identification of individuals of the initial population 

Material genes have been selected for the following reasons: 

─ - the ability to search in large spaces, which is difficult to do in the case of binary 

genes, when an increase in the search space reduces the accuracy of the solution 

with a constant chromosome length; 

─ - the ability to configure solutions locally; 

─ - the lack of encoding / decoding operations that are necessary for binary genes 

increases the speed of the algorithm; 

─ - proximity to the formulation of the most applied problems (each material gene is 

responsible for one variable or parameter, which is impossible in the case of binary 

genes). 



An ordered vector of parameters (mathematical expectations and standard devia-

tions) acts as the chromosome, which represents the i -th individual of the population 

{ }iH h  
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where | |H  is the population power, j

klx , j

krx  are the left and right boundaries of the 

values of the k -th feature, calculated experimentally. 

4.2 Definition of fitness function 

In the paper the following fitness function, which corresponds to the probability of 

correct identification of a person by voice, is proposed 
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where pd  is the response received from the object (person), py  is the response ob-

tained by the model, P  is the number of test implementations. 

4.3 Choice of reproduction (selection) operator 

The following effective combination is used to select parameter vectors for crossing 

and mutation as a reproduction operator 
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Thus, in the early stages of the genetic algorithm, an uniform selection is used to 

ensure that the entire search space is studied (random selection of chromosomes), and 

in the final stages, linearly ordered selection is used to make the search directed (the 

current best chromosomes are preserved). This combination does not require scaling 

and can be used to minimize fitness function. 

4.4 Choice of crossing-over (crossover, recombination) operator 

To combine the two options of the vector of parameters selected by the reproduction 

operator, an uniform crossing-over is used as the crossing-over operator. 

Parents are selected through the following effective combination – in the early 

stages of the genetic algorithm, outbreeding is used to provide an investigation of the 

entire search space, and in the final stages, inbreeding is used to make the search di-



rected. This combination does not require scaling and can be used to minimize fitness 

function. 

After the selection of parents, a cross is carried out, and two descendants are pro-

duced. 

For a global search for the optimal vector of parameters, it is necessary to increase 

the variety of options. 

4.5 Choice of mutation operator 

To ensure the variety of options for the vector of parameters after crossing-over, an 

non-uniform mutation is used. 

The mutation step is defined as 
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where ,j jMax Min  are the maximum and minimum values of the j -th gene; t  is the 

iteration number; T  is the maximum number of iterations; r  is the random number, 

[0,1]r ; b  is the parameter controlling the speed of step decrease, 0b  . 

To simulate annealing, the probability of mutation is defined as 

 0 exp( 1/ ( ))mP P g t  , ( ) ( 1)g t g t  , 0 1  , 0(0)g T , 0 0T  , 

where 0P  is the initial probability of mutation. 

Thus, in the early stages of the genetic algorithm, a large step mutation occurs with 

high probability, which provides an investigation of the entire search space, and in the 

final stages, the probability of mutation and its step tend to zero, which makes the 

search directed. 

4.6 Choice of reduction operator 

The reduction operator allows to create a new population based on the previous popu-

lation and parameter vectors obtained by crossing-over and mutation. As a reduction 

operator, a scheme ( )   is applied that does not require scaling and can be used to 

minimize fitness function. 

4.7 Definition of a stop condition 

The following condition is proposed in the work 

 1 max ( )i
i

F h t T    . 

The values of   and T  are calculated experimentally. 



5 Numerical research 

Table 1 presents the probabilities of a person identification by voice obtained on the 

basis of TIMIT based on the artificial neural network of the multilayer perceptron 

type and the proposed method. At the same time, the artificial neural network has had 

two hidden layers (each has consisted of six neurons, like the input layer). 

According to Table 1, the proposed method gives the best results. 

Table 1. The probability of biometric identification of a person by voice. 

Method Identification probability 

Artificial neural network 0.8 

Proposed method 0.98 

6 Conclusions 

1. To solve the problem of increasing the efficiency of digital content pro-

cessing system for biometric identification of a person by voice, the corresponding 

speaker recognition methods have been investigated. These studies have shown that 

today the use of artificial neural networks in combination with the fuzzy inference 

system and the genetic algorithm is the most effective method. 

2. The proposed method of digital content processing for biometric identifica-

tion of a person by voice automates the process of generation of digital content fea-

tures, provides a representation of knowledge in the form of rules that are easily ac-

cessible for human understanding, and simplifies the determination of the structure of 

the model due to the fuzzy inference system; reduces the probability of falling into a 

local extremum and provides an acceptable speed for determining the parameter val-

ues of the model by choosing the effective structure of the genetic algorithm; allows 

parallel processing of information due to the artificial neural network. 

3. As a result of a numerical study, it has been found that the proposed method 

of digital content processing provides 0,98 probability of biometric identification of a 

person by voice, which exceeds the probability obtained by the artificial neural net-

work such as a multilayer perceptron. 

4. The proposed method of digital content processing for biometric identifica-

tion of a person by voice can be used in various intelligent systems for digital content 

processing. 
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