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Abstract  
In this work, a multi-agent game model is developed to form virtual teams of project 

implementers based on subject ontology libraries. The competencies and abilities of agents 

required to execute projects are defined by subsets of ontologies from ontology library. 

Intelligent agents randomly, simultaneously and independently select one of the projects at 

discrete times. Agents that choose the same project determine the current composition of the 

team for its execution. For agent teams, the current loss is calculated for not covering the 

required project competencies by the agents' combined capabilities. This penalty is used to 

adaptively adjust mixed player strategies. The likelihood of formation of teams whose current 

composition has led to the reduction in the penalty for not covering ontologies is increasing. 

During the repetitive stochastic game, agents form vectors of mixed strategies that minimize 

average losses for non-coverage of projects. To solve the problem of game-based project 

coverage, an adaptive recurrent Markov method is developed based on a stochastic 

approximation of the modified condition of complementary non-rigidity, which holds in Nash 

equilibrium points.  Computer simulation has confirmed the viability of using stochastic 

game model to form project teams having the necessary ontological support under 

uncertainty. The convergence of the game method is ensured by conforming to fundamental 

conditions and limitations of stochastic optimization. The validity of the experimental results 

is confirmed by the repeatability of results obtained for different sequences of random 

variables. 
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1. Introduction 

In today's information society with advanced means of communication through mobile devices and 

computer networks, the formation of various virtual organizations and communities is relevant. Such 

virtual associations of people for professional or other interests are intended to solve promptly and 

efficiently a variety of problems, such as completing regular project tasks, creating start-ups for 

attracting investors, organizing network marketing or distance learning, solving complex issues in 

science, economics and public administration, building various Internet services, discussing political 

and social processes, etc. [1 - 3]. 

Virtual communities as project execution teams provides such advantages as geographical 

distribution, decentralization, lack of departmental barriers, high mobilization ability, integration of 

the best experience and modern technologies for the implementation of project, the possibility to 

attract specialists with diverse expertise, resulting in the creation of favorable conditions for 

professional partnership. Furthermore, they provide better coordination of efforts to achieve the goal, 

competitiveness, prompt resolution of urgent problems, flexibility of structure and function, 

adaptability to changes in the outside world, remote access to computing and information resources. 
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The modeling of the dynamics of virtual associations in a distributed environment can performed 

using multi-agent systems [4 - 7]. An agent is an informational object with elements of artificial 

intelligence that can make autonomous decisions, interact with other agents and a human person to 

achieve its goal. A group of such agents that solve a common problem in a computer information 

network is called a multi-agent system. 

In order to accomplish their task the agents need to have some knowledge in one or more subject 

areas represented formally in the form of ontologies. Interacting with each other, agents can query, 

compare ontologies, and integrate them to gain new knowledge, intersect ontologies to discover 

shared knowledge, enrich or correct them. [8 - 12]. 

Generally, agents' knowledge is highly specialized. Several ontologies, which describe different 

subject areas, are usually required to complete the project. On the other hand, for the full intellectual 

and informational support of the project, the agents must be able to form teams (communities, groups, 

coalitions). A team is a community of agents formed to reach a goal or to accomplish a task using 

shared knowledge and collaboration. In order for the project to be successful, the combined 

capabilities of the agent team in knowledge of domain-specific ontologies must cover the 

competencies required to complete the project. In addition, the team facilitates the organization and 

coordination of agents, decreases the complexity of the communication process and reduces the 

reaction time when changes in the information environment occur. 

In order to create a team, agents must be able to find and identify each other on the network by 

negotiating goals and attributes. Centralized team formation limits agent autonomy and is problematic 

when using distributed data sources. Ideally, ontology agents should be able to group themselves 

based on self-organizing mechanisms because their coordinated interaction and the application of 

adaptive decision-making rules using only local information [13 - 15]. 

Ontological project support is a dynamic process with elements of uncertainty, coming from not 

clearly defined goals, uncertain initial data, changes in the process of project implementation, 

development of ontologies over time, imperfect knowledge of project contractors, uncontrolled 

external factors. [16 - 19]. Therefore, ontology agents involved in project implementation must built 

as adaptive, self-learning systems. 

Multi-agent support for virtual communities has received considerable attention in the current 

scientific literature [20 - 22]. However, the problem of adaptive ontology project coverage based on 

the formation of teams of agents with problem-oriented knowledge is not sufficiently researched. 

Project coverage belongs to the class of NP-complex combinatorial optimization problems. 

Approximate algorithms, such as greedy, genetic, ant colony, artificial neural networks, and others 

[23 - 28] are used to solve such problems in the allowed polynomial time. 

In this paper, we propose a new method of approximating the solution of the problem of project 

coverage based on the results of stochastic game theory [29 - 31]. The formation of agent teams to 

execute projects is formulated as a competitive task of securing an agent for one of the projects. In the 

process of finding the optimal coverage, it is possible to move an agent from one project to another, 

which may temporarily disrupt the ontological support of the project and make it impossible to 

execute. Competition problems are studied by game theory and under uncertainty by stochastic game 

theory. A discrete deterministic game can solved in a finite number of computational steps. Discrete 

stochastic repetitive game unfolds for an unlimited period. This game provides multi-step adaptive 

search for one of the solutions of the problem with a given accuracy and within practically acceptable 

time limit. It can used to solve deterministic or stochastic multiple-criteria optimization problems, but 

it is especially useful and efficient in stochastic uncertainty conditions, when a complete iteration over 

variants cannot performed due to random response of a controlled system to the choice of the same 

strategy at different times. The adaptive stochastic game mechanism compensates for the lack of a 

priori information by collecting and processing current data at each step of the game. Considering the 

presence of competitive goals and a priori uncertain factors in project management, it is important to 

apply stochastic game methods for ontological support of projects. 

The purpose of this work is to develop a self-learning game model for ontological project support 

by forming teams of agents in an uncertain environment.  

To achieve this goal it is necessary to do the following: 

• Formulate a stochastic game problem of covering projects by ontology agents,  

• Create an adaptive method and algorithm for game problem solution,  



• Develop a computer program model of game-based selection of ontology agents to execute 

projects,  

• Analyze and discuss the results obtained. 

2. Mathematical model of stochastic game 

Let’s start with a library of ontologies 1 2{ , ,..., }qO O O = , where each element specifies 

knowledge in specific subject area. It is required to organize the development of m projects 

1 2{ , ,..., }m =     with corresponding ontological support. Each project has an associated set of 

ontological knowledge (competence) 
1 2{ , ,..., }i rO O O =   , required for its execution.  

The set of agents 
1 2{ , ,..., }nA A A A= , n m  defines the qualified labor on the market. The 

capabilities of each agent are determined by a set of ontologies 1 2{ , ,..., }i i i

i sA O O O=   . In general 

case, i jA A   , so the agents can have the same capabilities in one or several knowledge areas.   

Let’s assume the completeness of the capabilities for the set of agents and set of competencies 

required to execute projects. Without loss of generality, we will assume also that the knowledge of all 

agents covers the library of ontologies 
i

i
A A

A

 =  , required for projects execution  

k
k

 
  =  . 

Therefore, the agents’ ontological knowledge is sufficient for all projects execution. 

We will need to form a set of virtual agent teams 1 2{ , ,..., }mG G G =  for the execution of all 

projects. Each team corresponds to the agent group 1 2{ , ,..., }k k k

k gG A A A= , 1..k m= , where 

1..
k

k m
G A

=
 = , k j

k j
G G


 =  . The capabilities of the agent teams must meet the competency 

requirements for the respective projects. 

The formation of virtual teams of agents will performed by the stochastic game method, which is 

specified by a tuple  

( , , | )i i

iA U A A   ,                                                            (1) 

where A  – is the set of agents or players; 1 2{ , ,..., }i i i i

mU u u u=  –  is the set of pure strategies of player 

i , which determines his affiliation with one of the teams; 
1:i U R →  – the cost function of player i ; 

i

i

A A
U U


=   – set of combined strategies obtained by the joint choice of all players.. 

Agents can choose one of the teams themselves. Possible choices are given by strategy vectors 
iU . The choices are made independently and randomly at times 1,2,...t = . An agent iA A  is 

included in group kG , if its selected pure strategy 
i

tu  corresponds to the strategy of the group
k

tu : 

( )
i

i k

k t t i
A A

G u u A
 

=  =  , 1..k m= ,                                                  (2) 

where ( ) {0,1}    – indicator event function, 1 i iA A = , 0 iA =  . 

A prerequisite for successful completion of the project is its full ontological support by a team of 

agents. The capabilities of the agent team should cover the competencies required to complete the 

project: 

k
j k

k

j k
A G

A
 

   , 1..k m= .                                                  (3) 

It is advisable to ensure the perfect coverage of all projects, when  =  . 

For the breach of project coverage, a penalty is assigned, which the relative number of uncovered 

project ontologies (dimensionless value) measures: 

[1] \
k
j k

k k

t k j k
A G

A
 

=    , 1..k m= ,                                                   (4) 

where | |  – is the cardinality of the set, i   , [1] [0,1]k

t  .  



The formula (4) does not rule out the possibility that all agents will select one or more projects and 

the remaining projects will remain uncovered. Thus, by selecting only one of the projects, the agents 

knowingly (due to the completeness of the ontology library's coverage of the agents' capabilities and 

competencies required to execute the projects) ensure its coverage and receive a minimum loss, which 

further encourages them to remain on the project. Therefore, such an assessment is insufficient when 

all projects coverage is required.  

Since several agents may have knowledge of the same subject areas, the problem of combinatorial 

optimization appears related to the minimum required project coverage. This problem belongs to the 

class of NP-complex problems. 

Instead of solving the complex problem of minimum coverage of sets, we introduce a payment for 

deviation from the planned cost of the project (dimensionless relative value): 

( ) ( )( ) ( ) ( ) [2] max ,k

t k k k kC C C C  =  −    ,                                     (5) 

where ( ) ( )
k
j k

k

k j

A G

C C A


  =   – is the cost of coverage for project k , ( ) 0k

jC A   – is the cost of 

services of agent j , taking part in execution of project k  (self-assessment of the agent's abilities in 

monetary terms), ( ) 0kC    – is the cost of execution of project k , [2] [ 1,1]k

t  − . 

If [2] 0k

t  , then we have an incentive (a negative penalty), otherwise – a penalty. This 

encourages the selection of a team of agents with a minimum total cost of services offered. 

If the total cost of the offered services exceeds the planned cost of the project, the selection of such 

team members will penalized. Thus we avoid the ontological over-coverage of the project by team of 

the contractors (within the project's estimated cost), or otherwise by duplication of the capabilities of 

the agents who selected the specific project. 

The combined fine for failure to organize the project k implementation consists of penalties (4) 

and (5): 

[1] (1 ) [2]k k k

t t t t    = + − + ,                                                      (6) 

where [0,1]   – is the weight coefficient, t  – is the random value (additive white Gaussian 

noise), which reflects the stochastic uncertainty of the task. If 0t =  1,2,...t = , then current loss 

[ 1,1]k

t  − . 

All agent of the team kG , taking part in the execution of project k , obtain the same current loss 

(6): 
i k

t t =    i kA G  , kG   .                                                    (7) 

We assume that random losses  { ( )}i

t u  of players are independent u U  , 1..i m= , 1,2,...t = ,  

have a constant mean value { ( )} ( )i

tE u v u const = =  and limited second moment 

2 2sup {[ ( )] } ( )i

t
t

E u u =   . The stochastic parameters of random losses are not known by players 

apriori.  

The course of the game is evaluated by the functions of the average losses of the agents: 

1

1
[1] (1 ) [2]

t
i i i i

t t t tZ
t





  
=

= =  + −  +        iA A  ,                                 (8) 

where 
1

1
[1] [1]

t
i i

t
t






=

 =   – is the average losses function for insufficient ontological support for the 

project, 
1

1
[2] [2]

t
i i

t
t






=

 =   – is the average losses function for deviation from the projected cost of 



the project, 
1

1

t

t t 



−

=

 =   – is current average value for random noise or current estimate of the 

random noise mean value (for Gaussian white noise lim 0t
t→

 = ). 

The goal of each player is to minimize their own function of the average losses (8) over time: 

lim mini

t
t

Z
→

→     
iA A  .                                                            (9) 

Thus, the stochastic game of ontological support for projects is as follows. By calculating current 

losses{ }it , each player iA A  should learn how to choose the pure strategies { }itu  to ensure that 

the criteria system (9) is met over time: 1,2,...t = .   

The quality of the formation of agent teams in game is evaluated by the following characteristics: 

1) the system function of the average losses of a multi-agent system:  

1

1
[1] (1 ) [2]

n
i

t t t t t

i

Z Z
n

 
=

= =  + −  +  ,                                               (10) 

where n  – is the number of agents, 
1

1
[1] [1]

n
i

t t

in =

 =   – is the systemic component of losses 

reflecting the lack of project coverage, 
1

1
[2] [2]

n
i

t t

in =

 =   – is the systemic component of losses 

reflecting the deviation from project cost balance; 

2) the average norm for players’ mixed strategies: 

1 1

1 t n
i

t

i

p
nt



 = =

 =  ,                                                            (11) 

where 
1R   – is the Euclidean vector norm. 

Game solutions should satisfy one of the conditions of equilibrium, such as Nash, Pareto, or 

another, depending on the method of strategy sequencing{ }it iu A A  . 

3. Stochastic game solving method  

We are creating the sequences of pure strategies { }itu necessary for the solution of the game task 

based on random distributions, obtained from dynamic vectors of mixed 

strategies ( )[1], [2],... [ ]i i i i

t t t tp p p p m=  i D  , which contain the conditional probabilities of agent 

i being in team k : 

 [ ] [ ] , ( 1,2,..., 1)i i i i i

t tp k u u k u t  = = = −P , 1..k m= ,                          (12) 

where { }iu  – is the history of strategies chosen by player i ; { }i  – is the history of losses associated 

with those choices.  

We construct the stochastic game solving method on the basis of a stochastic approximation of the 

complementary non-rigidity of the deterministic game, which holds for mixed strategies at Nash 

equilibrium points [32]. 

To do this, we define the polylinear function of the average losses for the deterministic game: 

;

( ) ( ) ( )
j

j

i i j j

u U A A u u

V p v u p u
  

=   ,                                                  (13) 

where ( ) { ( )}i

tv u M u= . 

Then the condition of complementary non-rigidity in the vector form will look like: 

( ) ( ) 0i

i m i

p
V p e V p − =      iA A  ,                                                  (14) 



where ( )i

i

p
V p  – is the gradient of polylinear function of average losses; ( )(1) | 1..m

ke k m= =  – is 

the all-ones vector; 
Mp S  – is a combined mixed strategy set on a unitary simplex 

MS  (
nM m= ). 

To account for solutions on the boundaries of unitary simplex, let us weigh the complementary non-

rigidity vector by the elements of the mixed strategy vector: 

( )( ) ( ) ( ) 0i

i i m i

p
diag p V p e V p − = ,                                                  (15) 

where ( )idiag p  – is square diagonal matrix of order m , comprised of elements of vector 
ip  

iA A  .  

Taking in consideration that  

( )[ ] { [ ( ) ] | }i

i i m i i i i i i

t t t tp
diag p V e V E e u p p p − = − = ,                             (16) 

and using the stochastic approximation method [34 – 36] we get such recurrent expression: 

 
11 ( ( ) )

t

i m i i i i

t t t t t tp p e u p  
++ = − −  

iA A  ,                                                (17) 

where E  – is the sign for mathematical mean; 
1t

m


+

 – is projection on m -dimensional unitary simplex 

mS  [33]; 0t   and 0t   – is monotonically declining sequences of positive numbers; ( )i

te u  – is 

a vector indicating the agent’s choice of pure strategy 
i i i

tu u U=  . 

The projection 
1t

m


+

 on expendable t -simplex 
1t

m mS S +
  ensures the adherence to 

condition [ ] , 1..i

t tp k k m = , necessary for completeness of statistical information on the choice of 

pure strategies, and parameter 0t →  is used as an additional control element for the recurrent 

method convergence. 

Parameters t  and t  can calculated as follows:  

 t t   −= , t t   −=  ,                                                              (18) 

where 0  ; 0  ; 0  ; 0  .  

The convergence of mixed strategies (17) to optimal values with probability 1 and in RMS sense is 

determined by the ratios of parameters t  and t , those that must satisfy the fundamental conditions 

of stochastic approximation [33 - 35]. 

The choice of pure strategy [ ]i

tu k  iA A   is accomplished by players based on dynamic random 

distribution (17): 

1..
1

arg min ( [ ]) {1.. },
k

i i

t t
k m

j

k p u j m
=

=

 
=   

 
                                               (19) 

where [0, 1]   – is the real random number with a uniform distribution. 

Stochastic game begins with untrained mixed strategies with element values 0[ ] 1/ip k m= , 

where 1..k m= . Later, the dynamics of vectors of mixed strategies are determined by the Markov 

recurrent method (17) – (19).  

Therefore, in moments of time 1,2,...t =  each player using the mixed strategy 
i

tp  selects the pure 

strategy 
i

tu  (19) and up to the time moment 1t +  gets current losses 
i

t  (7). After this, it calculates 

the mixed strategy 1

i

tp +  according to (17) – (18). 

Due to the purposeful dynamic restructuring of mixed strategies based on the processing of current 

losses, method (17) - (19) provides an adaptive choice of pure strategies over time. 

4. Stochastic game solving algorithm 

Step 1. Set the initial parameter values:  



0t =  – is starting time moment;  

m  – is the number of projects, or the number of virtual teams, or the number of pure strategies of 

game agents;  

n  – is the number of agents;  

1 2{ , ,..., }qO O O =  – is the library of ontologies; 

1 2{ , ,..., }k rO O O =   , 1..k m=  – is the sets of ontological domain knowledge or competencies, 

needed for project execution; 

1 2{ , ,..., }i i i

i sA O O O=    , 1..i n=  – is the sets of ontologies, describing the capabilities of agents; 

( ) ( )1 2( ), ( ),..., ( )mC C C C =     – is the costs of projects; 

( ) ( )1 2( ), ( ),..., ( )nC A C A C A C A=  – is the costs of services, provided by agents; 

{ [1], [2],..., [ ]}i i i iU u u u m= ,  1..i n=  – is the vectors of pure strategies for agents;  

( )0 (1/ ) 1..i

kp m k m= = , 1..i n=  – is the initial values for agent’s mixed strategies;  

0   – is parameter of learning step;  

(0,1]   – is learning step order coefficient;  

  – is parameter of  -simplex;  

0   – is expansion order factor for -simplex;  

[0,1]   – is weight coefficient; 

maxt  – is the maximal number of steps for method. 

Step 2. Choose the pure strategies (teams) 
i i

tu U  of agents  1..i n=  according to (19). 

Step 3. Calculate the current losses values 
i

t , 1..i n=  according to (7).  

Step 4. Calculate the values of parameters t  and t  according to (18). 

Step 5. Calculate the elements of mixed strategies vectors 
i

tp , 1..i n= according to (17). 

Step 6. Calculate the quality characteristics tZ  (10) and t  (11) of project coverage. 

Step 7. Move to the next time moment : 1t t= + . 

Step 8. If maxt t , than continue from step 2, otherwise – game is completed. 

5. A test case 

Agents need to be selected to carry out two projects 1 2{ , } =    with ontological library 

1 2 3 4 5{ , , , , }O O O O O = . Knowledge (competencies) required for the execution of projects are given 

by sets of ontologies: 1 1 3 5{ , , }O O O = , 2 2 4{ , }O O = . The applicants for participation in projects 

are described by the set of agents 1 2 3 4 5 6{ , , , , , }A A A A A A A= . For each agent the subset of 

ontologies, describing its capabilities is given: 1 1 2{ , }A O O= , 2 2 3{ , }A O O= , 3 3 4{ , }A O O= , 

4 4 5{ , }A O O= , 5 1 4{ , }A O O= , 6 2 5{ , }A O O= . The planned costs for the implementation of projects 

are ( ) ( )10000,6000C  =  money units. The cost of skilled labor in the labor market is determined 

by this array ( ) ( )4000,2500,1500,3500,2500,2000C A = . 

It is needed to form two virtual teams of agents 1 2{ , }G G = , with ontological knowledge 

covering every project with project cost constraints ( ) ( )C C    , where ( )C   – is the array of 

project coverage costs. 

The ontological support of projects problem can have several solutions. For a considered test case 

such options of project coverage are possible    :  



1) 
1 1 2 4{ , , }G A A A= , 

2 3 5 6{ , , }G A A A= , ( ) ( )10000,6000C  = ; 

2) 1 1 3 6{ , , }G A A A= , 2 2 4 5{ , , }G A A A=  , ( ) ( )7500,8500C  = ; 

3) 
1 2 4 5{ , , }G A A A= , 

2 1 3 6{ , , }G A A A=  , ( ) ( )8500,7500C  = ; 

4) 
1 3 5 6{ , , }G A A A= , 

2 1 2 5{ , , }G A A A=  , ( ) ( )6000,9000C  = ; 

5) 1 2 4 5 6{ , , , }G A A A A= , 2 1 3{ , }G A A=  , ( ) ( )10500,5500C  = ; 

6) 1 2 3 5 6{ , , , }G A A A A= , 
2 1 4{ , }G A A= , ( ) ( )8500,7500C  = ; 

7) 1 2 3 4 6{ , , , }G A A A A= , 2 1 5{ , }G A A=  , ( ) ( )9500,6500C  = ; 

8) 
1 1 4 5 6{ , , , }G A A A A= , 

2 2 3{ , }G A A=  , ( ) ( )12000,4000C  = ; 

9) 
1 1 3 5 6{ , , , }G A A A A= , 

2 2 4{ , }G A A=  , ( ) ( )10000,6000C  = ; 

10) 
1 1 3 4 6{ , , , }G A A A A= , 

2 2 5{ , }G A A= , ( ) ( )11000,5000C  = ; 

11) 1 1 2 4 5{ , , , }G A A A A= , 2 3 6{ , }G A A= , ( ) ( )12500,3500C  = ; 

12) 
1 1 2 3 5{ , , , }G A A A A= , 

2 4 6{ , }G A A= , ( ) ( )10500,5500C  = ; 

13) 1 1 2 3 4{ , , , }G A A A A= , 2 5 6{ , }G A A= , ( ) ( )11500,4500C  = . 

All options provide redundant coverage of both projects by teams of agents representing 

ontologies. Redundant coverage is determined by external circumstances, because agents have 

knowledge of more than one subject area. 

Options 1 and 9 determine the quasi-optimal solution of the problem because they are constrained 

by the cost of projects, but in both cases, there is redundancy of project coverage by agent groups: 

• option 1: 

1 1 1 2 4 1 2 3 4 5 1( ) { , , , , }G A A A O O O O O =   =   , 

2 2 3 5 6 1 2 3 4 5 2( ) { , , , , }G A A A O O O O O =   =   , 

• option 9: 

1 1 1 3 5 6 1 2 3 4 5 1( ) { , , , , }G A A A A O O O O O =    =   , 

2 2 2 4 2 3 4 5 2( ) { , , , }G A A O O O O =  =   . 

In addition, if multiple agents have knowledge of the same subject area, competition may arise 

within the team for applying this knowledge to the project. Thus, in option 1, agents 1A and 2A from 

group 1G compete on the ontology 2O application to execute the project 1 , and agents 3A and 5A  

from group 2G  compete on the ontology 4O for project 2 execution. In option 9, in group 1G  

executing project 1  there is competition for the use of ontology 4O by agents 1A and 5A , the use of 

ontology 2O by agents 1A  and 
6A , the use of ontology 4O by agents 3A   and 5A . An alternative to 

competition is the cooperation and mutual enhancement of agents' knowledge in the same subject 

area. Options 2 – 4, 6, 7 exceed the cost of the project 2G . In options 5, 8, 10 – 13, the project 

1G implementation cost is exceeded.  

The game algorithm must learn how to choose one of the described project coverage options 

(within their stated cost) by the contracting agents, which have the necessary knowledge the form of 

ontology sets. 

6. The results of computer simulation 

Computer simulation was performed using game method (17) – (19) with such parameters: 

1 2{ , }i i iU u u= , 1 = , 0.999/ m = , 0.01 = , 2 = ,  0.5 = , 
4

max 10t = .  



Fig. 1 and fig. Fig. 2 present, on a logarithmic scale, the graphs of the functions of the average 

losses of players tZ , [1]t , [2]t , and the average norm of mixed strategies t  that characterize the 

convergence of the stochastic game of ontological project support. The choice of logarithmic scale is 

due to the need for a compact representation of simulation results with a large range of values. 

Exceptions when the current values of the game's characteristic functions are less than zero or equal to 

zero, were programmatically processed for the logarithmic scale. 

As can be seen in Fig. 1 and fig. 2, the game method (17) – (19) minimizes the average losses 

functions tZ , [1]t , [2]t over time. The function of average norm of mixed strategies t  reaches 

logarithmic zero, which illustrates how the game is solved in pure strategies 

      
                                             a)             b)  
Figure 1: The solution of the stochastic game without noise:  a) for option 1; b) for option 10 

 

The linear (on logarithmic scale) drop in the graphs of the players' systemic losses functions tZ , 

[1]t , [2]t shown on Fig. 1a, indicates the achievement of a quasi-optimal solution of the ontology 

project coverage problem. The computer simulation shows that in almost 90% of the experiments, 

methods (17) – (19) provide a quasi-optimal coverage corresponding to options 1 or 9. 

For other permissible coverage options, for example, for option 10, the value of the average loss 

function [1]t  for project coverage deviations decreases linearly, indicating that all projects are 

covered (Fig. 1b). The value of the average losses function [2]t for disrupting the projects’ cost 

balance goes to a stable value, which indicates the deviation of project implementation costs from the 

projected cost. 

The convergence of game method (17) – (19) to the optimal collective solution depends on the 

accuracy of its parameters tuning, the ratios of which should satisfy the fundamental requirements of 

stochastic approximation. It has been experimentally found that reducing the parameter (0,2]   

slows down the rate of expansion of the  -simplex and leads to an increase in the number of 

stochastic game steps required to find one of the project coverage options. A similar effect is observed 

with the increase of the parameter (0,1]  , which accelerates the decrease of the search step of the 

recurrent method.  In other words, for the implemented recurrent transformation (17) with the stated 

method of formation of penalties (7), the expansion of the  -simplex should be fast enough, and the 

reduction of the search step should be slow. The rapid extension of the  -simplex practically does not 

limit the magnitude of the search method step. The initially large value of the search step leads to 

significant dynamics of mixed strategy vectors, enabling players to randomly choose other pure 

strategies (moving from one project to another), looking for the optimal ontology coverage of the 

projects. Over time, the magnitude of the search step becomes smaller, and the dynamics of vectors of 

mixed strategies stabilize, securing the formed agent teams to execute specific projects. 

The progress of stochastic game under the conditions of interference is shown in Fig. 2. The 

stochastic uncertainty of project coverage is given by a normal distribution ~ ( , )t Normal e d with 

mathematical expectation 0e = and variance 0.25d = . The empirical normal distribution is obtained 

using the formula: 



12

,

1

6t j t

j

e d 
=

 
= + − 

 
 ,                                                 (20) 

where [0,1]   – is a real random number with uniform distribution. 

      
                                            a)            b) 
Figure 2: The solution of stochastic game in the condition of interference: а) for option 1; b) for 
option 10 

 

The effect of random noise causes an irregularity in the magnitude of the search step of the 

recurrent method, which at each step of the stochastic game changes further in proportion to the 

variance of the interference. This is reflected in the form of a systemic average losses function tZ , 

which behaves as a more pronounced random process. 

The additional randomization of current losses with white Gaussian noise with small variance (for 

example, 0.25d = ) does not have a significant impact on the learning outcome of the stochastic 

game. However, increasing the variance of noise causes the solution process to be slowed down or 

makes it impossible to reach the solution. 

7. Conclusions 

In today's information society with advanced telecommunications through mobile devices and 

computer networks, it is important to form a variety of virtual organizations and communities. Such 

virtual associations of people by professional or other interests are designed to quickly solve various 

tasks: to perform project tasks, create start-ups to attract investors, network marketing, distance 

learning, solving complex problems in science, economics and public administration, construction of 

various Internet services, discussion of political and social processes, etc. Objective of the study is to 

develop an adaptive Markov recurrent method based on the stochastic approximation of the modified 

condition of complementary non-rigidity, valid at Nash equilibrium points for solving the problem of 

game coverage of projects. This paper proposes a new self-learning game based method of forming 

virtual agent teams to execute projects under uncertainty. At the beginning of the game, mixed game 

agent strategies are untrained and provide an equal choice of projects. The agent training process 

consists in the purposeful change of vectors of mixed strategies at each step of the game in order to 

minimize the functions of average losses for insufficient ontological support for projects. At the final 

stage of learning a stochastic game, stabilization of mixed strategies of agents occurs. The elements of 

the learned mixed strategies set the probabilities of agents belonging to one of the teams. The result of 

the game is the formation of teams of agents whose ontological knowledge covers the competencies 

needed to complete the projects. The adaptive multi-step stochastic game solving method is based on a 

stochastic approximation of the modified Nash equilibrium complementary non-rigidity condition. The 

convergence of the game is determined by the fundamental conditions of stochastic approximation and 

depends on the size of the game (number of players and strategies) and the ratios of the parameters of 

the recurrent solution method. The proposed method is based on the processing of reactions of the 



game environment under a priori uncertainty and therefore has a slow convergence rate, offset by the 

high computing power of modern computer systems. 

In this work the multi-agent game model for formation of virtual teams of executors of projects 

based on libraries of subject ontologies is developed. The competencies and abilities of agents 

required to carry out projects are specified by sets of ontologies. Intelligent agents randomly, 

simultaneously and independently choose one of the projects at discrete times. Agents who have 

chosen the same project determine the current composition of the team of its executors. For agents' 

teams, a current penalty is calculated for insufficient coverage of competencies by the combined 

capabilities of agents. This penalty is used to adaptively recalculate mixed player strategies. The 

probabilities of selecting those teams whose current composition has led to a reduction in the fine for 

non-coverage of ontologies are increasing. During the repetitive stochastic game, agents will form 

vectors of mixed strategies that will minimize average penalties for non-coverage of projects. 

For solve the problem of game coverage of projects, an adaptive Markov recurrent method based 

on the stochastic approximation of the modified condition of complementary non-rigidity, valid at 

Nash equilibrium points, was developed. 

Computer simulation confirmed the possibility of using the stochastic game model to form teams 

of project executors with the necessary ontological support in conditions of uncertainty. The 

convergence of the game method is ensured by compliance with the fundamental conditions and 

limitations of stochastic optimization. The reliability of experimental studies is confirmed by the 

repeatability of the results obtained for different sequences of random variables. 

The disadvantage of the proposed game method is that, in general, it does not guarantee perfect 

coverage, since it does not provide the elimination of agents whose capabilities are excessive for 

project execution. Alternatively, as a solution, the additional dummy projects could created with 

proposals that will be attractive to the redundant workforce from other projects. 
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